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ABSTRACT
Managing online marketing campaigns is a repetitive and
analytical process which is typically done manually by do-
main experts. This paper deals with the problem of how to
use software to manage historical marketing data and use
that as a foundation for decision-making with the purpose
of optimizing future ad performance.

The solution presented in this thesis involves applying
both data mining and automation practices to provide deci-
sion makers with knowledge that can be enacted upon. Op-
erators of the system input the historical data, upon which
the system creates an estimation model based on said data
which is used to estimate the performance of, for the system,
previously unseen ads. These suggested ads can either be in-
put by the operator or automatically created by combining
existing ad properties.

The solution has been validated on real-world data from
an industrial partner in the social networking industry.

Keywords
Online marketing, business intelligence, performance esti-
mation, social networks

Categories and Subject Descriptors
D.2 [Software]: Software Engineering; I.2.6 [Artificial In-
telligence]: Learning; J.1 [Administrative Data Pro-
cessing]: Marketing

1. INTRODUCTION
As more and more people are using the Internet on a daily

basis, the area of online marketing is expanding as a way for
organizations to reach large audiences at a relatively low
cost. The process of managing the marketing material how-
ever requires a lot of manual labor, since results must be
properly analyzed and applied to future decisions.

The research in this paper was carried out in association
with an industrial partner that relies heavily on online mar-
keting to promote their product to new users. The partner
is a social networking company based in Sweden which will
be referred to by the name of Company A. The purpose of
partnering was to evaluate the prospect of automating parts
of the marketing process in a real-world environment and
show the validity of the presented solution.

To be able to properly assimilate the contents, the first
subsection presents the problem domain and defines useful
terminology which is used throughout this paper. These de-
scriptions are relied on in the subsequent two sections, which

first details the addressed problem followed by an overview
of the solution.

The final section deals with the scope by stating restric-
tions on what will be covered by this paper.

1.1 Domain
This paper exist at the intersection of a number of di↵er-

ent areas. As marketing is probably the field furthest from
typical software engineering tasks, it will be described in
some detail in the first subsection. That will then lead into
the concept of business intelligence, followed by a subsection
on automation

1.1.1 Online marketing
A site that displays advertisement, the publisher, is often

paid by the advertiser based on the number of times visi-
tors see or click on the ads, but it may also be coupled with
other requirements, such as that the visitor goes on to buy
a product from the advertiser in a given time span. The
advertisement is generally tailored to the expected interests
of the visiting users. This is because advertisers want to
keep the costs down while still getting good results and dis-
tributors usually prefer to show only relevant information to
their visitors to keep them coming back.

A domain description is shown in Figure 1. A market-
ing campaign, or simply a campaign, is comprised of one or
more advertising messages, ads, that are directed to one de-
fined audience, the target or target group (e.g. gender or
people searching for certain keywords). Any ad, and by ex-
tension campaign, have numeric measures of success called
metrics. The most commonly used are impressions, which
is the number of times an ad has been shown, and clicks.

When referring to a user interaction, the word action will
sometimes be used. Even though actions in the case of Com-
pany A is the same as clicks, one might be interested in other
values than simple clicks such as for example the number of
users who go on to register at the site after clicking. Ads
have a number of properties, which depend on the media
that is used. For example, textual ads in search engines
typically have a title, a short text and a URL to which the
user is redirected upon clicking the ad, whereas an ad on a
site such as Facebook can also include an image.

The targeting properties available also depend on the pub-
lisher. For the purposes of this thesis, four di↵erent classes
of online advertising are identified based on the way the ads
are targeted. Search advertising uses the user’s search terms,
social advertising uses demographic and personal data (e.g.
age, gender, location or interests), contextual advertising
finds keywords on the page on which the ads are displayed
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Figure 1: UML description of marketing terminology

or uses manual categorization and finally non-contextual ad-
vertising, which does no relevancy matching. The separation
between these classes is not necessarily distinct and a single
publisher can use targeting criteria from di↵erent classes.
This paper focuses on social advertising and its use by or-
ganizations such as Company A.

1.1.2 Business intelligence
Marketing, perhaps especially online, will typically gener-

ate large amounts of data. These data sets are then used as a
foundation for future decision making. Business intelligence
is a rather loosely defined term, but it is highly relevant to
this concept of using past data to future decisions.

Negash defines business intelligence systems as those that
“combine data gathering, data storage, and knowledge man-
agement with analytical tools to present complex internal
and competitive information to planners and decision mak-
ers” [12], whereas Golfarelli et al. use the broader definition
of “the process of turning data into information and then
into knowledge” [6]. Even though neither definition explic-
itly mentions the use of computers and software for pro-
cessing the data, it is an integral part of modern business
intelligence systems.

The data used in these types of systems are generally clas-
sified as either structured or semi-structured, as described
by Negash [12]. Though the di↵erence may not always be
clear cut, structured data is the type of data which typically
resides in databases and custom relationship management
(CRM) applications so that it can easily be searched, up-
dated, aggregated, etcetera. Semi-structured data on the
other hand is that which cannot be parsed as easily by soft-
ware, such as e-mails, movies, reports and phone conversa-
tions. The author also describes that data can be further
categorized based on its source; either internal or external.
This framework helps define the data type for which this
thesis is relevant, namely internal structured data.

Business intelligence includes a large number of software
engineering related areas. For example, the task of identi-
fying useful knowledge from data sets is a field known as
knowledge discovery, which in turn often utilizes data min-
ing.

To increase the usability and e�ciency of a business intel-
ligence system, it should be able to reduce manual operation
to a minimum, which requires some form of automation, ei-
ther fully or partially.

1.1.3 Automation
A paper by IBM defines a very useful framework for au-

tomation in the field of autonomic computing [8]. Figure 2
shows an autonomic manager, which is a component that
collects data from a system and, based on this data, per-
forms actions with the purpose of improving the system.
This control loop is divided into four subtasks called moni-
tor (collect system information), analyze (model data), plan
(design behavior required to reach goal) and execute (run
the planned actions), sometimes referred to as MAPE. Each
subtask can optionally interact with a knowledge base for
storing and retrieving data.

System

Knowledge Base

Analyze Plan

ExecuteMonitor

Figure 2: General MAPE control loop

In order for the system to analyze and interact with its
environment there is a need for some type of input and out-
put. The input of environmental information is transferred
by so called sensors and the output to enact the planned
actions are sent using e↵ectors. For the framework to be
useful it is not necessary however that these parts, nor the
MAPE tasks, are computerized. It is possible to have human
interaction integrated into the system description.

1.2 Problem
The current workflow for managing online marketing cam-

paigns starts with the creation of advertising material by the
advertiser. Once the ads have been run, their impact is an-
alyzed and based on these results, material can be created,
adapted or removed from circulation to better suit the goals



of the organization. For example, ads with a low click rate
need to either be removed completely or modified in some
way in order to increase their e�ciency, whereas an ad that
performs very well most likely is left as is and used as inspi-
ration for new ads.

There is a high cost for this repetitive manual labor in
terms of both time and money, since the data must be an-
alyzed over and over again. This may not be a problem for
small sets of data, but it becomes increasingly hard to main-
tain as the number of campaigns and ad properties grow over
time. Company A, for example, has hundreds of campaigns
running at once and the amount of historical data grows
quickly which means that managing this data becomes cum-
bersome.

The problem is thus one of managing historical adver-
tisement data and applying that data to future decisions in
order to optimize the future overall click rate of the orga-
nization’s ads. In business intelligence terms, the goal is
therefore to apply an analytical tool to the stored data in
order to provide decision makers with knowledge that can
be enacted upon.

1.3 Solution
The basic requirement of a system which could solve the

previously stated problem is that it should be able to ana-
lyze existing campaigns and their metrics and use this as a
basis for suggesting new ads to the operator1 based on the
estimated performance.

The proposed solution is to apply the principles of au-
tomation described in the MAPE framework to the context
of marketing. Monitoring is thus the collection of metrics for
online advertisement. To optimize these metrics, the gath-
ered information is analyzed and this analysis forms the ba-
sis for the planning of future campaigns to run. Once the
plans are completed, they are presented to the operator who
can execute them, after which new metrics are gathered and
so on.

It is already common for monitoring to be automated, ei-
ther using custom software or services such as Google Ana-
lytics2, whereas the other parts of the process are performed
manually. It is infeasible to fully automate the whole pro-
cess, due to for example the creative side of advertisement
including creating new photos and writing new texts. There
are however certain areas that can be automated and this
paper will focus on automated analysis and planning of on-
line marketing campaigns, shown in Figure 3.

A system to automate this process requires monitored
data as input, which in this context equals historical data of
campaigns and their metrics as mentioned previously. This
data is then analyzed and modeled so that an estimated ac-
tion rate can be estimated based on the properties of the ad.
Because Company A only targets their ads based on gender,
between which there are significant di↵erences in how the
ads are designed, targeting will be handled by dividing the
full data set into subsets based on the target and then apply
the solution to each such subset independently.

1As the word user is typically used to refer to a person
interacting with either the web site that is being marketed
or the web site on which the advertisement is shown, we will
use the word operator when discussing a person interacting
with the system that is described in this paper to avoid
confusion.
2http://www.google.com/analytics/
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Figure 3: Online marketing automation system in
control loop

Based on this model, the system will generate suggestions
for new campaigns as well as recommend actions to be taken
by the operator to optimize the overall average action rate
of existing ads.

1.4 Scope
Using the MAPE framework in Figure 2, only the anal-

ysis and planning tasks are considered part of this paper,
whereas monitoring and execution are out of scope. The
latter two are of course relevant in the implementation of
the system, but neither will be covered as a research topic.
In this context, this means for example that the feature of
integrating this system with marketing services to automat-
ically add new ads and campaigns will not be a part of the
final system.

Furthermore, the data set will include attributes whose
values are free text and images, however text mining and
image recognition are beyond the scope of this project.

The model of the marketing domain purposefully excluded
references to costs and budgets. Though the economy of
marketing is of great interest to the advertiser, we have as-
sumed that the most important part of the process is to
optimize the number of actions (which in our specific case is
the same as clicks, as mentioned previously). This assump-
tion was approved by our industrial partner.

On the topic of costs and budgets, it is also necessary
to mention that due to the costs of running advertisement,
there was a limitation on the types of experiments we could
perform. Thus large scale live testing of the system is not
included in the scope of this thesis.

Finally, targeting will only be covered briefly and for the
specific case of Company A. A general solution for managing
di↵erent types of targeting and how they influence estima-
tions is thus not a part of this thesis.



1.5 Thesis outline
This section has provided an overview of the domain, a

description of the problem as well as a brief outline of the
suggested solution. It has also defined the scope of this
thesis.

Section 2 will cover research foundations for this paper,
mostly in the area of knowledge discovery and data mining.
This is followed by section 3 which summarizes research ef-
forts related to the field of online marketing.

Section 4 describes the method used to develop the so-
lution, the research questions that defined the focus of our
research as well as an explanation of the data used to exper-
iment on.

Section 5 then answers the research questions and the so-
lution is developed and explained based on those results.

Finally, section 6 gives a summary of the results presented
in this paper, discussion on risks and constraints as well as
suggestions for future work.

2. FOUNDATIONS
The problem as well as solution described in the introduc-

tion show there is a need to have a software system which
can parse and analyze large sets of data. To facilitate this, a
number of high-level descriptions of frameworks for knowl-
edge discovery in databases exist [2, 3] and they exhibit a
number of commonalities. These include the importance of
having a knowledgeable human operator guiding the process
in terms of supplying domain knowledge to the system for-
mulating the goal of the knowledge discovery; feeding discov-
ered knowledge back into the system; and the identification
and application of a discovery method, or more specifically
the data mining algorithms. Because the solution is a knowl-
edge discovery system, it is important that it too has these
same characteristics.

In data mining, the input to a system can be described
using the terms concepts, instances and attributes, where
concept is the actual result of the mining, i.e. what we want
to be learned; an instance is one single example of data to
be mined and can be compared to a row in a database; and
attribute is a property of an instance, which in the database
analogy is a column [18]. This analogy is useful since it is
directly applicable to the structured internal data the system
uses as input, as defined in the introduction.

Kantardzic gives a top-down explanation of data mining,
where the learning methods can be divided into two classes;
supervised learning and unsupervised learning [10]. In the
first case, the learning is based on existing instances and the
known values of a dependent variable for each such instance,
whereas unsupervised learning has no knowledge of such a
dependent variable and thus is only concerned with identify-
ing structure in the input data. The structured input data
will have such a dependent variable, or at least it can be
calculated from existing variables (e.g. the number of clicks
divided by the number of impressions gives the average click
rate of a campaign). This means that we are dealing with
supervised learning.

Within supervised learning there are a number of di↵er-
ent types of learning tasks, and Kantardzic goes on to de-
scribe classification as the most common such task [10]. The
purpose of a classification algorithm is to categorize an in-
stance into a predefined class, based on existing instances
that are already classified. This is not directly applicable

to the marketing data, but Witten et al. describe a special
case of classifiers where the outcome is a real number in-
stead of a class [18]. This type of classification is referred
to as numeric prediction or numeric classification, and the
technique will be evaluated for use in estimation of action
rates for new campaigns. In the case of marketing, another
possibility is to use classifiers which provide probabilities of
class association as well. By looking at each impression as a
trial, each ad has a probability of belonging to the class of
being clicked.

3. RELATED WORK
There have been some research in methods for estimating

the performance of online advertisement, though no such re-
search seems to exist for social network advertisement specif-
ically. We begin by looking at related work for ad perfor-
mance estimation in search advertisement, followed by tech-
niques for improving, though not estimating, performance.
Finally we describe research concerning how users experi-
ence ads and potential problems caused by fake tra�c.

Richardson et al. describe a model for predicting the click-
through rates of ads given a set of properties in the context
of search engine advertisement [14]. For the estimation, the
authors use logistic regression on a large number of ad fea-
tures (e.g. number of characters in text and segments in
URL). This approach is chosen in the paper because logistic
regression provides a probability for class association, and a
click probability is the goal. There is however no further dis-
cussion or experimentation to elicit why this choice is more
appropriate than for example numeric classifiers. The re-
sults are nevertheless promising in regard to the predictive
powers of logistic regression and as such it will be evaluated
as a potential estimation model in this paper.

Another paper on predicting click-through rate (CTR) use
a cluster analysis approach [13]. In order to estimate the
CTR of a search term, a number of related search terms with
known performance are identified and used as a basis for the
prediction. Though the method performs well, it is tightly
bound to the field of search engine advertisement. The same
can be said for [14], which for example utilizes correlation
between search terms to improve estimates. Because the
concept of search terms does not exist in social networking
advertisement, neither approach is directly applicable.

Automation in marketing is not a completely novel idea.
Joshi and Motwani present a technique for automatically
finding related keywords for broader targeting of ads by cre-
ating a graph of search terms based on the domain knowl-
edge contained in search engines [9]. Continuation of that
work is that of Thomaidou and Vazirgiannis, where key-
words are also extracted from the landing page to further
improve the results [17]. Both approaches are however only
relevant for contextual and search engine advertisement as
they use data exclusive to the respective advertisement class.

Marketing in the context of social media has also gained
interest in the academic community. Yang et al. propose
a technique for identifying subgroups of users in social net-
works based on their interactions and then use that infor-
mation to create targeted advertising [19]. The results could
very well be applied in parallel to the results of this thesis
in order to better target ads, however it does not deal with
ad performance in any way.

Research has also shown that using targeted advertise-
ment is e↵ective given that the ad is not experienced as



being obtrusive, though obtrusive ads that are not targeted
(i.e. non-contextual) also increase performance [5]. Another
study presented results that suggest that users on social net-
works generally tend to not consciously take notice of adver-
tisement and, perhaps of this meaning that ads are not con-
sidered to be obtrusive, they do not have any negative feel-
ings toward the existence of advertising [7]. By automating
the process of estimating ad performance, these properties
for ad management are expected to be implicitly handled by
the model, since properties that make users experience the
ad as obtrusive or unnoticeable will perform worse and thus
those results will impact future estimates.

In online advertisement there have been problems of so
called click-spam or click-fraud, meaning that the number
of clicks on ads is increased in a fraudulent manner, for ex-
ample using bots. Dave et al. provide a methodology to
measure click-spam in their networks as well as a study of
the severity of the problem on di↵erent classes of networks
[1]. Their results show that established search advertising
on for example Google and Bing is fairly accurate in their
filtering of click-spam, whereas the problem is greater for
contextual and social advertisement, and severe for mobile
advertisement. A related paper describes a methodology for
advertisers to evaluate the quality of click tra�c and use
this to assess the di↵erence in quality between bulk tra�c
vendors and established pay-per-click networks [20]. It may
be of importance to be aware of these issues as they could
carry some impact on the research, however managing tra�c
quality and click-spam is not in the scope of this paper.

In conclusion, though predicting performance of ads has
seen some limited research, the area of social networking
advertisement is largely unexplored, especially in terms of
performance prediction.

4. METHOD
This section describes the process that was used to identify

a solution to the problem described in the introduction. The
first step of the process was a literature review to identify
existing research in this area and examine the foundations.
Simultaneously, meetings were held with marketing experts
from Company A to define the domain in which to apply
the results of the project.

The next step was obtaining a sample of real world mar-
keting data for analysis and experimentation. This process
began with manual analysis and then formalized experi-
ments to confirm the idea that the data could be modeled in
order to provide better-than-random estimates. Once that
had been established, the appropriate choice of classifier was
evaluated.

Once the modeling and estimation part of the research was
concluded, the question of planning was approached. This
dealt with defining how an operator should select ads from
the system’s suggestions and analyzing if ad performance
declines over time in order to suggest when an existing ad
has run its course.

The problems described above were formulated as research
questions that are covered in more detail in section 4.1.

Finally the pieces were put together in the form of a soft-
ware application with an easy-to-use graphical user inter-
face.

The last subsection in this section describes the sample
data provided by Company A to help the reader understand
the structure of a typical data set.

4.1 Research questions
In formulating the research questions, the definitions pro-

vided by [16] were used in order to provide clear goals for
what the thesis should provide.

RQ 1. How to automate the creation and estimation of
good ads in online marketing? The main research question
for this thesis is the identification of a method of develop-
ment that can be used in organizations to support decisions
in online marketing. The solution presented is a procedure
that is applicable to online advertisers.

Because this question is very broad, the validation step
consisted of dividing the question into four sub-questions
and validating them each in turn.

RQ 1.1. Do ad properties have di↵ering impact on per-
formance? It would be reasonable to assume that di↵erent
properties of an ad may have di↵erent impact on the user
it is shown to in terms of likelihood of him or her taking
an action, however the size of those di↵erences are harder
to hypothesize about. This is an important first question in
order to get an indication of how, if at all, properties relate
to the click rate.

To answer the question, a controlled experiment was de-
fined were ad properties were carefully selected by domain
experts and then tested in a real world environment. From
the resulting metrics, the correlation between properties and
performance was calculated and analyzed.

RQ 1.2. How well do classifiers perform in estimating
click rates? The first step is to identify whether or not a
numerical classifier can, based on historical data, adequately
estimate the action rate of previously unseen ads. It is thus a
matter of evaluating the performance of existing algorithms.

To provide an answer to the question an experiment was
defined, where the success rate of a regression model was
compared to those of random values from statistical distribu-
tions, one normally distributed and one uniform distribution
with the same minimum and maximum values as the data
set, as well as comparing success rates of di↵erent classifiers
to each other. The results answer both how well classifiers
perform in relation to simpler models, and if they perform
better, which classifier is most suited for the task.

RQ 1.3. Which ad selection strategy provides the high-
est average click rate? It is unlikely that a classifier would
correctly estimate future ad performance every time. To
potentially minimize the impact of bad estimations, multi-
ple suggested ads could be selected by the operator and run
together in order to improve the average action rate.

To evaluate this six di↵erent strategies were tested, where
one, two and three suggested ads were selected based on
their estimated performance after which the average real
performance both with and without weighting based on the
estimates were calculated. The results were then analyzed
to identify the appropriate strategy to use.

RQ 1.4. How does time a↵ect the performance of ads?
A marketing executive suggested that the performance of
ads declines over time. To evaluate the correctness of this
statement, data was gathered over a period of two weeks
where the same ads were run continuously and then ana-
lyzed. Depending on the answer, the final solution would
possibly have to account for such a decline in estimating the
future performance of existing ads.



4.2 Data set
The main data set used for analysis and experiments was

provided by Company A and consisted of ads run in the
Polish market between July 17th and August 17th 2012. The
set contained 959 instances of ads run on Facebook in the
mentioned time interval. All ads had however not been run
for the whole time.

There were a total of eight (8) unique titles, but six of
those where almost equal with only di↵erence being the city
they referred to. The body texts had three (3) distinct val-
ues, and by counting the titles referring to a city as a single
title, every title was used exclusively together with a single
body text so that only three possible title/body combina-
tions existed. A total of eleven (11) unique images were
used, out of which five (5) were used when targeting both
genders and each gender having three (3) exclusive images.
Figure 4 shows the layout used by Facebook, with the title
above the image and the body text to the right of the image.
This layout is fixed and cannot be modified by the operator,
who can only set the individual properties for the ad (and
of course also targeting properties).

Lorem Ipsum

Pellentesque habitant 
morbi tristique senectus et 
netus et malesuada fames 
ac turpis egestas. 

Image

Figure 4: Layout for ad presentation

The average number of impressions for each ad in the
data set was 143875.17 and the average number of clicks
was 32.96, both values with two decimals of precision. By
dividing the clicks with the impressions we get an average
click-through rate of about 0.0229%.

Over the course of this project, Company A made some
changes to their marketing strategy. The most noticeable
di↵erence was the removal of distinct age groups for target-
ing, which left gender as the only targeting property. To
still be able to use the data set, the metrics of campaigns
that only di↵ered in the targeted age group were aggregated.
This aggregation reduced the number of unique instances to
64. Other changes to the strategy included using the same
title on all ads and changing the regions in which marketing
took place, however the data set was not adapted to reflect
these changes since those changes could not be simulated
using for example aggregation.

4.2.1 Tagging data
An early idea on how to modify the data to provide more

insights for the operator was to apply tags to the images and
texts. Tags are a set of words that describe an object, so
that similarities can be discerned more easily by a computer
system. There were however two main problems with this
method. First of all, there is the question of subjectivity.
This is especially a problem for pictures, whose information
content is highly unstructured making the set of possible
attributes that are important hard to define. As an example,

imagine an ad with a picture of a girl sitting in a co↵ee shop.
A user’s likelihood of clicking the ad may either increase or
decrease depending on the looks of the girl, the lighting in
the room, what beverage the girl is drinking, whether there
are other people around or not, etcetera. The subjectivity
involved (who decides whether a person is good-looking or
not?) and the nearly unlimited possible attributes were the
main reasons for ruling out image tagging.

For texts it is possible to remove a lot of the problems
with image tagging by only focusing on the actual words
that appear. This does however lead to a new problem,
which would also have a↵ected image tagging if it was ap-
plied despite the concerns raised. Consider the case of two
high performing ads, one with the tags ”beach” and ”volley-
ball”, the other one with tags ”snow” and ”skiing”. Because
a classifier is not aware of the context, it is feasible that it
would estimate an ad focusing on for example ”beach” and
”snow” to have a very high click rate, though this is in real-
ity unlikely to be true. Also considering that tagging could
easily introduce thousands or millions of possible combina-
tions to be estimated, this would mean the operator would
need to do a lot of extra work in ruling out these misguided
suggestions and the whole purpose of the system would be
defeated.

4.2.2 Statistical distribution
A visual analysis of a graph of the click rates hinted of a

normal distribution. To judge whether this was the case, the
extended Shapiro-Wilks normality test [15] as implemented
in R3 was used. Ads that had not received any clicks were
considered to be outliers and removed from the sampling to
not skew the results. This turned out to only a↵ect a single
ad.

A significance level, ↵, of 0.05 was chosen for the null
hypothesis H0, which would mean the data is normal. The
test returned the test statistic W = 0.9654 and a p-value
of 0.07339. Since 0.07339 > ↵, we cannot reject H0 and
therefore we assume a normal distribution of the data set.

When no specification is made in regard to which data
set was used for a specific experiment, it is implied that
the results are based on the part of the aggregated data set
which targeted women. Though all experiments have been
run on both subsets, we have chosen to only give the results
of one set as long as the conclusions of the results are the
same.

5. SOLUTION
The proposed solution to the problem is to automate the

creation of good ads for online marketing using a software
system. Figure 5 gives an overview of the architecture for
such a system. The main components include a data man-
ager for interacting with the knowledge base, an estimator
that based on historical data can estimate the performance
of new ads and an ad factory that can provide new ads with
unknown performance to, for example, an estimator.

In order to answer the research questions, the estimator,
which is the central part of the system, must be evaluated.
By having an evaluator which controls the interfaces to and
from the estimator as in Figure 6, we can create a number
of di↵erent evaluators to test di↵erent aspects of the estima-
tion.

3http://www.r-project.org/
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Because the evaluator controls the input to the evaluator
component, ads whose performance is known can be input
to the application and its output compared to the actual val-
ues. This comparison is useful for gaining insight into how
well the estimates reflect reality. More specifically, by re-
peating such an experiment many times but change the data
set used, we get a reliable indicator of how well an estima-
tor performs, namely the percentage of trials for which the
estimate was reasonably close to the actual value. This of
course requires a definition of what reasonably close means,
something which will be covered in section 5.4. These indi-
cator values can also be compared for di↵erent estimators to
identify which is the most accurate one, which is also done
in the mentioned section.

It is important to know that the developed system takes
advantage of the Weka library [4] by using its classes for
modeling the data sets and its implementations of classifiers.
It also uses the Colt library4 for dealing with statistical dis-
tributions.

The Data package defines the main classes that model the
data. The main purpose of Ads is to manage a list of single
Ad objects that all store the same type of information. It is
data from these classes that is used by the logic in the Core
package.

The main interface in Core is the Estimator, whose pur-
pose it is to predict the performance of an ad whose perfor-
mance is not known. The di↵erent realizations of this in-
terface represents di↵erent methods of prediction, with the
NumericEstimator utilizing numeric classifiers, the Nomi-
nalEstimator returns the probability that the ad belongs to

4http://acs.lbl.gov/software/colt/
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Figure 7: Class diagram of system

the class of clicked ads, and the DistributionEstimator uses
statistical distributions to randomly assign a prediction.

An AdFactory is basically a provider of ads which do not
have an estimated action rate. The source of these ads can
be for example combinations of ad properties for which no
metrics exist, or suggestions input by an operator. The re-
alization of this interface is closely tied to the environment
in which the system will exist.

The final package is Evaluation, whose only interface is
Evaluator. The requirements of its implementations are to
provide a textual description of what it does and of its re-
sults, which were used in the validation of this system. The
ClassifierEvaluator creates its results by instantiating an Es-
timator with known data, and can then compare the esti-
mates to some known reference values. One such example
was described in the beginning of the section, where the
action rates of the ads in the AdFactory are saved and com-
pared to the estimated results.

The RankEvaluator in turn does not require an Estimator
directly, but rather utilizes the results of the ClassifierEval-
uator to establish how well classifiers perform for di↵erent
selection strategies, as described in RQ 1.3.

This overview of components and classes has explained



how the software was designed. The following subsections
will first suggest how to create the knowledge base required
by the system, followed by descriptions of the validation
experiments and their results.

5.1 Knowledge base
The data manager was mentioned as the component which

interacts with the knowledge base. The knowledge base con-
tains all historical data used by the system and must thus
not only be able to provide data, but also be updatable. The
actual contents of the knowledge base should be limited to
only the data which is used by the other components to con-
serve space, unless that specification of what is useful and
not is likely to change.

An e�cient way of storing the structured data that we
are dealing with is a database, and was also the solution
used in our implementation. By storing only the necessary
data in a database and updating it whenever new monitored
metrics are available, not only is the data manager’s task
simplified but the data can also be queried from outside the
system which avoids lock-in of data, something that could
be a problem for some organizations.

5.2 Impact of properties
To show whether di↵erent properties carry di↵erent weight

in regard to how well an ad performs was an important first
step in order to get an indication of the potential merits of
modeling the data. For example, if an ad consists of an im-
age and a text, are the choices of image and text equally
important in the search of a high-performing ad or does one
carry a stronger influence on the final result than the other?
Or even more importantly, if the properties carry no corre-
lation to the click-rate, that would imply performance has
nothing to do with the ad properties defined by the adver-
tiser.

Domain experts from two geographical markets, Brazil
and Argentina, were asked to choose three ads that they
had previously run in their market which they identified
as representative of high, average and low performance re-
spectively. The three performance levels were chosen to get
a baseline performance as well as more extreme values in
both directions. The selection was done for men and women
separately, so a total of six ads were selected for each re-
gion. It is important to note that these were existing ads, so
while they performed di↵erently the choice of for example
the lowest performing ad was not a manufactured ad whose
purpose was to perform badly (e.g. by selecting an o↵ensive
image). Finally combinations of the three images and three
texts within each region and gender were formed and put
online.

The budget for the experiment was 720 USD, or 20 USD
per ad. For Brazil this generated an average of 179124 im-
pressions and 77 clicks, and for Argentina those numbers
were 382791 and 126 respectively. Once the budget was
spent, the results were collected and the correlation coef-
ficient was calculated for each property and the resulting
click rate. Each region’s data set was also split by gender to
see di↵erences between target groups. Finally, the data was
gathered and the correlation was calculated. We used the
Pearson coe�cient of correlation [11], which is defined as

⇢ =
Cov(X,Y )p

(V arX)(V arY )
(1)

In our case, the random variables X and Y represent the
choice of value for a given property and the click rate respec-
tively. Because the covariance and variance are unknown
they have to be estimated based on the sample.

⇢̂ =
\Cov(X,Y )q

(\V arX)(\V arY )
=

Pn
i=1(Xi � X̄)(Yi � Ȳ )q

(
Pn

i=1(Xi � X̄)2)(
Pn

i=1(Yi � Ȳ )2)

(2)
Because we are only interested in how big the impact is of

di↵erent properties and not if said impact is positive or nega-
tive, it is the magnitude of the correlation which is important
and not the direction. Since �1  ⇢̂  1, we therefore used
the absolute value |⇢̂| for comparison. As an example, even
if the correlation for a property is near -1, the conclusion is
still that it has a large impact on the performance. In other
words, the interpretation of |⇢̂| is that if it is 1 there is an
exact linear correlation between the two random variables
whereas 0 means there is no linear correlation at all. The
results of the experiment are presented in Figure 8.

Br
az
il
(a
ll)

Br
az
il
(m
en
)

Br
az
il
(w
om
en
)

A
rg
en
tin
a
(a
ll)

A
rg
en
tin
a
(m
en
)

A
rg
en
tin
a
(w
om
en
)

0

0.2

0.4

0.6

0.8

C
or
re
la
ti
on

Text
Image

Figure 8: Impact of text and image in ad perfor-
mance

The results clearly show that the impact of the choice of
image is larger than that of the choice of text. Most no-
table are perhaps the correlation values for men in Brazil
and women in Argentina where the image is of utmost im-
portance, as well as the result that women in Brazil are the
only group where the text has a higher impact than the
image.

Because of the large di↵erences, the results were discussed
with one of the domain experts involved in the ad selection.
Overall he considered the results to be in line with his ex-
pectations, even though the high correlation between text
and CTR for women in Brazil and men in Argentina were
slightly higher than he would have guessed. A suggested
reason for this was that the gender of the domain expert
in each region was the opposite of the gender for which the



texts were more important than expected (i.e. a hetero-
sexual man is better at selecting high performing images of
women and vice versa). Because of this, further experiments
will be made at Company A to compare image selection be-
tween men and women, however those experiments will not
be part of this paper.

The results nonetheless provide an answer to RQ 1.1, as
there is a noticeable di↵erence in the impact of the two prop-
erties used in this example.

5.3 Rate estimation
The working hypothesis was that a numerical classifier

could estimate the action rate of new ads su�ciently well.
By manual experimentation with the data set in the Weka
workbench, a support vector regression algorithm called Se-
quential Minimal Optimization (SMO) was identified as a
good candidate for further experimentation.

The experiment was designed as follows. Initially, the data
set was randomly split into two separate, non-overlapping
sets called training and validation. The training set was then
used to create the regression model, after which the action
rate of the validation instances was estimated. Each such
estimate was considered successful if the following inequality
held true:

ci � ✏  ĉi  ci + ✏

ci is the actual action rate for ad i in the validation set
and ĉi is the estimated value. The tolerance limit is defined
as ✏ = k ⇤ c̄, where k is a constant between 0 and 1. This
process was repeated 5000 times and both the total number
of estimations as well as the number of successful estimations
were counted. From this a success percentage was calculated
for di↵erent values of k.

For comparison, the same process was also applied with
two simple statistical models of the training set. The sim-
plest model was defining a uniform distribution between the
minimum and maximum values in the data set, and the
slightly more advanced model assumed a normal distribu-
tion. The latter was used due to our previous assumption
that the data is in fact normally distributed. The estima-
tions from these models were then made by drawing a ran-
dom value from the distribution. Table 1 and Figure 9 show
the results of the experiment for all three models.

Method k=0.01 k=0.05 k=0.10 k=0.20
Uniform 1.51% 7.41% 14.32% 29.74%
Normal 2.55% 12.99% 25.72% 48.50%
SMO 1.84% 14.66% 34.19% 72.96%

Table 1: Estimation success percentage over 5000
rounds

The value of k defines how large the interval of success
is, and thus if k is increased enough, success is always guar-
anteed no matter the estimate. Figure 10 shows the size
of the success spans for the values used in the previously
mentioned experiment, with estimate ĉ = 0.00025 and mean
c̄ = 0.00020.

As k increases it becomes clear that the regression model
is noticeably better than the statistical distributions. At
k ⇡ 0.036 the regression model and the normal distribution
perform equally well, and as k increases the regression model
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Figure 9: Bar chart of Table 1
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Figure 10: Impact of k-values on success intervals

becomes increasingly better in relation to the distribution,
which answers RQ 1.2. Additional experiments also revealed
that the regression model reached a 50% success rate at
k ⇡ 0.135.

5.4 Choice of classifier
Even though the SMO algorithm performed well for es-

timation, the choice of algorithm was mainly an educated
guess. As di↵erent classifiers tend to be best suited for dif-
ferent situations, the estimation experiment was revisited to
identify the best choice of classifier for this purpose. The
only di↵erence was that for this experiment the statistical
distributions were replaced with additional classifiers from
the Weka library. Each classifier was still evaluated 5000
times, but this time for k 2 {0.01, 0.02, ..., 0.20}.

All numerical classifiers from the library were explored.
Besides the previously mentioned SMO algorithm, the clas-
sifiers used were standard linear regression (LinearRegres-
sion), a model tree that can have linear models at the leaves
(M5P), an extension of the nearest neighbor approach called
instance-based learning (IBk), a back-propagation classi-
fier (MultilayerPerceptron) and a regression tree (REPTree)
[18]. In addition to this, the library’s logistic regression im-
plementation (Logistic) was evaluated. Figure 11 shows the
results.

Because the increase of the success rate is not exactly
linear, there is no clear best choice at first glance. However,
because there is little use for an operator to be told that
there is less than a 50% chance that an estimated interval is



0 0.05 0.10 0.15 0.20

0

0.2

0.4

0.6

0.8

50% success

k

S
u
ce
ss

ra
te

IBk SMOreg
LinearRegression REPTree
M5P Logistic
MultilayerPerceptron

Figure 11: Success rates for di↵erent classifiers

correct, since such a statement would imply that it is in fact
more likely that the real value lies outside the interval than
within, we can focus on the parts of the graphs above that
threshold. Above the 50%-line there are only two classifiers
that at some point have the highest success rate, the logistic
regression and the REPTree, and a total of four classifiers
at the top that overlap each other.

Based on these results, we selected the four classifiers with
the highest success rates above the 50% threshold to run
additional experiments on. The first one was to analyze in
more detail the size of the estimation errors. To do this, the
same experiment as before was run, but instead of calcu-
lating success rates we instead calculated the mean squared
error over 5000 runs. The results are presented in Figure 12.
The box contains the values between the 25th and 75th per-
centiles with the line inside marking the median value. The
bottom and top whiskers show the 10th and 90th percentile
respectively.

It is interesting that logistic regression has the lowest up-
per limit of the box, which means most of its estimation
errors are very small, however it also has the highest top
whisker which implies that there are also times when esti-
mations are completely o↵. IBk on the other hand has the
lowest top whisker, and as such has a lower spread, even
though it may not be quite as accurate as the regression
in many cases. That being said, IBk still has the second
lowest upper limit of its box and the lowest median. These
properties put together make it an interesting choice. To
give an example of what these values mean, we can mention
that the median value for IBk is 0.599 · 10�9, which gives
a root-mean-square deviation of 0.0024% in the estimated
click rates.

There is however another aspect of classifiers that is in-
teresting to analyze further before drawing any final con-
clusions, namely performance. The four classifiers with the

IBk REPTree Logistic SMOReg
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Figure 12: Mean squared error for classifiers with
highest success rate

highest success rates above the 50% threshold were analyzed
from a timing point of view. The results are in Figure 13,
where the time measured in milliseconds is shown on a log-
arithmic scale. The experiments were performed on a Mac-
Book Pro with a 2.2 GHz Intel Core i7 processor and 8 GB
of memory.
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Figure 13: Classifier performance (combinations)

For each data point, a new set of data was generated with
N attribute values for two attributes (representing the body
text and image used at Company A). The data set thus con-
tained N2 instances from which N instances were removed
and put into a set of test data. The removed instances were
those combinations of text i and image j where i = j. This
systematic removal was used to guarantee that no property
value would be completely removed, which could potentially
happen with a random removal process. The remaining
N(N � 1) instances were left as the training set. Each in-



stance in the training data was given metrics, which were
drawn from a random distribution.

After this, the time taken for each classifier to initialize
itself (i.e. create the underlying data model based on the
training data) plus the time required to estimate the N in-
stances from the test data was measured. This was repeated
three times for every data point and the average time was
calculated.

As can be seen in Figure 13, the IBk and REPTree al-
gorithms are really fast, almost constant no matter the size
of N. Then comes logistic regression which takes about 21
seconds for N = 100, whereas SMO regression is highly un-
suitable for larger data sets since it required more than 14
minutes at the same value for N.

Another aspect of time performance is increasing the num-
ber of occurrences of the same ad, each with its own metrics.
Continuing with the previous experiment, we fixed N at 10
and added a second variableM , which is the number of times
each ad should occur. The reason for this experiment is to
get an idea of whether it is the possible combinations or the
actual number of instances which has the most impact on
the time it takes to build the estimation model and estimate
ads. The results are displayed in Figure 14.
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Figure 14: Classifier performance (instances)

The time performance in the two experiments is compara-
ble. The main di↵erence is that logistic regression seems to
handle the increase in the number of instances much better
than the the increase in combinations of property values.
Since M = 1 in the first experiment, there are a total of
10000 instances in the generated data set when N = 100,
which is the same amount as the second experiment has for
M = 100 when N = 10. Still, the time taken is higher by a
factor of 16 for the first experiment.
The most time consuming task for the two slower algo-

rithms is building the actual classifier. Depending on how
often an organization needs to update the knowledge base,
this could have an e↵ect on the choice of classifier. The ac-
curacy of logistic regression will outweigh the cost in time
in some cases, however for large sets of data it may be more
useful to su↵er the slight loss in accuracy in order to e�-
ciently incorporate new data in the model, in which case

Algorithm N Unweighted Weighted

Logistic
1 0.0209% 0.0208%
2 0.0201% 0.0201%
3 0.0192% 0.0192%

IBk
1 0.0205% 0.0203%
2 0.0197% 0.0197%
3 0.0190% 0.0190%

Table 2: Averaged real click rate for selection strate-
gies N

the IBk is recommended, since its mean squared error is
lower than the REPTree.

For Company A we decided to use the faster IBk algo-
rithm, because they expected to reach the limits of what lo-
gistic regression can handle without requiring so much time
that it a↵ects the user experience. Another option discussed
was having functionality in the user interface to switch be-
tween algorithms, but the idea was discarded for two rea-
sons. First of all, the data set would most likely grow fast
enough so that a switch would be required very soon any-
way, and secondly there was the problem of making such a
function understandable for the average operator, since they
are not expected to know about classification algorithms.

5.5 Selection strategy
Once the estimations are made the question becomes how

to select which ads to run. As described in RQ 1.3, if the
goal is to gain the highest average click rate over all running
ads, it could perhaps be more e↵ective to choose multiple
suggested ads to minimize the impact of erroneous estima-
tions.

Strategy N is defined as the selection strategy where the
N highest estimated ads are run. In addition to this, the ads
were run either weighted or unweighted. The latter means
that all ads are shown the same amount of times, whereas
the former approach calculates a weight for each ad based on
the normalized value of the estimate. Functions for the cal-
culations are shown in Equation 3 and 4 respectively. This
process was then repeated 5000 times and the values aver-
aged to identify the optimal selection strategy. The results
are available in Table 2 for both logistic regression and IBk.

cunweighted =
NX

i=1

ci
N

(3)

cweighted =

PN
i=1 ĉi · ciPN

i=1 ĉi
(4)

As the results reveal, the best approach over time from
a purely statistical point of view is to only select the ad
with the highest estimated performance, no matter which
of the two algorithms is used. Other reasons for choosing
multiple suggestions may of course exist, such as diversifying
for potential target groups for example, but those choices
need to be made by a domain expert. It is also interesting to
note that the weighting of ads carries no additional boost nor
any significant negative e↵ect to the average performance.

While these results do not support any more complicated
selection strategy than ”best first” as answer to RQ 1.3, they
do strengthen the proof for that the classifiers indeed provide



a good estimate. A strategy where N > 1 would only be
better suited if the estimator tended to overestimate the
value of the N � 1 first ads, so that in fact the Nth was the
best choice of ad. In other words, the results indicate that
the ranking of the suggested ads on ĉ reflects the expected
ranking based on c.

5.6 Influence of time
To accurately be able to compare the estimated perfor-

mance of a new ad with existing ads, it is important to also
estimate future performance of already existing ads. If ad
performance declines over time, even the best performing ad
may reach a point in time where its performance is expected
to be worse than that of a new ad. The reason for such a
decline could be for example because the advertiser will not
show a specific ad to a user who has previously clicked it.

In order to be able to analyze this question, described in
RQ 1.4, data was collected daily over a period of two weeks
for two separate ads, one targeting men and one targeting
women. The reason for choosing two weeks was a trade-o↵
between being able to identify di↵erences between weekdays
and those over time (e.g. perhaps weekends see a higher
performance due to an increase in online presence) while
not incurring too high costs.

The performance for the ads is presented in Figure 15 and
16 respectively. The dots represent the mean click rate for
each day, whereas the bars on each coordinate represent the
90% confidence interval for the click rate. We can calculate
this interval since we have made the assumption that the
data is normally distributed, as was described in the data
set description. The values on the x-axis is the day of the
week of the measurement. The data was collected between
October 3rd and October 17th 2012. It is worth mentioning
that October 12, the second Friday in the data set, was a
holiday in the targeted region.
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Figure 15: CTR over time for ad targeting women
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Figure 16: CTR over time for ad targeting men

By following the performance over the three Wednesdays
in the data set, both ads do show a declining trend. It is not
enough however to draw any strong conclusions on, since the
confidence intervals are overlapping for all three data points
in both sets. Comparing only two data points shows no
strong decline, and in the case of for example Sundays there
is a strong increase in both data sets. The biggest di↵er-
ences appear in Figure 16, where it becomes clear that with
90% confidence there was an increase in click rate between
Fridays.

There is some indication that given a longer time period
there might be a decline, though this experiment cannot
prove such a theory.

5.7 User interface
A graphical user interface was developed to make it eas-

ier for an operator to use the system, without dealing with
command-lines and doing research into classification. Per-
haps the most interesting components are the ones used for
targeting (top left) and filtering (bottom), as shown in the
screenshot in Figure 17.

Figure 17: Graphical user interface

The available targets are automatically loaded from the
underlying knowledge base (which is stored in a SQLite
database), which means the operator can easily specify which
data is used for suggesting new ads. For Company A, gender
and age were the only targeting options used, but this could
of course be extended further.

The filtering was added to limit which data is shown to
the operator, since data sets will quickly become very large.
Here they can choose to see either suggested ads, existing
ads or both. The text box is used for free text filtering,
so that it is easy to only show ads that use for example a
specific image.

There are also buttons for showing average click rate for
each image and each text respectively, in order to quickly
get an idea of which properties leads to high performing ads.
Another implemented feature was multiple knowledge bases
which is useful for managing data sets that should not have
any e↵ect on each other, for example ads targeting countries
with di↵erent languages.



6. CONCLUSION
In this thesis we have shown a technique for developing an

automated system that provides decision support to organi-
zations working with social network marketing. We have
also described and performed experiments which validate
our solution. Below is a summary of our results for each
research question, as well as a brief description of the sug-
gested software architecture.

RQ 1.1. Do ad properties have di↵ering impact on perfor-
mance? We clearly demonstrated how individual ad prop-
erties di↵er in their performance impact. In our case, the
image of an ad had an overall higher correlation to the per-
formance than the text.

RQ 1.2. How well do classifiers perform in estimating
click rates? The experiments indicated that the most accu-
rate estimator for ad click rates was the logistic regression,
however a performance analysis revealed that it might be
too slow for large data sets. For such a case, a faster al-
gorithm such as the IBk is recommended, which does not
su↵er from the same exponential increase in time while still
retaining a useful level of accuracy.

RQ 1.3. Which ad selection strategy provides the high-
est average click rate? The average performance did not
increase by running more than one of the estimated ads.
Rather, the most e↵ective strategy for an operator to se-
lect ads to run from a list of suggestions is to choose the
ad with the highest estimated performance. This is also an
indication of the aptness of the classifier approach.

RQ 1.4. How does time a↵ect the performance of ads?
The experiment consisted of two weeks worth of data, but
no decline in performance could be identified with any sta-
tistical certainty. We did not however rule out that such
a decline may exist when analyzing a data set covering a
longer time span.

The software solution consists of three basic components.
The Data Manager is responsible for interacting with the
knowledge base of all previously collected information. This
data is then used by the Estimator, which models the data
in order to provide estimates of new ads. The ads to be
estimated are generated by the Ad Factory, and typically
does so by generating combinations of ad properties which
do not exist in the knowledge base. To interact with the
system, these components need to be combined in a user
interface, which most likely will be graphical though that is
not a requirement.

The next subsection will discuss possible concerns regard-
ing the validity of the research shown in this paper, followed
by possible future work to extend and improve upon this
work.

6.1 Validity
Though great care has been taken to be thorough in the

research for this thesis, this section will discuss some factors
that may be of interest for the reader to both understand
potential limitations of the research in terms of constraints
and risk factors, as well as potential future additions to the
results presented in the paper.

6.1.1 Constraints
Running ads through a publisher obviously incurs a cost

in terms of both money and time, and as such it became
a constraint for this study, which of course is not in any
way an unusual limitation. It was sometimes possible to use

existing ad data, while at other times it was necessary to
specify requirements which were passed along to the mar-
keting department and put online. The time ads could be
kept online was a trade-o↵ between the needs of this study
and the budget of Company A. The existing data sets were
very useful, but in an optimal study there would be a larger
set of data with long running ads, including low-performing
ads that for business reasons are typically removed quickly.

6.1.2 Risk factors
Because the output of the system is dependent on his-

torical data, an assumption has been made that older data
is still representative of the current state of the marketing.
This is definitely not true for campaigns that are adapted
for Christmas, Valentine’s Day or other special occasions.
The assumption is that the amount of such time-dependent
data is so small that it will not impact the final results.
If however there is reason to believe that this set of data
would influence the output, the recommended approach is
to remove it from the knowledge base.

6.2 Future work
Due to circumstances described in the introduction, the

targeting of ads was removed as a goal of this thesis. For
advertisers with many campaigns with di↵ering targeting it
would most likely be interesting to extend the system with
capabilities to handle target groups. For targeting which
is considered binary (either a person has the attribute, or
they do not), such as for example gender or nationality, the
described system can be used by simply separating the data
sets from each other. This is a simple solution which has the
downside of not modeling potential similarities in behavior
between groups, which could increase the e�ciency of the
model.

A more advanced variant of the above problem is that of
attributes which can be described using scalar values. An
example of this could be age, where it would be reasonable
to expect that people whose age is only a year or two apart
would be attracted to the same properties in an ad. Simply
dividing the data sets by age would probably lead to an
even greater loss of information than the cases described
previously.

Though this thesis has limited the scope of the system for
use with social networks, it would be useful to develop the
technique further to deal with multiple classes of advertise-
ment, such as for example search and contextual advertise-
ment, since many organization combine classes to expand
their audience.

Finally, in the discussion regarding the impact of di↵erent
properties, the idea that the gender of a marketing expert
could strongly influence how well ads perform was presented.
This could very well be the hypothesis of future work in the
field of marketing.
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