Fast Electron Thermometry for Ultrasensitive Calorimetric Detection
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We demonstrate radio-frequency thermometry on a micrometer-sized metallic island below 100 mK. Our device is based on a normal-metal–insulator–superconductor tunnel junction coupled to a resonator with transmission readout. In the first generation of the device, we achieve 90 μK/√Hz noise-equivalent temperature with 10 MHz bandwidth. We measure the thermal relaxation time of the electron gas in the island, which we find to be of the order of 100 μs. Such a calorimetric detector, upon optimization, can be seamlessly integrated into superconducting circuits, with immediate applications in quantum-thermodynamics experiments down to single quanta of energy.
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I. INTRODUCTION

Thermometry is a key in studies of thermodynamics. When investigating large systems, it is often sufficient to monitor time-averaged temperatures, as the relative fluctuations are small. Then the bandwidth of the thermometer may not be an important figure of merit. In small systems, on the contrary, temporal statistical variations become increasingly important and it would be of great benefit to determine the effective temperature over time scales shorter than the relevant thermal relaxation time of the measured system. Despite the apparent lack of fast thermometers in mesoscopic structures, interesting experiments in thermal physics have been performed and are under way, including measurements of the quantum of heat conductance [1–3], of Landauer’s principle of minimum energy cost of erasure of a logic bit [4], and of information-to-energy conversion in Maxwell’s demons [5,6]. Fast thermometry and calorimetry would tremendously expand the variety of phenomena to be explored, providing direct access to the temporal evolution of effective temperatures under nonequilibrium conditions, the energy-relaxation rates, and the fundamental fluctuations of the effective temperature in small systems. The observation of single quanta of microwave photons would eventually provide a way to investigate heat transport and its statistics in depth [7–9], for example, in superconducting quantum circuits.

Here we demonstrate a significant step towards single-microwave-photon calorimetry beyond the seminal experiments in Refs. [10–13], down to electronic temperatures below 100 mK. Our rf-transmission readout of a normal-metal–insulator–superconductor (N-I-S) tunnel junction provides 90-μK/√Hz thermometry with a bandwidth of 10 MHz. Based on real-time characterization of the thermal response of the island, we conclude that the measured 100-μs relaxation time would allow us to detect a 10 mK temperature spike in a single-shot measurement. Our single-shot resolution has to be enhanced by 1 order of magnitude in order to finally detect a single 1-K (20 GHz) photon impinging on an optimized absorber.

II. CHARACTERIZATION

Our technique relies on the temperature-dependent conductance of the N-I-S junction [14–16]. In the standard dc configuration, the high impedance of the junction, together with stray capacitance from the measurement cables, limits its bandwidth to the kilohertz range. In order to enable a fast readout, we embed the N-I-S junction in an LC resonant circuit [11]. Similar techniques are routinely used for the fast readout of high-impedance nanodevices, including single-electron transistors [17] and quantum point contacts [18,19].

Our sample consists of a 25-nm-thick, 100-nm-wide, and 20-μm-long Cu island connected to Al leads via two clean normal-metal–superconductor (N-S) contacts and a N-I-S junction with normal-state resistance $R_{f} = 22$ kΩ. A schematic of our measurement setup is shown in Fig. 1(a) and a close-up, false-color micrograph of the device is shown in Fig. 1(b). The device is fabricated on top of an oxidized silicon substrate by standard electron-beam lithography, three-angle metal evaporation with in situ Al oxidation, and liftoff. The N-I-S probe is embedded in an LC resonator formed by a $L = 80$ nH surface-mount inductor, which together with the stray capacitance $C = 0.5$ pF and coupling capacitors $C_{1} = 0.1$ pF, $C_{2} = 0.2$ pF gives a resonant frequency $f_{0} = 625$ MHz. A bias tee allows a dc voltage bias $V_{b}$ to be applied to the N-I-S junction without
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interfering with the resonator readout. Of the two N-S contacts, one is grounded at the sample stage, while the other is used to feed a heating current to the island. The total resistance between the normal electrode of the N-I-S junction and the ground, including the resistance of the N-S contact, was measured to be 360 Ω.

We probe the resonator, coupled to input and output ports via the capacitors $C_{11}$ and $C_{22}$, by measuring the transmittance $|s_{21}|^2 = P_{\text{det}} / P_{\text{gen}}$; see Fig. 1(a). For the time-resolved measurements described in the following, the signal is demodulated at the carrier frequency and recorded with a fast digitizer. The rf input line is attenuated by 80 dB below 2 K before reaching the sample stage. Two circulators in series ensure at least 45-dB isolation between the resonator output and a low-noise high-electron-mobility-transistor (HEMT) amplifier mounted on the 2-K plate. The bias and heating lines are filtered by a 2-m-long lossy coaxial line (ThermaCoax). Sample and resonator are enclosed in a rf-tight, indium-sealed [21] copper box mounted at the base plate of a dilution refrigerator cooled down to 20 mK. The base-plate temperature $T_{\text{bath}}$ is measured by a calibrated ruthenium oxide thermometer.

At low input power, the resonator probes the differential conductance $G = \partial I / \partial V_b$ of the junction at the bias point $V_b$. Figure 1(c) shows how the resonance peak responds to changes in $V_b$. The transmittance of the resonator at resonance is given by

$$|s_{21}| = \frac{2\kappa}{G + G_0},$$

with $\kappa = C_{11}C_{22} / (C_{11}^2 + C_{22}^2)$ and $G_0 = 4\pi^2(C_{11}^2 + C_{22}^2)Z_0f_0^2$ (here $Z_0 = 50$ Ω is the transmission-line impedance and $f_0$ is the resonance frequency). By measuring $|s_{21}|^2$ at $V_b = 0$ and $V_b \gg \Delta / e$, where $G \ll G_0$ and $G \approx R^{-1}$, respectively, we estimate $G_0 \approx 22$ μS. For each curve in Fig. 1(c), we note the corresponding differential resistance $G^{-1}$, emphasizing the high sensitivity of the readout at impedances of the order of $1 / G_0 \approx 50$ kΩ. At that impedance, the bandwidth, defined as the FWHM of the resonance curve, is 10 MHz and the loaded $Q$ factor is 62.5. In the following we will probe the resonator at resonance.

With the calibrated resonator parameters $\kappa$ and $G_0$, a measurement of the transmitted power provides the same information as the conventional current-voltage characteristics of a N-I-S junction. In particular, such a measurement makes it possible to infer the electronic temperature $T_e$ in the Cu island. To extract $T_e$ from $|s_{21}|^2$, we first convert $|s_{21}|^2$ into $G$ using Eq. (1) and then compare the result to the expression for the conductance of the N-I-S junction,

$$G = \frac{1}{R_fk_BT_e}\int dE N_S(E)f(E - eV_b)[1 - f(E - eV_b)],$$

where $k_B$ is the Boltzmann constant, $e$ the electron charge, $N_S(E) = |\text{Re}(E/\sqrt{E^2 - \Delta^2})|$ the normalized Bardeen-Cooper-Schrieffer superconducting density of states, $f(E) = [1 + \exp(E/k_BT_e)]^{-1}$ the Fermi function, and $\Delta$ is the superconducting gap. Notice that the temperature of the superconducting electrode does not appear in Eq. (2); this is a well-known property of the N-I-S thermometer [22]. Moreover, at low bias voltages, the backflow of heat from the superconductor is not significant at these temperatures [23].

In Fig. 1(d), we plot $|s_{21}|^2$ as a function of $V_b$ for a set of bath temperatures $T_{\text{bath}}$ in the range of 20 to 325 mK. The
corresponding $T_e$ versus $V_b$, as extracted from the traces in the main panel, is plotted in the Fig. 1(d) inset (triangles). We have excluded points around $V_b = \Delta/e$, where the first-order temperature sensitivity vanishes. At base temperature $T_{\text{bath}} = 20$ mK, we find that $T_e \approx 85$ mK. This saturated $T_e$ corresponds to a spurious injected power $\dot{Q}_0 \approx 400$ aW [20], which we ascribe to imperfect shielding of blackbody radiation as well as low-frequency noise in the dc lines and in the ground potential. The dependence of $T_e$ on $V_b$, most pronounced for the lowest-temperature traces, is due to heat transport across the $N$-$I$-$S$ junction. In particular, cooling is expected to take place when $V_b > \Delta/e$ [24], and heating when $V_b \geq \Delta/e$. Conversely, at high temperatures, $T_e$ closely follows $T_{\text{bath}}$, as the electron-phonon heat conductance provides a strong thermal anchoring to the electrons in the Cu island. The agreement between $T_e$ and $T_{\text{bath}}$ establishes the validity of the rf $N$-$I$-$S$ electron thermometry. Furthermore, our data are quantitatively accounted for by a simple thermal model which takes the most relevant heat flows into account [20].

The calculated $T_e$ (solid lines) agrees well with the measured ones, except in the vicinity of the optimal cooling point, where only a modest cooling is observed if compared to the theoretical prediction. This behavior can be ascribed to local overheating of the superconductor [25], not included in the model.

III. TIME-RESOLVED MEASUREMENTS

We demonstrate the real-time capability of our thermometer by measuring the thermal relaxation of the electron gas in the Cu island in response to a Joule heating pulse. The heating pulse is generated by feeding an amplitude-modulated sinusoid of frequency $f_{H} = 1$ MHz to a large bias resistor, resulting in an ac heating current of peak-to-peak amplitude $I_{pp}^H$. Because $f_{H}$ is much faster than the measured thermal relaxation rates (see the following), the island reacts to a time-averaged heating power $\dot{Q}_H \propto (I_{pp}^H)^2$ when the heating is on. The time-domain response of the thermometer to the heating pulse is shown in Fig. 2(b) at base temperature, for a fixed $V_b$ and different values of $I_{pp}^H$. The left axis indicates the instantaneous power recorded by the digitizer. This power is converted into temperature using a similar procedure as in the Fig. 1(d) inset, and the corresponding scale is noted on the right axis. The temperature reached by the island at the end of the heating pulse is plotted in the Fig. 2(b) inset as a function of $I_{pp}^H$ (triangles), in good agreement with the prediction of the thermal model (solid line). From Fig. 2, we see that the thermal response of the island is not instantaneous; instead, a finite-time relaxation is observed after the rising and falling edge of the pulse.

With constant heat input and when $T_e$ is not far from its steady-state value $T_{e,0}$, the heat equation governing the temperature deviation $\delta T = T_e - T_{e,0}$ can be written as

$$C \frac{d\delta T}{dt} = -G_{th} \delta T,$$

where $C$ is the electronic heat capacity of the island and $G_{th}$ the thermal conductance to its heat bath. Equation (3) tells us that $T_e$ relaxes to $T_{e,0}$ exponentially with the relaxation time $\tau = C/G_{th}$, where $C$ and $G_{th}$ are to be evaluated at $T_{e,0}$. Even after a large change in the heating power [beyond the linear-response regime described by Eq. (3)], the final approach to the new $T_{e,0}$ obeys this exponential law. The value of $C$ is ideally given by the standard expression for a Fermi electron gas, $C = eV/\gamma T_{e,0}$, where $\gamma = 71 \text{ K}^{-2} \text{ m}^{-3}$ [26] and $V$ is the volume of the island (in our case, $V = 0.05 \mu \text{m}^3$). On the other hand, $G_{th}$ is determined by the sum of all relevant parallel heat conductances. In the present case, we expect the electron-phonon heat conductance $G_{th,NIS}$ and the tunneling heat conductance through the biased $N$-$I$-$S$ junction $G_{th,NIS}$ to be the dominant contributions. Heat transport through the clean $N$-$S$ contacts can be neglected [27] and photon heat conductance is also negligible for our sample at these temperatures, due to the mismatch of the relevant impedances [28]. Measurements of the heat conductance out of a metallic island were recently reported in Ref. [29]. The standard expression for $G_{th,e-ph}$ is quoted as $G_{th,e-ph} = 5\Sigma V T_e^4$ [30,31]; however, other power laws in $T_e$ have also been reported for experiments on Cu islands.
The tunneling heat conductance is given by 
\[ G_{th,NIS} = -\frac{1}{2} \frac{R_{th,bath}}{T} \int_{-\infty}^{\infty} dE N(E) (E - eV)^2 f(E - eV) \times [1 - f(E - eV)] \]  
For our relatively large island and according to these expressions, we expect \( G_{th,e-ph} \gg G_{th,NIS} \) when the junction is biased far from the gap and \( G_{th,e-ph} \approx G_{th,NIS} \) when \( V_b \) approaches \( \Delta/e \). However, as indicated by the data in the Fig. 1(d) inset, the cooling performance of the \( N-I-S \) junction is degraded when \( V_b \approx \Delta/e \), possibly implying a weaker \( G_{th,NIS} \) than predicted by the model. Finally, it should be mentioned that the electron-phonon relaxation times reported in Refs. [12,32] were longer than those expected based on the expressions above. In addition to a nonideal \( G_{th,e-ph} \), this may suggest a heat capacity 1 order of magnitude larger than described by the Fermi gas model, possibly due to magnetic impurities in the metal film [34,35]. Furthermore, overheating of the local phonon bath, considered in a recent experiment [36], may also lead to longer relaxation times, due to the additional series thermal resistance between the local phonon bath and the thermalized substrate phonons.

We estimate the thermal relaxation times \( \tau_{\text{rise}} \) and \( \tau_{\text{fall}} \) by fitting an exponential function to the tails of the relaxation traces observed in Fig. 2 after the rising (\( \tau_{\text{rise}} \)) and falling edge (\( \tau_{\text{fall}} \)) of the heating pulse [37]. More details on the fitting procedure are given in the Supplemental Material [20]. As we increase the pulse amplitude \( I_p^m \), we observe a decrease in \( \tau_{\text{rise}} \), which is consistent with thermal relaxation to a higher temperature. On the other hand, \( \tau_{\text{fall}} \) does not depend on \( I_p^m \), as expected due to the fact that the relaxation temperature stays the same. We have repeated the measurements of Fig. 2 while varying the bias voltage \( V_b \) and the bath temperature \( T_{\text{bath}} \). The corresponding relaxation times \( \tau \) are shown in Fig. 3. In panel 3(a), we show the dependence on \( V_b \) for two different values of \( T_{\text{bath}} \). The measured \( \tau \) at base temperature is of the order of 100 \( \mu \)s and it increases by some 20% as \( V_b \) approaches \( \Delta/e \). This increase may well be due to a decrease in \( G_{th,e-ph} \) upon cooling of the island [compare the Fig. 1(d) inset]. In panel 3(b), we show the temperature dependence of \( \tau \), obtained in two independent ways. We first measured \( \tau_{\text{fall}} \) while varying \( T_{\text{bath}} \) (circles) and then \( \tau_{\text{rise}} \) while varying \( I_p^m \) (triangles). \( \tau_{\text{fall}} \) is plotted against \( T_{\text{bath}} \) and \( \tau_{\text{rise}} \) is plotted against \( T_{\text{e,0}} \) at the end of the pulse, estimated as in Fig. 2(b). The agreement between the two series is remarkable. The saturation of \( \tau \) at low \( T_{\text{bath}} \) is also consistent with the saturated \( T_e \) observed in the Fig. 1(d) inset. From the measured \( \tau \), we estimate a heat capacity \( C = 2 \times 10^4 \mu \)J/K, 1 order of magnitude larger than the expected value for a Cu island of the size and temperature in this experiment. At higher temperatures, \( \tau \) is predicted to scale as \( T_{\text{e,0}}^{-3} \) provided \( G_{th} \approx G_{th,e-ph} \) and both \( C \) and \( G_{th,e-ph} \) follow the theory predictions. The data presented here are not conclusive in this respect, due to the saturation of \( T_{\text{e,0}} \) at low \( T_{\text{bath}} \) and to the narrow temperature range considered.

This range is not limited by the bandwidth of our thermometer, but rather by a transient that we observe after terminating the heating pulse, possibly due to the heavy low-pass filtering applied to the heating line. For this reason, we refrain from presenting data points with \( \tau \lesssim 20 \mu \)s and leave the study of relaxation times down to 1 \( \mu \)s and below to future investigation.

IV. NOISE AND RESPONSIVITY

We have performed an extensive characterization of the responsivity and noise of the thermometer readout. Our first set of experiments, presented above, were performed at low input powers corresponding to a voltage modulation amplitude across the \( N-I-S \) junction of the order of 1 \( \mu \)V. In this case, the readout probes the local differential conductance of the junction. Accordingly, the theoretical responsivity \( R = \partial P_{\text{det}}/\partial T \) of the thermometer is 
\[ R \propto P_{\text{gen}}(\partial s_{21}/\partial G)(\partial G/\partial T). \]
We evaluate the noise-equivalent temperature (NET) as 
\[ \delta T \approx (\delta P_{\text{det}}/\delta T)^{-1}\sqrt{s_{21}}/P_{\text{det}}, \]
where \( s_{21} \) is the measured noise spectral density of the detected power \( P_{\text{det}} \). At an electron temperature of 80 mK and at the optimal bias point of 0.17 mV, we obtain our best NET of 90 \( \mu \)K/\( \sqrt{Hz} \). We always find an essentially white-noise spectrum, with a corner frequency for 1/f noise of the order of a few hertz.

The thermometer readout was amplifier limited. We characterize the noise of the rf readout chain by the system noise temperature \( T_{\text{sys}} \) referred to the output port of the sample box. In this case (see the Supplemental Material for details [20]), one has \( s_{21} \approx 4g_kT_{\text{sys}}P_{\text{det}} \), where \( g_kT_{\text{sys}}P_{\text{det}} \) is the total gain of the amplification chain. Using power-dependent features of the \( N-I-S \)-junction-loaded resonator as markers, we estimate \( g_kT_{\text{sys}}P_{\text{det}} \approx 55 \pm 1 \) dB and \( T_{\text{sys}} \approx 62 \pm 15 \) K. The discrepancy between \( T_{\text{sys}} \) and the nominal noise temperature of the HEMT amplifier,
13.3 K at 640 MHz, suggests an insertion loss of the order of 7 dB between the resonator and the amplifier. Assuming the heat conductance $G_{th}$ to be dominated by electron-phonon interaction [as indicated by the steady-state measurements of Fig. 1(d)], the noise-equivalent power (NEP) is given by $\text{NEP} = \text{NET} \times G_{th} = 2.5e^{-18} \text{W}/\sqrt{\text{Hz}}$. This figure is 1 order of magnitude above the thermal fluctuation noise limit $\text{NEP}_{th} = \sqrt{4k_B T G_{th}} = 1 \times 10^{-19} \text{W}/\sqrt{\text{Hz}}$.

One may ask whether the NET figure given above can be significantly improved by operating the rf–N-I-S thermometer at higher input powers, i.e., beyond the linear regime. In Fig. 4, we compare the responsivity and NET of our thermometer at different bias voltages and as a function of the power fed to the input line. The data (symbols) were taken in a separate cooldown using an equivalent setup and a sample with $R_T = 28$ kΩ. The optimal power increases as the bias point is shifted towards zero bias. Importantly, a sensitivity close to the global optimum (144 $\mu\text{K}/\sqrt{\text{Hz}}$ for this sample at $T_{\text{bath}} = 150$ mK) is reached over a broad range of bias voltages by a suitable choice of probing power. This feature can be understood by considering the combined contribution of the dc bias and the rf drive to the instantaneous voltage across the junction, and the fact that the responsivity of the N-I-S thermometer is concentrated in a narrow voltage range slightly below the superconducting gap edge. Indeed, full numerical simulations (solid lines) confirm this behavior.

V. OUTLOOK

In summary, we have demonstrated an electronic thermometer with promise for ultralow-energy calorimetry, operating below 100 mK, with 90 $\mu\text{K}/\sqrt{\text{Hz}}$ noise-equivalent temperature and 10 MHz bandwidth. We have measured thermal relaxation times up to 100 $\mu$s, in line with 1.6–20 $\mu$s measured by other methods at higher temperatures [12,32]. These figures already enable single-shot detection of an energy-absorption event producing a 10 mK temperature spike. Such a spike could be generated, for instance, by a single terahertz photon impinging of an absorber of reduced volume, as well as by a multiphoton wave packet in the C and X band used for superconducting-quantum-bit readout [38–40]. In absolute terms, the NEP performance of our device still lags behind that of state-of-the-art transition-edge sensors [41,42] and semiconductor bolometers [43,44], which routinely achieve NEPs of the order of $10^{-20} \text{W}/\sqrt{\text{Hz}}$. However, most of these devices are intended for detection of terahertz radiation, while our primary focus is on microwave photons. In the microwave domain, our approach presents some advantages; in particular, our sensor can be straightforwardly integrated in superconducting coplanar waveguides, acting as a lumped-element resistor whose impedance can be made to be of the order of 50 $\Omega$.

Our current device and setup leave room for improvement. Calculations indicate that the sensitivity of a fully optimized N-I-S thermometer can reach $\text{NET}_{\text{opt}} = \sqrt{2.72e^2T_{\text{sys}}^2R_T/k_B}$. Using the parameters for our primary sample ($R_T = 22$ kΩ) and present setup ($T_{\text{sys}} = 62$ K), this formula yields $\text{NET}_{\text{opt}} = 83 \mu\text{K}/\sqrt{\text{Hz}}$, to be compared with our experimental value of 90 $\mu\text{K}/\sqrt{\text{Hz}}$. We conclude that the impedance matching between the N-I-S junction and the transmission line realized by the resonator was close to optimal. Instead, the system noise temperature could be lowered by more than an order of magnitude by reducing losses between the sample box and the amplifier and by employing an amplifier with a lower noise temperature as the first stage; a Josephson parametric amplifier [45] is one such choice. The energy resolution of our detector can be estimated as $\delta E = C\delta T = \text{NET} \times C \tau^{-1/2}$. For the present case, this gives $\delta E = 2.3 \times 10^{-20} \text{ J}$, corresponding to a photon of frequency $\delta E/h = 34$ THz. The measured sample was not optimized for obtaining a small energy resolution; instead, we aimed at a strong coupling between the island and the phonon bath. In order to boost energy resolution, the size of the island can be made significantly smaller, which is the next step toward improving this device. When the noise is limited by thermal fluctuations, we can write $\delta E = \sqrt{4k_B VT^2/(5\Sigma \gamma)}$. For a sample with 50 times smaller island limited by thermal fluctuations, the energy resolution at 80 mK, assuming 100-$\mu$s relaxation time, is $\delta E/h = 30$ GHz. Since $\tau$ increases strongly with decreasing temperature, lowering the island temperature is another key point. Optimized as indicated, our detector will facilitate a series of experiments.
of fundamental relevance in classical and quantum thermodynamics, as well as calorimetric measurements of dissipation down to single microwave photons in superconducting quantum circuits.
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[37] A small (<2%) baseline correction is applied to correct for a slow, much weaker relaxation process of unknown origin. See the Supplemental Material [20] for details.


