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Abstract

Power electronic devices such as Flexible AC Transmissi@te®ns (FACTS), both in shunt
and series configuration, are widely used in the power sy&vemower flow control, to in-
crease the loading capability of an existing line and toease the security of the system by
enhancing its transient stability. Among the shunt-cotewdACTS controllers family, the
Static Synchronous Compensator (STATCOM) and the Stati€©dapensator (SVC) are two
key devices for reinforcing the stability of the AC power®m. Among other functions, these
devices provide transient stability enhancement (TSE)Rowler Oscillation Damping (POD)
functions by controlling the voltage at the Point of Commau@ling (PCC) by using reactive
power injection.

This thesis investigates the application of shunt-coretepbwer electronic devices with op-
tional active power injection capability to improve the dynic performance of the power sys-
tem. In particular, the focus of the work will be on develapan effective POD and TSE control
algorithm using local measurements. The selection of Isicaials to maximize the effective-
ness of active and reactive power for the intended stal@htyancement purpose is described.
To implement the control methods, an estimation technigset on a modified Recursive Least
Square (RLS) algorithm that extracts the required signadpgmments from measured signals is
developed. The estimation method provides a fast, seéeatid adaptive estimation of the low-
frequency electromechanical oscillatory componentsngupower system disturbances. This
allows to develop an independent multimode POD controlteich enables the use of multiple
compensators without any risk of negative interaction eetwthemselves. With the proposed
selection of local signals together with the estimationhuodi it is shown that the use of active
power injection can be minimized at points in the power gystéhere its impact on stability
enhancement is negligible. This leads to an economical tiseecavailable energy storage.
Finally, the performance of the POD and TSE controllers lglaged both via simulation and
through experimental verification using various power eystonfigurations. The robustness
of the POD controller algorithm against system parametanghs is verified through the tests.
With the proposed control methods, effective stabilityamdement is achieved through the use
of single or multiple compensators connected at variougtions in the power system.

Index Terms: Adaptive estimation, energy storage, FACTS, Power OsiciieDamping

(POD), Recursive Least Square (RLS), Static Synchronouspéasator (STATCOM), Static
Var Compensator (SVC), Transient Stability EnhancemeS&)T
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Chapter 1

Introduction

1.1 Background and motivation

The continuous growth of the electrical system (espegiafliarge loads like industrial plants)
results in that today’s transmission systems are used tddbeir stability limits. Due to polit-
ical, economic and environmental reasons, it is not alwagsiple to build new transmission
lines to relieve the overloaded lines and provide suffictearisient stability margin [1]]2]. In
this regard, the use of Power Electronic Devices in the trégsion system can help to use the
existing facilities more efficiently and improve the st#tlgibf the power system against low-
frequency electromechanical disturbances [3][4]. Toease the stability of the power system
against these disturbances, FACTS controllers both ies&i 6] and shunt [7][8] configura-
tion have been used. In the specific case of shunt-conneat@d$-controllers, such as a Static
Synchronous Compensator (STATCOM) and Static Var CompenéaVC), Transient Stabi-
lity Enhancement (TSE) and Power Oscillation Damping (P©&) be achieved by controlling
the voltage at the Point of Common Coupling (PCC) using reagiower injection. However,
one drawback of the shunt configuration for this kind of aggtions is that the voltage at
the PCC should be varied up to a limited extent around the malimwbltage and this reduces
the amount of stability enhancement that can be providedhéydmpensator. Moreover, the
amount of injected reactive power to impact the PCC voltageedds on the short-circuit impe-
dance seen by the compensator at the PCC. On the other hgaatipim of active power affects
the PCC voltage angle without varying the voltage magnisigeificantly; therefore, this could
be a better alternative for enhancing system stability mesoases. One example of this is when
a compensator is connected close to generators and a la[@ar€he characteristics of loads
usually depend on the voltage magnitude and their impacttévact with compensators and is
less significant when active power injection is used foritglenhancement [10].

Among the shunt-connected power electronic devices, a SOWM has been applied both at
distribution level to mitigate power quality phenomena atdransmission level for voltage
control and increasing the transient stability of the posystem [11][12]. Although typically
used for reactive power injection only, by equipping the 3T®M with an energy storage con-
nected to the DC-link of the converter (here named E-STAT@Qiinore flexible control of the
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Chapter 1. Introduction

transmission system can be achieved [13][14][15]. An itdian of a STATCOM with energy
storage is already found in the UK for power flow managemedt\aritage control[[16][17].
In addition, the introduction of wind energy and other disited generations will pave the way
for more energy storage into the power system and auxiliatyilgy enhancement function is
possible from those power electronic equipped energy ssUi8][19]. Because injection of
active power is used temporarily during transient, incoaiog the stability enhancement func-
tions in systems where active power injection is primarggd for other purposes [20] could
be an attractive solution. Another application where treglatility of active power can be used
is to mimic the mechanical behavior of a synchronous madhitige control algorithms of the
power electronic device. This helps to add inertia effedh®power system and hence it can
increase the stability of the power system![21][22].

Possible applications of shunt-connected power eleatrd@vices with active power injection
capability in the power system has been studied and presémtiéterature, for instance in
[23][24][25]. One such device is the E-STATCOM and its cohfor power system stability
enhancement has been proposed. In those works, the imghetlotation of the E-STATCOM
on its dynamic performance is typically not treated. Wheingisictive power for stability en-
hancement, the location of the compensator has an impadteosize of the energy storage
required and hence the cost of the FACTS device. Moreoveptbposed POD control struc-
ture for the device is similar to the one utilized for PSS [2@here a series of wash-out and
lead-lag filter links are used to generate the control infgrtads. However, this kind of control
action is effective only at the operating point where theiglesf the filter links is optimized
and its speed of response is limited by the frequency of thetreimechanical oscillations. The
problem becomes more significant when more than one osciflatode is excited in the power
system and a proper separation of the frequency comporserguired.

The use of single FACTS controllers for damping of multipde/ifrequency oscillations has
been described in the literature [11][27], where the depigrtedure involves the use of care-
fully tuned wash-out and lead-lag filter links to provide gang at a particular oscillation fre-
guency. The use of multiple compensators has been desanilf28][29], where each FACTS
device is coordinately designed to maximize the damping péréicular oscillation mode of
interest. As described previously, these tuned-filterdipkovide accurate phase compensation
for damping at the correct oscillation frequency and therfgrmance highly depends on the
knowledge of the system parameters. Moreover, the desigtezd at a particular frequency of
interest could worsen the damping of the system at othacaribscillation modes that might
be excited in the system. Hence, a complicated coordinagsiid of the POD controllers is
usually necessary when multiple compensators are to beemgited in the power system
[30][31].

When an electromechanical disturbance occurs in the poysters, the transient stability of
the system should be prioritized. To aid in this, a TSE cdletrdor the E-STATCOM will be
developed in this thesis. When the active power injectiqrabdity is available, the transient
stability enhancement that can be added to the power sysikadso be investigated through
two different control approaches. Once the transient tyaloif the power system is guaran-
teed, a POD controller is used to damp poorly-damped poweaigons. For this purpose, a
modified Recursive Least Square (RLS) based algorithm tioaiges a selective and adaptive
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estimation of the oscillatory modes from local measuresanli be developed for designing
an independent multimode POD controller. By using the esténof each oscillation mode in
the control structure, the injected active and reactivegrdvom the compensators will consist
of only the frequency of the oscillation mode to be dampeds Tinimizes the needed active
and reactive power to damp a particular oscillation modeth&sperformance of the damping
controller on the various modes is decoupled with this megthaultiple compensators that are
designed to damp a particular oscillation mode results ietaadditive damping, and hence
avoiding any risk of negative interaction between themesIThis also helps to avoid the need
for a coordinated design and hence simplify the design stdgg various compensators are
used together in the power system. Finally, the differemtrad strategies will be validated
through simulation and experiments.

1.2 Purpose of the thesis and main contributions

The purpose of the thesis is to investigate the applicati@ihont-connected power electronic
devices with active power injection capability to the tnaamssion system. The ultimate goal is
to design an effective controller to achieve power systeaiksty enhancement function such as
POD and TSE using single and multiple compensators. To thiedbéhe author’'s knowledge,
the main contributions of the thesis are summarized below.

¢ A modified Recursive Least Square (RLS) based estimatiarigign for low-frequency
oscillation estimation in power systems has been developedriable forgetting factor
and a frequency adaptation mechanism has been added tontrentonal RLS algorithm
in order to achieve a fast transient estimation togethdr avgielective and adaptive steady-
state estimation. (Papers | and VII)

e An adaptive POD controller for an E-STATCOM has been desigker this, the mod-
ified RLS algorithm has been used to obtain a fast, selectideaalaptive estimation
of the low-frequency electromechanical oscillations frlmmally measured signals dur-
ing power system disturbances. The POD controller is rohgainst system parameter
changes and stability enhancement is provided at osoiidtequencies of interest irre-
spective of the connection point of the E-STATCOM with optim use of the available
active power. (Papers Il and VIII)

e The modified RLS algorithm has been adapted for a generiakegtimation such as
sequence and harmonic estimation in both single and thHrasepsystems. This helps to
achieve a fast, selective and adaptive estimation of thewsfrequency components.
(Papers Il and 1X)

e Using the sequence and harmonic estimation by the modifi€dl &fjorithm, a modifi-
cation to the current controller for a VSC connected to aodistl grid is proposed and
its effectiveness has been demonstrated. The modificagips o avoid the exchange of
harmonic or unbalanced currents between the VSC and the(Bager V)
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e The impact of different static loads on the performance ofoDRcontroller by shunt-
connected FACTS devices has been investigated. From thkksre$the analysis, a reco-
mmendation has been suggested on the use of active andregaaiver for POD when
the compensator is connected close to a load area. (Paper V)

¢ An independent multimode oscillation damping controller $ingle or multiple shunt-
connected FACTS devices has been proposed and its beneftbdan proven. With an
adaptive and selective estimation of the critical os¢dlaimodes of interest, the control
method enables to damp a particular oscillation mode ofestewithout affecting the
damping of the system at other oscillation modes, even iptégence of system param-
eter uncertainties. An accurate estimate of each osoifiatiode also enables the use of
multiple compensators without risk of interactions betwégemselves. (Papers VI and
X)

e Two control approaches for the E-STATCOM when using itsv@gbiower injection capa-
bility have been investigated and compared. Based on thenéalyes and disadvantages
of the two methods, a recommendation is made on the use gkgmiver for transient
stability enhancement. (Paper Xl)

1.3 Structure of the thesis

The thesis is organized into eight chapters with the firsptégradescribing the background in-
formation, motivation and contribution of the thesis. Cleag2 and 3 give a theoretical base
on problems of power system dynamics and the strategiestosegbrove power system stabi-
lity. Chaptei 2 briefly discusses stability of the power sysusing a simplified single-machine
infinite-bus system and Chapiér 3 describes the applicafiBACTS controllers, both in series
and shunt configuration, in power systems. Among the shomtected FACTS controllers, the
E-STATCOM, which will be the focus of the thesis, will also Bescribed briefly. Chaptels 4
to[4 represent the main body of the thesis. Chdgter 4 disswasgeneric signal estimation al-
gorithm based on an RLS algorithm with variable forgettiagtor. Its application for specific
examples is included with validation using simulation amgeziments. Chaptér 5 describes
the overall control structure for the E-STATCOM with morefs on the inner vector current
controller. A method to improve the current controller peniance in case of distorted grids
is developed using the results in Chajpter 4. The chaptedwdes with simulation and exper-
imental verification of the theoretical analysis. Chap@end Y address the main objective of
the work, where the application of the E-STATCOM for staiknhancement such as power
oscillation damping and transient stability enhancemeatiavestigated. The POD and TSE
controllers will be derived using a simplified power systenChaptef b and verification of the
control methods using simulations and experimental tetitbevmade in Chaptérd 7. Finally, the
thesis concludes with a summary of the results achieved lang for future work in Chaptét 8.
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Chapter 2

Power system modeling and dynamics

2.1 Introduction

To study the dynamics of the electric power system, modadinthe different power system
components such as synchronous generators, transmisgenvarious loads and controllable
devices is necessary. While the impact of each componerte@pdwer system dynamics is
described in later chapters, a simplified model will be depet in this chapter to ease under-
standing the nature of power system dynamics. The simplifiedels will be used later in this
thesis to derive the control algorithms.

2.2 Simplified model of power system components

A brief description of simplified models of some of the mainveo system components for
power system stability studies will be given in this secti@his comprises of synchronous
generator, transmission network, loads and FACTS devices.

2.2.1 Synchronous generator

Depending on the type of study to be performed, the level tide the synchronous generator
model varies greatly. Besides the stator and rotor flux dyosim the model of the synchronous
generator, Automatic Voltage Regulators (AVR) and Powest&y Stabilizers (PSS) can also
be included. With the assumption that the rotor flux in a gategrchanges slowly following a
disturbance in the time frame of transient studies [26], stant flux model (so calledassi-
cal mode) of a synchronous generator is adopted in this section.ignniodel, the rotor flux
dynamics are neglected and the synchronous generatorresesgpied by a voltage source of
constant magnitud®, and dynamic rotor angl&, behind a transient impedandg. The vol-
tageV, represents the internal voltage magnitude of the synclumgenerator just before the
disturbance. As described in_[32], including the rotor flyxadmics does not impact the low-
frequency electromechanical oscillation significantlytfee intended study. A damping torque
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Chapter 2. Power system modeling and dynamics

component is provided while the synchronizing torque conegmb is reduced slightly when
compared to the case with constant rotor flux model. Thisiges/a conservative approach for
the design of the controllers in the following chapters.

In addition to the electrical quantities, the implementeoldel of the synchronous generator
includes the mechanical dynamics. In case of unbalancegbatthe mechanical and the elec-
trical torque acting on the rotor of a synchronous genergterelectromechanical dynamics is
described by the equation of motion [26], expressed in pdrfpu) as

2H, %5 = T,y — Ty — Kpmw,

(2.1)

g _ _
a — WoWg — Wo

wherew,, Kpm, 11, andT, represent the angular speed, mechanical damping torq ffecizot,
mechanical torque input and electrical torque output ofgleerator, respectively. The iner-
tia time constant of the generator system expressed in de¢smlenoted a&/,. The anglej,
represents the angular position of the generator rotor iggpect to a reference frame rotating
at constant frequency afy. Note that the expression for the electrical torque of theegator
T, depends on the model used for the synchronous generatqrathmeters of the transmis-
sion network and other power system components and thislyeféects the power system
dynamics, as it will be described in the following.

2.2.2 Transmission network

A transmission system comprises of components such asirssien lines, transformers, series
and shunt capacitors and shunt reactors. For the purpossnefdnt stability studies, the model
of these components is represented by their steady-staiteabent impedances. As an example,
a simplified transmission system where a synchronous gemesaconnected to an infinite bus
(characterized by a constant voltdgeand frequency) is shown in Figl.2ZI1. The transmission
system s represented by two transformers with leakage¢aneees X1, X»] and a transmission
line with resistance?;, and reactanc&(;, at nominal frequency.

E, X, R,X, X, V,

1

—
Generator 1 Infinite bus

Fig. 2.1 Single line diagram of a synchronous generator ected to an infinite bus.

Considering the system in Fig. 2.1, the steady-state osldtetween the terminal voltages of
the transmission system is described as

E, =V + (R + X)L (2.2)

where



2.3. Simplified model for large system

Xe = Xop + Xp + X2

Using the steady-state relations for the transmissioresyst question, the active power output
from the generatorK,) in Fig.[2.1 can be derived as

P, = Real [E.L7] (2.3)

2.2.3 Power system loads

Loads constitute a major part of the power system and thanaciteristics greatly influence the
stable operation of the system. For this purpose, the vataad types in the power system are
modeled ag [33][34]

mi ma m3
P, = Py [pl <%> + P2 (%) + D3 (%) }

ni no n3
QL = QLo [Ch (%) + @2 <%> + g3 (%) ]

where P, and )1, represent the total active and reactive power of the loapedively. The
corresponding steady-state values at nominal load voltagare given byP, and Q. AS
the change in the frequency of the system is very small forsteant stability studies [26], the
frequency dependency of the loads is neglected in the loakkmbhe exponents; andn; with

i =[1,3] can be chosen to represent different load types haddontribution of each load type
to the total load is represented by the parameieesdg;. By combining loads with different
exponents, a wide range of loads can be represented wellebmdidel in [(2.4) for transient
stability studies.

(2.4)

2.2.4 Controllable devices

Various power electronic equipped controllable devicehsas FACTS controllers and HVDC
systems exist in today’s transmission systems [1]. In &uldithe integration of energy sources
such as wind and other types of distributed generation imitse power system employ some
power electronics in their structure [18]. Therefore, biizihg their existing hardware and with
a proper control system, these devices can help to imprawdist of the power system. The
model of these devices to study power system stability satepending on the specific device
considered and this will be described in the next chaptdr feitus on FACTS.

2.3 Simplified model for large system

While a complete model of the various components in a largeepaystem can be used dur-
ing time-domain simulations, a simplified model represtoais needed for the purpose of

9



Chapter 2. Power system modeling and dynamics

controller design. For this purpose, ttlassical modeis used for the various generators in the
large power system and the electromechanical dynamicidat'tgenerator is given by

dwg;
2Hgi—F = Thni — Ty — Kpmiw;

(2.5)
b
dt

= WoWg; — Wo

where the subscriptindicates that all parameters in the model are related té'ttgeenerator.
With the transmission system represented by their equivateady-state impedances and the
generators by a voltage source of constant magnitude arahdgmotor angle, the output active
power and hence the output electrical torque ofithegenerator [};) is calculated from the
power flow equations. The expression of the electrical termutput of each generator depends
on the network configuration, the available loads and cdabie objects. Similarly, the various
loads and controllable objects in a large power system stz modeled separately where
each component model is interrelated to one another tholigltansmission network equation.
By linearizing around a steady-state operating point, thallssignal stability of the whole
system can be studied, as it will be shown in later chapters.

2.4 Power system dynamics

The model of a simplified transmission system is developéhdigisection to describe the phe-
nomena of power system stability. For this, the system in which consists of a syn-
chronous generator connected to an infinite bus throughramsformers and a reactive trans-
mission line is considered.

2.4.1 Dynamic model of a simplified power system
Figure[2.2 shows the equivalent circuit of the simplifiecsless system. In this equivalent cir-

cuit, the angle of the infinite bus is taken as reference. Ehenequivalent circuit, the expression
for the transient electrical torque of the generafpm pu is given by

T%P:M

o A e (2.6)

where

X =X)+ X + X1 + Xeo
Using the equation of motion for the synchronous generaon42.1) and the expression of

the generator electrical output torque adinl(2.6), the lssigihal dynamic model of the single-
machine infinite-bus system is developed as

10



2.4. Power system dynamics

P

= NN

X, X, JX, X
V,£5 V.20

Fig. 2.2 Equivalent circuit of a single-machine infinitesbsystem with the classical model of the syn-
chronous generator.

Aw, 1/2H
{Mg } + e | AT, (2.7)

d [ Aw | _ | Bowmpg ~Hsepp
dt Aég wWo 0

whereAw, andAd represent variation of the generator speed and angle atbarsteady-state
valuesw, andd,, respectively. The synchronizing torque coefficiéit is given by

dTy  VyVicos(dg)

Kgo =
ST db, X

(2.8)
The model in[(2.l7) can be used to analyze the nature of efeettbanical dynamics in the
power system as well as in the design of controllers.

2.4.2 Stability of a simplified power system

To analyze the small-signal stability of the simplified gyst the poles of the dynamic model
in (2.7) are calculated as

—qwy, £ wpVe2—1

where the damping rati@) and the natural frequency of the system)(are given by

Kpm _ woKse (2.9)

- ——=—Dm Wn =
s \/BuwoHsKse = % 2Hg

If ¢ > 1, both poles become real and negative which implies thatyktes in [2.7) is sta-
ble around the steady-state operating point and charaeteby a non-oscillatory decaying
response fo\w, andAd,. The larger the damping ratio, the faster the decay.<f¢ < 1, the
poles become complex conjugates that represent a decagtilatory mode. This is usually
the case in a power system and the electromechanical diecilfeequency in this case is given
by the imaginary part of the poles. Finalfy< 0 results in the poles to have positive real parts
which corresponds to an unstable system.

The small-signal analysis is used to study the stabilitjhefdystem around an operating point
for small disturbances. In addition, the transient stabdf the system following a large distur-
bance should be investigated. This is instead achieved tlsnwell-known equal-area criterion

11



Chapter 2. Power system modeling and dynamics

for the simplified system in Fi§. 2.1 [35]. For this systemrmsider an initial steady-state power
transfer of P,y = P, from the generator to the infinite bus. Figlrel2.3 shows ameie of
its power angle curve before, during and after a disturbaf\dewer power output during the
fault results in that the generator accelerates and ineseiés rotor angle. When the fault is
removed, the machine will start to decelerate as the powtpuois higher than the mechanical
power input. But the generator anglekeeps increasing until the kinetic energy gained during
acceleration is totally balanced by the kinetic energy dastng deceleration, in this case®t
where areaABCD = areaDEFG. This implies that stability of the system in the first swing
(the intervaly, to d3, where the generator angle is increasing) depends on witathavailable
deceleration areBEFH of the post-fault system is greater than the acceleratiea @aBCD
during the fault. If the available deceleration area is kigthe system will be first swing stable
and the generator angle starts to decreasg at

Pg
A
— F
E~ T e~
A // \\H
I:)m Pal ~
Ve D G AN
Ve
N\
/B ¢ N
N
- §
80 81 83 84 &

Fig. 2.3 Power angle curve for single-machine infinite-bystem before (black), during (gray solid)
and after (dashed) fault.

As an example, the single-machine infinite-bus system irfER)is simulated to study its tran-
sient stability for two fault clearing times,, and machine inertias. When the fault clearing time
is increased beyond the critical valte,;, the available deceleration area will be smaller than
the acceleration area during fault leading to loss of symism of the generator. This is shown
with a continuous increase of the rotor angle in Fig] 2.4\(gtashed curve). In the case of a
fault clearing time lower than the critical value (black ded curve), the system remains in syn-
chronism. A test is repeated for the same system assumirghartinertia of the synchronous
generator and a similar fault clearing time. The highertinef the generator results in smaller
swings in the angle (black solid curve) and therefore a higtability margin than the first case
(black dashed curve). If the mechanical damping in thisdaample is included, the rotor angle
swings will converge to the steady-state value of the pagi-Eystem.

2.4.3 Stability enhancement methods

Considering the simplified system in Fig. 2.1, two stabildyues can be raised. The first is the
ability of the generator to remain in synchronism with thinite bus after a disturbance. This
is the transient stability of the system and has been exgdaising the equal-area criterion in
the previous section. The second is the small-signal gfabil the system when the system

12



2.4. Power system dynamics

180

160

140 A

120

g

100

80

60

rotor angle, 8 [deg]

40 A

20

1 1‘45 2‘ 215 3‘ 315 4‘1 415 5‘ 5‘.5 6
time [s]
Fig. 2.4 Rotor angle variation of the generator followingheee-phase fault for a fault clearing time
te =ta1 > teeri (Qray dashed),. = teo < tccri (black dashed), = t.2 and higher inertia with
no mechanical damping (black solid) and with mechanicalgag(gray solid).

remains in synchronism following a disturbance. As an eXapgpstable and damped system
following a disturbance is shown in Fig. 2.4 (see gray solidve). This system is transiently
stable after the disturbance with positive damping of tHesegquent oscillations. Although the
stability of this specific case is achieved from the genersyetem, the purpose of this work is
to design stability enhancement functions from contréda®vices. Among the improvements
added to the power system include increasing the trandeuitisy margin of the power system
and providing power oscillation damping.

Transient Stability Enhancement (TSE)

Consider the steady-state operating point A in Eig. 2.3.s4ulbance in the system could cause
the operating point to move away from the steady-state @midtas a result changes the output
power of the generator. From the dynamics of the generat@.5) and output power of the
generator as irl_(2.6), it can be understood that the tendefitye generator is to swing back
to the steady-state operating point. In other words, thelsymizing torque component that
increases with the angle of the generator is responsiblinégenerator to remain in synchro-
nism with the infinite bus. The higher the synchronizing tergoefficient as ir.(218), the more
transiently stable the system becomes. An example fordlaslower steady-state power trans-
fer, where the system has higher synchronizing torque casiti The synchronizing torque
coefficient becomes lower as the system is heavily loadedremnelasing the transient stability
of the system is necessary. This can be achieved by contydalie FACTS devices in such a
way that the generator torque outpii X varies in a similar way as the synchronizing torque
component

AT, = KrgpAd, (2.10)

where the constamksg > 0 is the synchronizing torque coefficient provided by the oalnt
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Chapter 2. Power system modeling and dynamics

lable device. In addition, as described from the exampleign[E4, the transient stability of
the system also depends on the inertia constant of the neadhis shown that increasing the
inertia constant reduces the maximum angle swing of thergtsreand hence increases its sta-
bility. Therefore, adding more inertia to the system fromtcollable devices can also indirectly
increase the transient stability of the system.

Power Oscillation Damping (POD)

When the system is transiently stable after a disturbahedggindency of the oscillations to die
out depends on the amount of damping in the system. One sucparent comes from the

mechanical damping as described in the previous sectioarenthe torque output varies with

the speed variation of the generator. From FACTS, a dampmngponent can also be added to
the system by controlling the device in such a way that thegear torque outpuftl() varies

in phase with the speed variation as

ATg = KPODAwg (211)

where the constamtpop > 0 is the damping torque coefficient provided from the conddali
device. When both the TSE and POD controllers are implerdantéhe system, it should be
noted that the TSE control algorithm is applied first to eaghe transient stability of the system
and the POD control algorithm follows to damp the subsegoscitlations.

2.5 Conclusions

In this chapter, a simplified model of a single-machine itdifbus system has been presented
to describe the nature of power system dynamics. Using thpligied model and with the aid
of the equal-area criterion, the transient stability of siggtem has been described. Moreover,
the model of power system loads and controllable devicessitijgact the dynamics of the
power system has been briefly described. To ensure theistatfib power system, different
enhancement functions can be applied from power electreqicpped controllable devices
[1][26]. Using the simplified model in Fid. 2.2, the appliat of FACTS controllers for this
purpose will be described in the next chapter.
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Chapter 3

FACTS controllers in the power system

3.1 Introduction

The use of various FACTS controllers, both series- and sbonbhected, for transmission sys-
tem application will be briefly discussed in this chaptereTocus will be on power oscillation
damping and transient stability enhancement using reaptwer compensation. Moreover, the
application of energy storage equipped power electromeeders as well as multiple FACTS
devices for power system stability enhancement will be dlesd.

3.2 Application of FACTS in the transmission system

Transmission lines are inductive at the rated frequenci6(®8z). This results in a voltage drop
over the line that limits the maximum power transfer capgbdf the transmission system. By
using reactive power compensation, the loading of the tngson line can be increased close
to its thermal limit with sufficient stability margin. Thiso be achieved by using fixed reactive
power compensation, such as series capacitors, or cattnariable reactive power compensa-
tion. The advantage with controlled variable compensasdhat it counteracts system or load
changes and disturbances. FACTS controllers can provideadled reactive power compen-
sation to the power system for voltage control, power flowtc@npower oscillation damping
and transient stability enhancement [1]. The applicatidfAC TS controllers for power system
stability enhancement will be described in this section.

3.2.1 Series-connected FACTS controllers

As already described in SectibnP.4, the power transferghiysof long transmission lines de-

pends on the reactive impedance of the line. By using a seaijgacitor, the reactive impedance
of the line can be reduced, thus increasing the transnetfadlver in the transmission system
[36]. Fixed capacitors provide a constant series imped&rge&.) and makes the transmis-
sion line virtually shorter. This leads to an increase oftthesient stability of the power sys-
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Chapter 3. FACTS controllers in the power system

tem. When needed, a controlled variable impedance can b&éeltby using series-connected
FACTS controllers such as the Thyristor-Controlled Sef@agacitor (TCSC) and Static Syn-
chronous Series Compensator (SSSC). This gives the adeanfapower flow control and
power oscillation damping that cannot be achieved whergusntontrolled compensation. Fi-
gurel3.1 shows the schematics of the available series-ctetheeactive power compensators.

sTTe ey

VSC
(c)

Fig. 3.1 Series-connected reactive power compensatojsfited series capacitor, (b) Thyristor-
controlled Series Capacitor (TCSC), (c) Static Synchrer®eries Compensator (SSSC).

Stability enhancement

To describe the increase in system stability by series-ectexd reactive power compensation,
the system in Fid. 212 is considered. If the steady-statwalgmt impedance of the compensator
is denoted by-j X., the power transfer along the line is expressed as

Vg Visin(dg)

P, = XX (3.1)
Figure[3.2 shows an example of the effect of a fixed series eosgiion . = 0.2X) on the
power-angle curve. The transient stability margin for aegivault clearing time (at; in this
case) is increased from ar€a'H for the uncompensated line (see Figl 2.3) to dkeB,H; for
the compensated line. With the compensated system, theuinsg of the generator angle ends
at a lower angle&; in the figure) than the uncompensated syst&)) (vith areaDEFG = area
DEF,G; representing the deceleration area for the two cases.

To see the effect of fixed compensation on power oscillatiampuing, the variation of the
generator active power can be calculated as

oP,
AP~ SE AT, +
g

va‘/l Sin(égo)
(X — X.)?

0P, AX — Vi Vi cos(0g0)

0X. X — X, Adg +

AX, (3.2)

The electromechanical equation describing the singlehimaanfinite-bus system with fixed
series compensatiol\(X. = 0) becomes
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3.2. Application of FACTS in the transmission system

80 8] 82 83 84 85

Fig. 3.2 power-angle curve for post-fault system with (k)eend without (dashed) series reactive power
compensation; Gray: power-angle curve during fault.

Yo,

d [ Aw 0 —fsa
a [ } _ [ /2H, ATy (3.3)

Adg Wo 0

Aw n
Ady

where the synchronizing torque coefficidii.; is given by

Ve Vi cos(dg0)

Kot =
Sel X X,

For simplicity, the damping in the mechanical system is eetgld (p,, = 0). It is clear from
(3.3) that no additional damping to the system is providedidsd series compensation. But,
the synchronizing torque coefficieAi,, is increased for the compensated system compared to
the uncompensated case. Hence, fixed compensation pravidessient stability enhancement
for the first swing of the generator according to the disamsén Sectiori 2.4]13. On the other
hand, the generator output power should be controlled tpimaesponse to the speed variation
of the generator to provide power oscillation damping. Tais be achieved by controlling the
series compensation lev&l. using FACTS controllers such as the TCSClas [37]

AX, ~ D, Aw,g (3.4)

whereD,,, represents a gain to control the variation@fwith respect to speed variation of the
generator. The electromechanical equation describingitigde-machine infinite-bus system
with a controlled compensation as [n (3.4) becomes

1
/20Hg AT,, (3.5)

Aw n

Ady,
where the damping torque coefficieiit,.;, provided by the controlled series compensation and
the synchronizing torque coefficierits. . due to the steady-state compensati&ip,f are given

by

i Aw _ _I(Del/2[_1—g _KS&C/QHg
dt A(Sg Wo 0
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Chapter 3. FACTS controllers in the power system

Ve Vi cos(dg0)

‘(5g0)
Kpy = ——=2D Kgee =
Del Se, X — Xo

(X — X))
It is shown in this case that power oscillation damping iSead by varying the series impeda-
nce X, around steady-state value according fol(3.4). On the ot lthe transient stability of
the system can be increased by maintaining an adequateofdhefixed series compensation,
Xq. It has been shown in_(3.3) that transient stability enharere can be achieved by using
fixed series compensation. In order to maximize the use fsseompensation for transient sta-
bility enhancement, the series impedance can also be dledtaround the steady-state value
as

AX, ~ Do A5, (3.6)

whereD, ;s represents a gain to control the variation\gfwith respect to the angle deviation of
the generator. In this case, the synchronizing torque cosftiKs. 1, which comprises of the
contribution from the steady-state operating point ancctirérolled compensation, becomes

VeVicos(dq0) Vg Visin(dg)

Kec:
AT X =X (X - Xy)

)

It is possible to observe from the discussion that the senesected FACTS controllers pro-
vide an effective way for power flow control and system stgbénhancement by controlling
the transmission line series impedance. One drawbackiagsdvith these devices is the com-
plicated protection system required to deal with large tshiocuit currents. Moreover, due to
the intrinsic nature of series compensation, the markebimidated by fixed compensators
(fixed series capacitors); it is only in specific applicaidhat controllable series-connected
FACTS are implemented.

3.2.2 Shunt-connected FACTS controllers

Shunt compensation is commonly used to maintain the volgarious connection points of

the transmission system. This helps to increase the tréatade power and hence improve sys-
tem stability. Depending on the system loading, the voliadile along the transmission line

can be controlled using controlled compensation by shantiected FACTS controllers such
as Thyristor-Controlled Reactor (TCR), Static Var Compos(SVC) and Static Synchronous
Compensator (STATCOM) [1]. The schematics of these dev&slsown in Fig[ 3.3

Stability enhancement

The system in Fid. 212 is considered with a shunt compensatorected at the electrical mid-
point of the line to show the impact of reactive power comp#ing on system stability. If the

transmission end voltages are assumed edga V;), Figure[3.4 shows the voltage profile
along the transmission line when the midpoint voltage idradied such that/, = Vi.
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3.2. Application of FACTS in the transmission system

Fig. 3.3 Shunt-connected reactive power compensatorsT tigjistor-controlled reactor (TCR), (b)
Static Var Compensator (SVC), (c) Static Synchronous Carsger (SVC).

=
~- -
——— —_——

Voltage
NS

Transmission distance

Fig. 3.4 \oltage profile along transmission line with midpahunt reactive power compensation (solid)
and no compensation (dashed).

By controlling the PCC voltage, the power transfer over a lvan be increased leading also
to an increase in the transient stability. For the exampleign[3.4, the power flow along the
transmission line is given by

Vi Vi sin %%
p = Valin(®) 67
For this particular case, the power-angle curve for theesyss shown in Figl_3]5. The in-
crease in stability margin for a given fault clearing timelsarly shown in the figure. With the
compensated system, the first swing of the generator andkea&ma lower angle){) than the
uncompensated systerfy), with areaDEFG = areaDE;F,G; representing the deceleration
area for the two cases.

To see the effect of controlling the PCC voltage to a constalue on power oscillation damp-
ing, the variation of the generator power output for constaitage control is calculated as

_op; 0P, ~ VimoVicos(dg0/2) 2Vi sin(dg0/2)
AP, = 8—<5gA5g + MAVIH = % Ady + #Avm (3.8)
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Fig. 3.5 power-angle curve for post-fault system with (k)aand without (dashed) midpoint shunt re-
active power compensation; Gray solid: power-angle cunrind fault.

The electromechanical equation describing the singlehmadnfinite-bus system with constant
voltage control AV, = 0) becomes

d[Aw] | 0 ~Hseapy Von
= { MJ - [ g e ATy (3.9)

Wo 0

Aw n
Adg

where the synchronizing torque coefficigiit., is given by [(3.1D). For comparison, the syn-
chronizing torque coefficienk’s. for the uncompensated system is given[by (3.11).

- 2
K = LuVi08(00/2) (3.10)
X
K, = 110500) C)O(S(égO) (3.11)

Again, the damping provided by the mechanical system isewgedi. It is clear fromi (3]19) that
no damping is provided when the shunt compensation is déedrim keep the voltage constant.
The synchronizing torque coefficient is increased for themensated system compared to the
uncompensated on&{(., > K,.), hence increasing the transient stability of the systerardier

to provide power oscillation damping to the system, the slesonnected compensator should
be controlled to modulate the voltage magnitude at the adiorepoint. This is achieved by
controlling AV, linearly with the generator speed variation as

AV = Dy Awg (3.12)
whereD,,, represents a gain to control the variationl§f. Controlling the voltage magnitude

as in [3.12) around the steady-state valdgy}, the electromechanical equation describing the
single-machine infinite-bus system becomes
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3.3. Energy storage equipped shunt-connected STATCOM

Aw n

Ad,
where the damping torque coefficiefy., provided by the controlled shunt compensation and
the synchronizing torque coefficierits. , due to the steady-state compensation are given by

1
/ ZOHg AT, (3.13)

d ] Aw | _KDGQ/QHg _KSevV/zHg
dt A(Sg wO O

2V; sin(de0/2) VinoVi cos(640/2)
X X

It is shown in this case that power oscillation damping isead by modulating the PCC vol-
tage around the steady-state value according tol(3.12h®ather hand, the transient stability
of the system can be increased by boosting the volktagelt has been shown in_(3.9) that tran-
sient stability enhancement can be achieved by contralliegroltage at the connection point
constant. In order to maximize the use of shunt-compens&tiotransient stability enhance-
ment, the voltage magnitude at the connection point cantasa@ried around the steady-state
value as

KDeQ = DVUJ) KSe,V =

AV & DysAG, (3.14)

where D, s represents a gain to control the variationl§f with respect to the generator angle
deviation. In this case, the synchronizing torque coefficiEs. 1, which comprises of the
contribution from the steady-state operating point ancctirérolled compensation becomes

VmO% COS((Sgo/Q) i 2‘/1 sin(5g0/2)
X X
If the TSE controller is implemented in the FACTS device adow to (3.14), it should be

emphasized that the POD controller[in (3.12) will be stagtthe end of the TSE operation as
described in Sectidn 2.4.3.

KSG,Vl - DV6

3.3 Energy storage equipped shunt-connected STATCOM

As mentioned earlier, FACTS controllers are designed tdamge only reactive power with
the network in steady-state. Stability enhancement bytsbmimected reactive power compen-
sation is achieved by controlling the PCC voltage magniind&der to affect the power flow
over the line and consequently the power output of the géinaranits. Using the active power
injection capability of the E-STATCOM, a more flexible casitof the power system is pos-
sible. In this work, the active power injection capabilitytbe E-STATCOM is obtained from
a dedicated energy storage incorporated in the converbsei®@e that the functionalities de-
scribed and proposed here can also be implemented in otigs &f “controllable active power
sources” connected to the power system, such as wind, sullaother distributed generation
units [18][38]. These energy sources use some power efectrin their structure and a control
method to provide POD and TSE using active power injectiontmincluded. The availability
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Chapter 3. FACTS controllers in the power system

of active power in the controllable devices also providesghssibility of adding more inertia
to the power system by controlling the device in a similahfas to a synchronous machine.

3.4 Multiple FACTS devices

The use of various FACTS devices for power system stabilitya@cement has been described
in the previous sections. When multiple devices exist ingtver system, the control method
for each compensator should not lead to undesired interectiFor this reason, each device
can be coordinately designed for example to maximize theptiagrof a particular oscillation
mode of interest [28][30]. In this work, multiple compermatwill also be considered and each
device will be designed independently. The performancéeicontrol method when multiple
controllable devices are used together is investigated.

3.5 Stability enhancement controller for FACTS

As described in Sectidn 2.4.3 and demonstrated in Sdct#busdng a simplified power system,
stability enhancement can be achieved with a proper cootfeACTS devices. In these exam-
ples, the speed and angle variation of the generator (Ad,) are assumed to be known at the
compensator location to implement the control algorithiman actual installation, this can be
achieved through a remote measurement of the generatat spaagle variation, which could
be both difficult and expensive. A simpler solution would beestimate the required physical
guantities of the generator from local signals such as theepfiow over a line, the PCC voltage
magnitude or the grid frequency.

Using the system in Fid. 2.2, the classical control apprdactstability enhancement using
FACTS devices will be described as an example. For this pa;gbe angle and speed deviation
of the generator should be estimated from local measureatennplement the TSE and POD
controllers, respectively. As a local measurement sigiaadsider the total power flow over the
line given by

V, Vi sin(dg)
%:iLy—i (3.15)
Following a power system disturbance, the total power floW e@mprise of the steady-state
power (Py) and an additional component caused by the electromediatyoamics QFy).

If we consider small-signal changes, the angle and speedtitev of the generator can be
estimated from the measured power as

AP, ~ VRO N§ = KNG,

(3.16)
% ~ ng%s(ago)Awg = K,Aw,
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3.5. Stability enhancement controller for FACTS

where the constant&’s and K, relate the angle and speed deviation of the generator wath th
estimated signalg) P, and%, respectively. Extracting the estimated signals is cotweally
done using a combination of filters. For example?, can be estimated by removing the aver-
age component from the total measured power signal usinghouafilter. On the other hand,
% can be estimated by removing the average component fromeasured power signal and
providing a phase-shift df0° at the expected oscillation frequency to represent thevatere
action. For this purpose, the setup similar to the one inEf§can be used. With this approach,
the washout filter is used to remove the power average wharkmsg-pass filter is used to re-
move high frequency components. The required phase compamsat the frequency of interest

is then provided by a number of lead-lag filters as indicatettié figure.

[ [

sTy 1 1+sT 1 +sT 53
Pg —» G > > ] g : —dPg
1 +sT,, 1 +sTy 1+ sT, 1+ sTy dt
Washout Low-pass Lead-lag
filter filter filter links

Fig. 3.6 Conventional filter setup to create a damping coimput signal.

For the simplified system considered in this section, udnegesstimated quantities faxé, and
Aw, in place of the actual generator angle and speed deviatielf $E and POD controllers
for FACTS devices can be obtained. For a larger and intexted system, various frequency
components exist and each component should be separatepprapriate phase-shift must
be applied. Depending on the input signal used for estimatiee power system configuration
and the correlation between the controlled parameter dfFAGETS device and the active power
output of the generators, the required phase-shift for #aguency component can be obtained
through eigenvalue analysis of the power system configuraticluding the FACTS controller
[29].

In contrast with its simple design and implementation, thargement in Fig._3l6 presents
a number of drawbacks. As first, the filter links must be desigfor a particular oscillation
frequency and the required phase-shift will be provideq @lthat particular frequency. This
reduces the dynamic performance of the POD controller dusystem parameter changes. In
addition, the cut-off frequency of the washout filter to remdhe average component should
be well below the power oscillation frequency and this Isrle speed to obtain the required
estimates. Finally, in a system where there are more thangoiation frequency components,
the setup is not convenient to provide the required phasetahthe various frequency compo-
nents. To overcome these drawbacks, an estimation metised lba a modified RLS algorithm
is proposed in this work. This method will be described in@kd4 and its application for POD
controller design in shunt-connected FACTS devices wikbewn in Chaptdrl6. Note that the
design method can be equally applied for series-conne&€$FHVDC or other controllable
power system devices.
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3.6 Conclusions

In this chapter, a brief overview of series- and shunt-cotete FACTS controllers for power
system stability enhancement has been carried out. Thectropéhe controllers on the active
power transfer over a transmission line as well as on theesystability have been discussed.
Furthermore, the need for auxiliary controllers to proadieitional transient stability enhance-
ment and power oscillation damping to the power system has bddressed. As pointed out,
the classical stability enhancement controllers are mdiaked on the use of several filtering
stages connected in cascade. The drawbacks of this appnaadbeen described and a need
for a better estimation method has been highlighted. Wighptioposed method, which will be
described in the next chapter, accurate estimation of taesgand amplitude of the various fre-
guency components can be achieved. By using the estimagaeincy components of interest,
an effective stability enhancement controller that mizerthe use of active and reactive power
injection can be designed.
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Chapter 4

Signal estimation techniques

4.1 Introduction

In the previous chapter, a description of a convention&rfdetup for the design of POD con-
troller for FACTS devices has been given. The drawbacksisftiethod in an actual installation
have been briefly described and the need for a better estimeigorithm has been highlighted.
In this chapter, an estimation algorithm based on the usé@fsfiwill be described first. Then,

the proposed signal estimation method, based on an RLSithlgomwill be developed. Even

if the proposed algorithm can be applied for estimation efotes signal components [39], the
focus will be on estimation of low-frequency electromedhahoscillations. Estimation of har-

monics and sequence components in the power system wilbalsiiscussed.

4.2 Estimation methods

As explained in Section 3.5, a series of washout and leadifaglinks connected in cascade
as in Fig.[3.b can be used to estimate oscillatory comporfentBOD controller design in
FACTS devices. To overcome the drawbacks of this methodsamation method based on
a combination of low-pass filters (LPF) is proposed/inh [6]thdlugh this method presents a
better steady-state and dynamic performance as compatbkd gystem in Fid. 316, its speed
of response is tightly dependent on the frequency of the posallations. For this problem, a
modified RLS-based estimation algorithm is proposed inwiisk.

To investigate the effectiveness of the considered estimatgorithms, a system consisting of
a synchronous generator connected to an infinite bus thratrginsmission system as in Eigl4.1
is considered. As an example, a three-phase line fault isego this system at = 20 s with

a subsequent line disconnection to clear the fault aftemd®0This results in a low-frequency
oscillation in the transmitted active power as shown in [Eig.

The purpose of the estimation method is to extract the asorly component of the input power
signal for POD controller design. For this particular cdbe,generator output power)( which
is used as input for the estimation algorithm can be modedétieasum of an averagéy) and
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4E

Generator Infinite bus

Fig. 4.1 A simple power system to model low-frequency povsailtation.
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Fig. 4.2 Transmitted active power from the generator. Faadurred at 20 s and cleared after 100 ms.
oscillatory component®,,.) as

p(t) = Po(t) + Posdt) = Po(t) + Fpn(t) cos[wosd + ¢(t)] (4.1)

The oscillatory componenf,. is expressed in terms of its amplitudg,f), frequency ©osd
and phase(). Observe that even if the specific application to powerlladimins are consid-
ered in this section, the analysis is valid in the generie cdsignal estimation. In this section,
design of cascade filter links will be described first and thetations of the method will be
addressed with an example application. A better estimaiethod based on a combination of
LPF and RLS will then be described when used for estimatidow{frequency power oscilla-
tion components. The limitation of the LPF-based methodnfiast estimation is needed will
be shown. Further improvements to the RLS-based methoditedse its dynamic performance
will be described in the next section.

4.2.1 Cascade filter links

The conventional way to generate damping signals is usitigadetup as described in Fig, B.6.
In this section, the design of the filter link parameters Wwél described and the problems as
sociated with the method will be addressed. Assume that we t@aestimate the oscillatory
part of the input signal model in_(4.1). This is achieved byoeing the average part using
the washout filter, whereas the high-frequency componeatateenuated by the low-pass filter.
The required gain and phase at the oscillation frequencigtefest is provided using the gain
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(GLp) and time constants of the lead-lag filter links. The trani&fiection Hy;, of this estimation
algorithm can be described as

HLL(S)ZGLL[ sTy } { 1 } {1+3T1} [1+5T3} 4.2)

1+STW 1+STL 1+ST2 1+ST4

To be able to remove the average component without affettiedow-frequency oscillatory
component, the time constant for the washout filtgris usually chosen in the range of 5- 10 s.
The large time constant results in a slow removal of the &ee@mponent from the required
estimated signal. On the other hand, the time constant ébtheass filter1, is usually chosen
in the range of 0.1 s to attenuate the high-frequency comypen€he value is chosen to make
a cut-off frequency much higher than the low-frequency lzg@n. The time constant of the
lead-lag filter links, T, T», T3 andT, are chosen based on the phase compensation required
at the oscillation frequency of interest. The amplitudehef transfer function at the oscillation
frequency can be adjusted by the g&iq;,. Depending on the total phase compensation.(,)
required from the lead-lag filter links and considering a mmasm phase compensation @#°
from each link, the number of lead-lag filter links can be dedi[40].

Assuming that the transfer functiof{;,) is required to provide a gain of;;, and phase opy 1,
at the oscillation frequencyu(..), the parameters of the lead-lag filter links can be caledlat
from the following equations as

ALL — GLL JwoscTw 1 <1+jwoscT1> <1+jwoscT3> ‘

1+jwoscTw 14+jwosc T, 1+jwosc T 1+jwosc T

YLL = (Pcomp - tanil[woscTL] - tanil[woscTw] + 7T/2

(4.3)
_ Iy _ lisin(pcompt1) _ T3 _ l4sin(pcomp2)
T T2 1—Sin(g0cump1) > T2 Ty 1_Sin(¢’comp2)
__ /T _ 1 _ /T2 _ 1
T = , Th = , Ty=Y1rE o, —
Wosc MWOSC Wosc /A T2Wosc

wherepqomp1 ande.omp2 represents the phase compensation from the first and sezaadidg
filter links, respectively. As an example, the signalinf4slassumed to contain an average part
and a 1 Hz oscillatory component. The filter [n_(4.2) is desijto extract the oscillatory part
with a gain of 1 p.u. and a phase-shift@f Choosing the time constant for the washout and
low-pass filters a¥,, = 10 s andl, = 0.1 s, the remaining parameters of the transfer function
H;;, are calculated a%; = 0.2826 s,75 = 0.0896 8,73 = T, = 0 andGy, = 0.6651. In this
example, the required phase compensatjop.{, < 60°) can be achieved only using one lead-
lag filter. As shown in the bode diagram of the transfer fuorcfor these choice of parameters
in Fig.[4.3, the wide band around the estimated frequencypoment results in a non-selective
estimation. The problem will be evident when a nearby ity component exists in the input
signal and accurate estimation of the frequency comporientavest (with high attenuation of
the undesired frequency component) is necessary. Moredesigning a filter to provide the
correct amplitude and phase for more than one oscillatiegquency component is difficult to
achieve. For this reason, a better estimation techniquedsssary and will be described next.
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Fig. 4.3 Bode diagram for the cascade links transfer fundtidyr,(s)) from p(t) to Posc(t).

4.2.2 Low-pass Filter (LPF) based method

Unlike the method in the previous section, the estimatiothoe: described in this section en-
ables a selective estimation of amplitude and phase of om®oe oscillatory components with
high attenuation at undesired frequency components. @erisg the active power i (4.1) as
an input signal and denoting,, = Ppne’# as the complex phasor of the oscillatory component
andfos(t) = wosd as the oscillation angle, the input power signal can be asgeeas

: 1 . 1 .
p(t) = Po(t) + Real [Bph(t)@eosc(t)} = Po(t) + QBph(t)ejgosc(t) + §E;h(t)eﬂgosc(t) (4.4)

The expression in(4.4) separates the input signal inteetimequency components (having
characteristic frequencies wose, and —wosg), Where the averagéy, and the phasoP,, are
slowly varying signals. By rearranging _(4.4) and applyiog/-pass filtering, the estimate for
the average’, the phasor”,, and the oscillatory componetits. can be extracted from the
input signal as [6]

Po(t) = Ho{p(t) — Posdt)} (4.5)
Pon(t) = Hon{[2p(t) — 2Po(t) — Ppy(t)e 0] 3001} (4.6)
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1

(B0 4 5 P (p)e ) @.7)

. 1-
Posc(t) = §Bp

where H, and Hy, represent the transfer function of the low-pass filters toaex the average
and the phasor component, respectively. The block diagesuribing this method is shown in
Fig.[4.4. For the various notations, a signal or parametepresents an estimate of the actual
valuez.

H, 0

p) ——

700 |l H }—>{ /90 |y Real [H—>P_(1)

Fig. 4.4 Block diagram of the LPF-based estimation algarith

In order to evaluate the dynamic performance of the LPF&bastimation algorithm, a first
order low-pass filter with cut-off frequeney pr is used for the filters if (415) £ (4.6) as

[0
Ho(s) = Hpn(s) = ﬁ;iw (4.8)
To separate the average and oscillatory components, icesssary that the cut-off frequency,
aLpr IS smaller than the oscillation frequencys. The dynamic performance of the LPF-based
method is a function of the cut-off frequency. By increasihg magnitude oty pr, a faster
estimation can be obtained at the cost of its frequency thatgcTo observe this, the algorithm
in (4.5) - (4.7) is expressed in state space form as [36]

d ?0 —QLpF  —QLPF 0 ?0 QLpPF
T Posc | = | —200pF —201pF —Wosc Posc | + | 2acpr | p(t) (4.9)
t ~ 0
P, 0 wee O P, 0

Whereﬁg is a signal orthogonal to the oscillatory componébs. From [4.9), the dynamic
response of the LPF-based method can be investigated. Aeb#ie signap(t) is assumed to
contain an average and a 1 Hz oscillatory component. Theftérequencya, p¢ is then varied
from 0.01 to 1 Hz in steps of 0.05 Hz to see the estimator'sogperdnce. The movement of the
poles for the transfer function from the inpuyf) to the estimate of the oscillatory component
(P,sd is shown in Fig[45. As clearly seen from the figure, the dagposition of the poles
from the imaginary axis starts to decreasedpsr > 0.4wosc (Marked as gray cross for clarity)
indicating that its dynamic performance starts to detatarlt is here recommended to set the
bandwidth of the filter one decade smaller than the frequenayponent to be estimated (for
the specific casey pr = 0.628 rad/s).
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Fig. 4.5 Movement of poles for the transfer function freift) to Posc(t) as oy pr varies from 0.01 to
1 Hz in steps of 0.05 Hz; Poles start atand move towards'.

4.2.3 Recursive Least Square (RLS) based method

A Recursive Least Square (RLS) algorithm is a time-domajpra@gch (an adaptive filter in
frequency domain) used to estimate signals based on a giwdelnof the investigated system.
Consider a generic input signal (either real or complgxpodeled as the sum of its estimgte
and the estimation erratas in [4.10)

y(k) = (k) + d(k) = ®(k)h(k — 1) + d(k) (4.10)

whereh is the estimated state vector afdis named the observation matrix that depends on
the model of the signal. An update of the estimation statéovdris developed using the RLS
algorithm in discrete time as

h(k) = h(k — 1) + G(k) [y(k) — ®(k)h(k — 1)] (4.11)

The gain matrixG is given by

R(k — 1)®7 (k)

Glk) = A+ ®(k)R(k — 1)@ (k) (4.12)
with the covariance matriR expressed as
R(k)=[l — G(k)®(k)|R(k—1)/A (4.13)
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The term)\ is named forgetting factor aridis an identity matrix. As it can be seen [n(4.11) -
(4.13), the algorithm is performed recursively startingnfran initial invertible matriR (0) and
initial state vectoh(0) [41]. The RLS algorithm minimizes the cost functigniefined as

k

(k) =D [d(n)PAF (4.14)

n=0

In steady-state, the estimation speed of the RLS algorithmad/s is related to the sampling
time (7;) and the forgetting factor as

11—
T,

(4.15)

QRLS =

whereag s is the bandwidth of the estimator. Depending on the speedtwhation required,
the forgetting factor can be chosen accordingly. For a emi$brgetting factor, the matrices in
(4.12) - [4.13) converge to their steady-state values déipgron the observation matrik and
the estimation speed will be decided by the value of the ttirgefactor according td (4.15).

Using the same input signa(t) as in [4.1), the model of the input signal can be expressed as
p(t) = Po(t) + Pycos(Oosdt)) — P, sin(fosc(t)) (4.16)

where

Py = P,u(t) cos(p), P, = P,u(t)sin(p) (4.17)

For estimation of low-frequency power oscillation, the Rdl§orithm in (4.10) -[(4.13) can be
easily applied by choosingand® as

h(k) = [ Py(k) Pa(k) Py(k) ] (4.18)

D(k)=[1 cos(fosc(k)) —sin(fosc(k)) ] (4.19)
From the estimated state vectgrthe oscillatory component estimate (.) can be obtained as

Posc(k) = pph(k) €08 (bosc (k) + @ (K)) (4.20)

where the amplitude and phase estimates of the oscillatomponent are expressed as

(k) = \/ [P+ [)] . B(k) = tan? [22] (4.21)

Note that once the RLS algorithm has converged to steady;s$tdoecomes a linear and time
invariant system. Thus, the steady-state model of the Rl a®r will be derived and its
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performance will be compared with the LPF-based methodthisr the algorithm in[(4.10) -
(4.20) in steady-state can be expressed in state-spaceaform

d ?0 —Qo —Qp 0 ?0 o7
d_ Posc | = —204 —20, —Wosc Pose | + | 204 p(t) (4.22)
t ~ C
Pg —Qp  —Qp + Wosc 0 Pg Qp

with £ = aris/wese the constantsg, a, anday are given by

2

ao=ars(1+&), aa=(1- 5)CYRL87 ap = —3§aRLs
From (4.22), the dynamic response of the RLS-based methotdemvestigated. Considering
the same signal(t), ar.s is varied from 0.01 to 1 Hz in steps of 0.05 Hz to see the estirisat
performance. The movement of the poles for the transfertimomdérom the input (¢)) to the
estimate of the oscillatory componerit{{t)) is shown in Fig[Z5. As clearly seen from the
figure, the angular position of the poles from the imaginatig ancreases continuously regard-
less of the value ofir,s unlike the case for the LPF-based method. This indicateshibapeed
of response of the RLS-based method increase with highee\@lag, s (or correspondingly
lower value of}).

6f < °
4,
o 2r
3
©
>
S 0 < 0
c
E
E 27
4t
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real [-]

Fig. 4.6 Movement of poles for the transfer function freiit) to Posd(t) asar.s varies from 0.01 to
1 Hz in steps of 0.05 Hz; Poles start atand move towardr'.

When low bandwidth in the estimation (i.e. for.s = apr << wosg IS acceptable, the two
methods present similar dynamic performance. This can &e Sem the state-space models
where [(4.2P) is reduced tb (4.9). If fast estimation is ndedlee LPF-based method presents
poor dynamic performance unlike the RLS-based method €fbie, the RLS algorithm can be
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4.3. Improved RLS-based method

used to obtain faster estimation during rapid changes ofhina signal and hence will be the
preferred method in this work.

Even if faster estimation is obtained using RLS algorithrthvgimall value of)\, its frequency
selectivity should be investigated. For this purpose, theebdiagram of the transfer function
from the inputp(t) to the averagel{,) and oscillatory £...) estimates are shown in FIg_4.7. For
all the cases, the bode diagram presents a 1 pu gaifi°grithse at the required frequency and
a gain of 0 pu at the unwanted oscillation frequency. Howevken increasing the estimation
speed (decreasing, the frequency selectivity of the algorithm reduces. Theans that using
the conventional RLS algorithm, the estimation speed shbelcompromised to achieve good
frequency selectivity and vise versa. For this reason, afination to the algorithm is necessary
to achieve fast estimation speed with only little penaltyttmafrequency selectivity.

o
)
:

o
)
.

Magnitude [pu]

o
~
T

Phase [deg]

o

-90 +

-180 :
10° 10" 10° 10 10° 107 10™ 10° 10 10°
Frequency [Hz] Frequency [Hz]
Fig. 4.7 Bode diagram for the transfer function frgrft) to Py(t) (left) and p(t) to Posdt) (right);
Forgetting factor withg s = 0.1 Hz (black solid),ar s = 0.5 Hz (black dashed) andg, s =
1.0 Hz (gray solid).

4.3 Improved RLS-based method

As already described in the previous section, the conveatiBLS-based method with fixed
forgetting factor\ will eventually converge to steady-state and its estinmasijpeed cannot be
changed during fast transients. Moreover, its performancteady-state highly depends on
knowledge of system parameters expressed in the observattix ®. This calls for modifi-
cations in the conventional RLS algorithm that enablesdasimation during transients without
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compromising its frequency selectivity in steady-stateval as adaptation to input signal pa-
rameter changes.

4.3.1 \Variable forgetting factor

In the conventional RLS-based method, a large forgettingpfaesults in low estimation speed
with high frequency selectivity. Likewise, a small valuetbé forgetting factor results in the
estimator to be fast but less selectivel[42]. Thereforecloexe fast estimation when a change
occurs in the input signal, the gain matrix of the RLS aldontG in (4.12) must be increased
for a short time. This can be done by resetting the covariarateix R. to a high value [41][43].

In this method, the covariance matrix to be used for the ies#tosen by trial and error and has
to be selected case by case. Moreover, the behavior of timagst response during transient
is difficult to predict. An alternative solution is to use aiedle forgetting factor as proposed in
this work. With this approach) is varied in a controlled way depending on the input and this
helps to know the behavior of the estimator’s response duransient and steady-state.

When the RLS algorithm is in steady-state, its bandwidthetednined by the steady-state
forgetting factor {s9 according to[(4.15). If a fast change is detected in thetirfipe. if the
absolute errofd(k)| in (4.10) exceeds a pre-defined threshay), A can be modified to a
smaller value, here denoted as "transient forgetting faétg)”. Thus, by using the properties
of the step response for a high-pass filtevill be slowly increased back to its steady-state
value\gsin order to guarantee the selectivity of the algorithm. TaeEmeters\ss, Ay as well as
the time constant for the high-pass filtey, determine the performance of the RLS algorithm
in the transient conditions. Figure 4.8 shows the resettiethod for the forgetting factor and
its variation in time when a change is detected in the inmnai

1 : . : :
1 ";@_, 1 0.99 | ki .
" 0.98 | ” -
S A - L 097 |

A High-pass filter ~ o6 |

r

0.95 |
(reset if |d(k)|>dth)41 A,

4.8 4.9 5 51
time[ s]

Fig. 4.8 Resetting method to vary the forgetting factor migiriransient. Left: Block diagram; Right:
Variation of A with 7,, = 0.04 s.

Once the value oA is chosen based on the steady-state performance requireftbe al-
gorithm, the value of\; andr,, can be determined based on the required transient estimatio
speed. Evaluation of the performance of the algorithm féfent choices of the parameters
Ar @andm,, Will be made in this section using the example in Sediioi K 2his example, the
input signal for the estimation algorithm was the transeditactive powep(t), which consists

of an average termi;) and a 1 Hz oscillatory component8.(.). The model in[(4.11) {{4.13)
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has been used for the estimation with a variable forgetaatpf. The aim of the estimator is to
quickly separate these two signal components accuratéheipresence of noise.

During steady-state operations, the bandwidth of the RLseido a low value, meaning that
the forgetting factor will be close to unity. For an osciltaf frequency of 1 Hz, the steady-state
forgetting factor is set equal th = A\ = 0.9995, corresponding to a bandwidth of 0.4 Hz for
a sampling timel = 0.2 ms according td (4.15). This gives the performance efestimator
to be selective, less sensitive to noise and at the same tlaqatige to slow changes in the
input signal. To evaluate the transient performance of kiperéhm for different choices of the
parameters\, andn,,, two types of input signals (one noisy free and another ongyhare
considered. For each input, the settling time for the esomas a function of\, andn,, is
shown in Fig[4.B. Withs = 0.2 ms and\ss = 0.9995, the transient bandwidth of the estimator,
oy is varied between 5 and 100 Hz in steps of 5 Hz, whilgis varied between 5 and 100 ms
in steps of 5 ms. The transient forgetting factyy,is calculated usingy, (expressed in rad/s)
from expressior (4.15).

settling time [s]
settling time [s]

0.05
Top [8] 0 To[s]

Fig. 4.9 Transient estimation speed for a step change imfhé using variable forgetting factor. Left:
ideal input signal; Right: input signal with 20 dB noisesigmnal ratio.

As it can be seen in Fig. 4.9, higher and higherr,, results in faster response in the case of
noise free input signal. When noise is included in the inpna, the estimation speed starts to

decrease beyond some valueswpfandr,,. This is due to the estimators tendency to follow the
noise, leading to an increase of the settling time. The vilaegives a compromised response
time for both signals lies in the middle. Depending on theunesgl estimation speed and noise

rejection performance, an appropriate valueXpandr,, can be chosen. For this application,

a value of\y = 0.8995 corresponding tew, = 80 Hz andr,, = 0.04 s have been selected.
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4.3.2 Frequency adaptation

The RLS algorithm described in Section 412.3 relies on tf@rmation in the observation ma-
trix @ to correctly estimate the signal components. The observatiatrix®, which contains
information about the model of the signal according[to (.18ually assumes some system
parameters. When these parameters change, the perforofahesalgorithm will be affected
and an updating mechanism for the signal model is imporkotexample, to estimate the os-
cillatory componenf’,,. from the measured input signalusing the RLS algorithm in(4.16) -
(4.20), the oscillation frequeney,.. should be known. Any change in the system, resulting in
a different oscillation frequency, will affect the steaskgte performance of the RLS algorithm.
To overcome the problem, the RLS algorithm is further imgablay implementing a frequency
adaptation mechanism. Using the same example and parasekgetion as in Sectign 4.8.1, the
steady-state frequency characteristic of the estimat@ssfer function from the input to the
average and oscillatory component is shown in [Eig.]4.10 tidmesfer functions have 1 pu gain
and0° phase-shift at the estimated frequency component and Oipwagthe other frequency
component in the model. This results in a correct extraaifidhe average and oscillatory com-
ponents in steady-state for accurate knowledge of thelasaoii frequency.

Magnitude [pu]

Phase [deg]

-135 |

-180 & s
10° 10 10° 10 10°
Frequency [Hz] Frequency [Hz]

Fig. 4.10 Bode diagram of the steady-state RLS-based dsfirtransfer function. Left: fromp(¢) to
Py(t); Right: fromp(t) to Pygc(t).

If the frequency content of the input is not accurately knpthwe estimator will give rise to a
phase and amplitude error in the estimated quantities. tHate correct estimation of the phase
of the oscillatory component is a crucial point in applioas like POD. Using the information
in the phase estimate, the true oscillation frequency can be tracked by using quieacy
estimator as the one in Fig. 4111.
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Fig. 4.11 Block diagram for updating the oscillation freqog
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The corrective term\w is limited and fed back to the RLS algorithm to update theltzmn
frequencyw,s. as

L:}osc = Wosco t AW (423)

The termw,so represents the initial assumed oscillation frequency &editansfer function
from the estimated phasé)to the estimated change in frequendy) is given by

AW 0,8
P T auts (4.24)

If the initial assumed oscillation frequency is correcg #stimated average and phasor compo-
nents [P, P, Pq] will be constants or slowly varying quantities. Corresgmgly, the estimated
phasep will be a constant value resultin§o = 0 in steady-state. However, if a change in the
true oscillation frequency\w occurs, the estimate®], P,, P,] will contain a disturbance term

at the true oscillatory frequency in addition to a slowlyywag quantity. This is due to the fact
that the estimator’s transfer function cannot have zerp gathe true oscillation frequency for
the estimates {f,, P, ]5q]) due to wrong assumption of the initial oscillation freqag. Simi-
larly, the estimateP,. will have an amplitude and phase errorAff andy,, represent the gain
and phase of the estimator’s transfer function at the trgélaison frequency respectively, the
oscillatory estimate in steady-state can be expressed as

P... (t) = Ay Pon cos(Woset + ¢ + ) = Pon(t) cos(woscot + ¢(t)) (4.25)

The termsP,;,, ¢ andw, represent the true amplitude, phase and frequency of thikatsy
component, respectively. As it can be seemin (4.25), tliacy of the oscillation is preserved
in the estimate. The idea here is to estimate the correemeAo from the estimated phasors
(P, P,). From [4.25) and using the definition {0.{4120) and (4.211¢, phase estimate can be
expressed as

Py(t)

Py(t)

The disturbance term at the true oscillation frequency & e¢ktimates A, Pq) results in a
disturbanced,, in the phase estimatg(¢) at twice the true oscillation frequency. As it can
be seen from(4.26), the phase estimate is a function thadrexy errorAw and this has to be
extracted. If the disturbance teuy is neglected, the transfer function from the actual fregyen
error Aw to the estimated frequency errto can be expressed as

$(t) = tan™! ~ (Aw+dy,)t (4.26)
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AL Q,

— = 4.27
Aw s+ a, ( )

Using (4.27), the bandwidth of the frequency controller)(can be chosen. To be able to
filter the disturbance term, the bandwidth should be setvb#ie oscillation frequency. For an
assumed oscillation frequenay,.o, choosinga,, = 0.2w.so gives the frequency correction
controller a cut-off frequency of a decade below the fregyet the disturbance teri,.

4.3.3 Multiple oscillatory components

The investigated RLS estimator has been derived under thargion of a single oscillatory
frequency component in the input signal. Assuming that tipeii signalp containsN oscilla-
tory components[ (4.1) must be modified as

N N
p(t) = Po(t) + Y Posej = Po(t) + Y Poni(t) 08 [wose it + @i(1)] (4.28)
=1 =1
where thei*® oscillatory componentP,s.; (with i = 1, ..., N) is expressed in terms of its am-
plitude (Fpn;), frequency @osc;) and phasey;). Using the model in[(4.28), the RLS algorithm
described in the previous sections (including variablgdtiing factor and frequency adaptation
for each considered oscillatory component) can be modifietkacribed in Fig. 4.12.

I3
2
P—— 5
(’Noosc,l‘ e >
> RLS . | frequency
o algorithm | % * | adaptation
(’Oosc,N‘ OSC,N=
d(k -
Ay ®

Fig. 4.12 Block diagram of the modified RLS estimator for riplét oscillatory components.

As an example, the input signals assumed to be comprised of an average component and two
oscillatory components with frequengy;. 1 andw,. 2, respectively. Hence, the RLS algorithm
in (4.10) - [4.18) can be easily applied by choosing the stator,h as

h = [ ]50 Pd,l pq,l ]Sd,z pq,z ]T (4.29)
where the phasor componeni,; and P, ; with i = [1,2] are defined as

Pd,i = Iph,i Cos(eosc,i)a Pq,i — I ph Sin(eosc,i) (430)
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4.3. Improved RLS-based method

Defining the oscillation angle® .1 = Wosc,1t aNAOosc2 = wosc 2t), the covariance matrixd)
for the algorithm is similarly modified as

D =1 cos(fosci) —sin(osc1) €0S(fosc2) —sin(bosc2) | (4.31)

From the estimated state vectorthe oscillatory component estimatefssgl andﬁoscg) can be
obtained as

Posc,l = Pd,l Cos(eosc,l> - pq,l Sin<eosc,1)a posc,2 = pd,Q COS<908C,2) - pq,Q Sin(eoch) (432)

As described earlier, the RLS algorithm becomes linear iamel invariant in steady-state. Thus,
the steady-state model of the RLS estimatofin (4.28) - 4cah be expressed in state-space
form as

~P0 —Qp,1 —Q,1 0 —Qp 0
Pgsc,l —Qy1 —0;1 —Wosc,1 —0y1 0
% ~P[3,1 = —Qp1  —Qp1 + Wosc1 0 —Qrp 0
Posc,2 —{a2 —Wa2 0 —Q02 —Wosc,2
| pﬁg ] | —Qp 2 —Qp2 0 —Qp2 + Wosc,2 0 ]
~P0 a1
Pgsc,l (67%]
Por |+ | any | p(t)
Posc,2 Qa2
p@g Qb2

(4.33)

where ]5571~and ]5572 represent signals components orthogonal to the osciylatomponents
Posc1 and Pogc 5 respectively. Using the steady-state RLS estimator battbiwig s and the
oscillation frequencies,s.1 andw,s. 2, the constants are given by

_ aRLS(a%{LS+wgsc,1)(a%{LS+wgsc,2)
Qo1 =

2 2
’ Wose ,1 Wose ,2

4 2 2 2 2 2 a2
_ QRLS [QRLS+2wosc,1(wosc,l wosc,2)+aRLS(wosc,2 gwosc,l)]
aa,l - A — 2 w2
osc,1 osc,1”osc,2

2 2 2 2
ab 1= ARLS (5aRLS_7wosc,l+3wosc,2)
- 3 2
’ wosc,lfwoscalwosc,Q

4 2 2 2 2 2 2
. QRLS [QRLS+2UJ0SC,2(wosc,inosc,l)+QRLS (wosc,ligwosc,Q)]
aa,2 - oA — 2 w2
osc,2 osc,1™osc,2

_ a%{LS(50121LS_7wgsc,2+3wgsc,l)
Qp o = 3

_ 42
’ Wosc,2 ™ Wosc,1Wosc, 2
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Chapter 4. Signal estimation techniques

For selective estimation of the various frequency comptmedhe steady-state bandwidth of
the estimator is calculated from the smallest frequencyigdipe input signal. As an example,
consider the same signa(t) with an average component, a 1 Hz and 1.7 Hz oscillatory com-
ponents. The smallest frequency gap in the input signal7isH2. that exists between the two
oscillatory components. Hence the steady-state bandveidticulated as 40% of the minimum
frequecy gap asgrrs = 0.28 Hz. Using this bandwidth, the bode diagram of the RLS algarit

to estimatate the average and oscillatory components isrshioFig.[4.18 where a selective
and accurate extraction of each frequency component cachbevad.

Magnitude [pu]

Phase [deg]

-180 + : : : -

10 10 10 10 10°
Frequency [Hz]

Fig. 4.13 Bode diagram for the transfer function frpfm) to Py(t) (black solid),p(t) to Posc 1(t) (gray
solid) andp(t) to Pysc At) (black dashed).

4.4  Application examples on signal estimation

In this section, application examples for signal estinratising the improved RLS-based me-
thod will be described.

4.4.1 Low-frequency electromechanical oscillations

To evaluate the performance of the improved RLS-based rdétin@stimation of low-frequency
electromechanical oscillations, simulation results aes@nted here for both ideal and disturbed
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4.4. Application examples on signal estimation

conditions.

Single-oscillation mode in ideal conditions

The first test is made using an input signal as the one depicted).[4.14. As shown in the
figure, the input signal is initially constituted by a 1 pu dimgponent only. At = 3 s, the
average component is stepped down to 0.7 pu and an additecidlatory component having
characteristic frequency of 1 Hz is added to the input. FEgLL% shows the estimated average
and oscillatory component of the input signal (in amplitatel phase) for different choices of
the forgetting factor\ when using the conventional RLS algorithm. In this simalafithree

A values of\ = 0.9995 (black solid)A = 0.9987 (gray solid) and = 0.9975 (black dashed)
that correspond to a steady-state bandwidth of 0.4 Hz, 1,0aKHid 2.0 Hz, respectively, are
considered.

3 3.2 3.4 3.6 3.8 4 4.2 4.4 4.6 4.8
time [t]

Fig. 4.14 Input signal for simulation.

As the results in Fid. 4.15 show, by using the conventionabRlith a fixed forgetting factor,
it is not possible to achieve both estimation speed and &ecyselectivity. As the forgetting
factor is reduced, estimation speed will be improved whetiea selectivity is reduced and vise
versa. This can be improved by using a variable forgettintpfaas described in Section 4.3.1.
Figurel4.16 shows the performance of the improved RLS mathtitthe estimator parameters
chosen asXss = 0.9995, Ay = 0.8995 and,, = 0.04 s for7s = 0.2 ms). As it can be seen from
the results in Fig$. 4.15 ahd 4116, the improved RLS-basetaodeives a fast estimation with
a better frequency selectivity than the conventional RL&(Big[4.15).
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Fig. 4.15 Estimate for the average (plot a), amplitude (pJpphase (plot c) and estimation error (plot d)
by conventional RLS with forgetting factor = 0.9995 (black solid)A = 0.9987 (gray solid),
A =0.9975 (black dashed), input signals (gray dashed); thbascillation frequency is used
in the simulation.
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Fig. 4.16 Estimate for the average (plot a), amplitude (p)opphase (plot ¢) and estimation error (plot
d) using the improved RLS methodg = 0.9995, Ay = 0.8995 andr,, = 0.04 s); dashed:
inputs, solid: estimates; the actual oscillation freqyesased in the simulation.
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4.4. Application examples on signal estimation

Multiple-oscillation modes in disturbed conditions

A second simulation is performed using a more realistic irgignal with multiple oscillatory
modes in the presence of measurement noise and a modelimgTére input signal represents
the measured power on a line in a simplified three-area poystem (to be discussed in Chap-
ter[8), where two oscillatory components with a frequenc{ éfz and 1.7 Hz are excited due
to a three-phase short-circuit fault in the system. A 5 Hgdency component not included in
the signal model (with its amplitude selected as 20% of tléHk. oscillatory component) and a
measurement noise (with a signal to noise ratio of 20 dB) ddea@ as disturbences in the mea-
sured input signal to test the filtering performance of tigpathm against undesired frequency
components. The resulting signal, shown in Fig. 4.17, islwesean input for the estimator.
The aim of the estimation algorithm is to extract the desfrequency components (the two
oscillatory modes in this case) in spite of the measuremeiserand undesired low-frequency
component in the input signal.

0.6 1

input [pu]
© o 9
w N W

<
o

time [s]

Fig. 4.17 Input signal with two oscillatory modes for sintida.

To appreciate the advantages of the improved algorithm wvatiable forgetting factor, the
performance of two conventional RLS algorithms with fixedgfetting factor is also included.
The parameters for the variation of the forgetting fact@ enosen as,, = 0.9997, A\, =
0.9497 andm,, = 0.03 s. For the conventional RLS algorithm, a value)of= 0.9997 and

A = 0.9975 which corresponds to a steady-state bandwidth of 0.2 Hz &e] Bespectively, are
considered. The performance of the estimators to extracbsisillatory components is shown
in Figs.[4.18 {4.79. The conventional RLS algorithm withHgg)\ is characterized by a slow
transient response and good steady-state filtering (sgecgraes in Fig[ 4.118). On the other
hand, the conventional RLS algorithm with lowermproves the transient response, where the
steady-state filtering performance is compromised as itbeaabserved in the estimates (see
gray curves in Figl_4.19). By using the proposed algorithrthwariable\, a fast transient
response without reducing the steady-state filtering pedoce is achieved (see black curves
in Figs[4.18 | 4,19). It can also be seen from the obtainadtssthat the measurement noise and
the non-desired 5 Hz oscillation component are effectifigred by the estimation algorithm.
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0.2

0.1 1
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-0.1 A
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time [s]

Fig. 4.18 Estimation of first (top) and second (bottom) dstwly components using RLS algorithm
with variable\ (black) and fixed forgetting facton = 0.9997 (gray).
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0.1 1

I:'osc,l [p u]
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Posc,2 [pu]

time [s]

Fig. 4.19 Estimation of first (top) and second (bottom) dstwly components using RLS algorithm
with variable) (black) and fixed forgetting facton = 0.9975 (gray).
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A final set of simulations is performed considering an ingghal like the one depicted in
Fig.[4.17. For this simulation, it is assumed that the povsailiation shown in Figl4.17 is
damped by a shunt-connected FACTS controller installechénpgower system. The aim of
this simulation is to investigate the dynamic performantthe proposed estimator when the
characteristic parameters of the input signal such as igitude, phase and frequency change
in time due to POD action. Moreover, the initial oscillatibequencies are assumed to be 0.7 Hz
and 2.0 Hz, which represents an errorgf.3 Hz from the actual values to test the frequency
adaptation mechanism. For comparison, the performandesaftproved RLS algorithm (i.e.,
with variable\ and a frequency adaptation) together with the conventiBh& algorithm (i.e.

a fixed forgetting factor) = 0.9997 and without frequency adaptation) is presented.

The variation of\ and estimation of the oscillation frequencies for the inveRLS algorithm

is shown in Fig[[4.20, whereas the performance of the coiomaitand improved RLS algo-
rithms is presented in Fig. 4.21. Observing the results fteerconventional RLS algorithm, the
estimation is not selective as indicated by the existenecearé than one frequency component
in the estimate of each oscillatory component (see plon&)g.[4.21). The slow and inaccu-
rate estimation can be noticed from the mismatch betweeimphe signal and its estimate (see
plot (b) in Fig.[4.21). On the other hand, the improved RLS&tHm (see plots (c) and (d) in
Fig.[4.2]) provides accurate estimation of the desiredlasmiy modes despite the presence of
disturbances, modeling error and changes in the paranwétdrs input signal.

0.98 1

Al

0.96 -

[Hz]
o

(0]

1 fJ/_/_/—"
2 4 6 8 10 12
time [s]

Fig. 4.20 Variation of parameters of improved RLS algorithifap: variation of forgetting factor; Bot-
tom: estimate of the first oscillation frequency (black) aadond oscillation frequency (gray).
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Fig. 4.21 Estimation of oscillatory modes using improved aonventional RLS; (a) estimate by con-
ventional RLS for oscillatory component 1 (black) and 2 yyr#b) input signal (gray) and its
estimate by conventional RLS (black);(c) estimate by impbRLS for oscillatory component
1 (black) and 2 (gray); (d) input signal (gray) and its esteray improved RLS (black);.
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4.4.2 Seguence and harmonic components

In this section, estimation of harmonic and sequence coegsnn a three-phase system using
the improved RLS-based algorithm will be described. Whengtid voltage is unbalanced (for
example, due to unbalanced loads or unbalanced faults)Ha B@gative-sequence component
exists in the grid voltage and a fast estimation algorithmesded to separate the negative-
sequence component for control or synchronization pupggg|45]. Assuming that the zero-
sequence component in the measured signal can be negldgedmplex grid voltagggﬁ in

the stationaryx5 coordinate system can be written as the sum of its positind-reegative-
sequence components as

e2?(t) = E ()’ + B, (t)e /%0 (4.34)

Calling the grid frequency with 0,(t) = wt, E, and E, are the positive- and negative-
sequence component phasors, respectively. Thereforepddel in [4.35) can be used to set
up an RLS algorithm as described in Secfion 4.2.3 (inclutegmodifications in Sectidn 4.3)

to estimate the positive and negative-sequence comporteartshis particular case, the state
vector to be estimated and the observation matrix are gisen @.36) and[(4.37), where the
updates are performed recursively adin (4.10) - (4.13).

P (k) = B, (k)e’*® + B, (k)e%® + d(k) = ®(k)h(k — 1) + d(k) (4.35)
h(k) = [ E (k) E,(k)]" (4.36)
B (k) =[ /%0 ik | (4.37)

For a constant grid frequency with nominal value= wy, the estimator’s steady-state fre-
guency response is shown in Hig. 4.22 (left) for the posiigguence component, where a gain
of 1 pu and a phase of)° is achieved at the estimated frequency compongntSimilarly,

for the negative-sequence component, a gain of 1 pu and & jpifia® is achieved at the de-
sired frequency-wy. A typical example, where the sequence estimation can be isse a
phase locked loop (PLL). The PLL estimates the phase of tlséiy®-sequence grid voltage
6, [46][47]. The block diagram for this application is shownFRig.[4.22 (plot b), where the
frequency output of the PLL can be fed back to the sequencaast to make the sequence
estimator frequency adaptive.

Consider now the case of a distorted grid voltage. Each haicroomponent appears at a fre-
guencynw Wheren represents the harmonic order, and its sign depends on &rtiethharmonic
is a positive or negative-sequence component. In genbammbdel of the grid voltagggﬁ is
given by [48]

eg”(t) = Ey(t)e" D + 3 " E, (1)’ %0 (4.38)
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Magnitude (dB)

-100 | v

~o.f3 k
ohy Sequence [ > gg,n( ) ~
T §g (k)4> Estimator bLL ('L)
~of 7] —0,
gg,}?(k)
(b)

Phase (deg)

10 10° 10° 10"
Frequency (rad/sec)

(a)

Fig. 4.22 Sequence estimation (a) Bode diagram for posstaggience component estimation; response
for the positive frequency (solid), response for the negdiiequency (dashed); (b) Block di-
agram of RLS-based sequence estimator with a PLL for synchation and frequency adap-
tation of the sequence estimator.

whereE,,  represents the'™ harmonic phasor and, is the fundamental frequency phasor. The
RLS algorithm as described in Section 412.3 can be set up thenrmodel in[(4.39) where the
state vector and observation matrix are givenby (4.40) drHl].

N
2P (k) = B, (k)%™ + 3" E, (k)e"%® 1 d(k) = @(k)h(k — 1) +d(k)  (4.39)

=g

h(k)=[E,(k) E, (k) .. E, (k) " (4.40)

=nN

B(k) =[ eilst) eimstk) . einnbalk) | (4.41)

For a balanced three-phase system, each harmonic compuitieagpear as either positive or
negative-sequence component[in (4.38). For an unbalaras®] both positive and negative-
sequence components could exist for each harmonic ordguding harmonic orders at multi-
ple of three) and the model in_(4]38) should take that intcsm®ration. When needed, the dc
component which is typically present in the measured sgyreah also be estimated by including
a zero-frequency component in the model.

As the same grid angle is used in both the sequence and harestimation algorithms, the

PLL structure used in Fig. 4.2 (right) can be used to reaifeequency adaptive estimator.
The model in[(4.34) {{4.37) can be obtained frém (4.38) -I¥bly settingn; to -1 and 0O for

1 = 1 andi # 1, respectively. To find the parameters of the estimator, thguency content

of the input signal and the required estimation speed shmeilconsidered. For this particular
application, with a sampling tim&, = 0.2 ms, the steady-state forgetting factqQg = 0.9686
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4.4. Application examples on signal estimation

corresponding to a bandwidth of 25 Hz is chosen. For fastteah performance, the transient
forgetting factor\y = 0.6859 corresponding tey, = 250 Hz andn,, = 0.01 s have been
selected.

To evaluate the performance of the improved RLS-based rddtitoestimation of sequence
components, an unbalanced fault with a phase jump is apiedthree-phase grid voltage
and the estimator's performance is shown in Fig. 4.23. Asré¢iselts indicate, the sequence
components are estimated quickly and properly followirgfult, which verifies the validity
of the estimator. The simulation is repeated to estimatmbaic components. In this case, a
0.15 pu5t" order harmonic component and a 0.1ptorder harmonic component are applied
to the three-phase voltage at 0.02 s and again the effeetigesf the estimator can be observed
from the results in Fid. 4.24.

T
NG

(b)

6, [pul
o

Idl [pu]
o
(&)}

0 0.02 0.04 0.06 0 0.02 0.04 0.06
time [s] time [s]

Fig. 4.23 Sequence estimation for unbalanced fault witrsphamp; (a) grid voltage, (b) estimation
error, (c) positive-sequence component and (d) negatigeence component. Dashed: Mag-
nitude of sequence component phasor.

49



Chapter 4. Signal estimation techniques

(a) (c)

e, [pul

6y [PU]

0.015 0.02 0.025 0.03 0.035 0.015 0.02 0.025 0.03 0.035
time [s] time [s]

Fig. 4.24 Harmonic estimation in distorted three-phas¢agd; (a) grid voltage, (b) fundamental com-
ponent, (c)5" order harmonic component and (¢f)* order harmonic component. Dashed:
Magnitude of harmonic component phasor.

4.5 Experimental Verification

To validate the results obtained via simulation for the ioved RLS-based estimator, experi-
mental tests have been performed in the Power System Lalppedtthe Department of Energy
and Environment at Chalmers University of Technology. lis gection, a description of the
laboratory setup will be shown and experimental resultsstimation of low-frequency oscil-
lations, sequence and harmonic components will be predente

4.5.1 Laboratory setup

Two separate laboratory setups are used for the tests irsélstson. The schematic of the
first setup to test estimation of low-frequency power oatiins is shown in Fid, 4.25, while
Fig.[4.26 shows a photo of the actual setup. The system ¢s$is 75 kVA, 400 V synchronous
generator connected to a stiff AC grid through a transmiski® model. Faults can be applied
to the transmission system using the contactor (CT) to efeat-frequency electromechanical
oscillations in the power output of the synchronous geoerdihe transmission line model is
a down-scaled version of an actual Swedish 400 kV transamssistem with the model rated
400V, 50 Hz. The model consists of six identi€htections, each constituted by a series induc-
tor L, of 2.05 mH and two shunt capacitar§ of 46 uF, and represents a model of a portion of
150 km of the actual line. A picture of the generator systefmctvmodels an accurate model
of the Harspranget hydro power plant situated by the Lwlerrin northern Sweden, is shown
in Fig.[4.26. The synchronous generator is driven by an 85 k@vhiotor. A flywheel is cou-
pled to the shaft between the DC motor and the generator &tlgermodel similar mechanical
behavior as the actual power plant/[49].

The schematic of the second setup to test estimation of sequand harmonic components
is shown in FigL.4.27. In this case, the AC grid is connected & kW three-phase resistor
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Rn9Ln Rn9Ln Rn’Ln
i L e L
AC grid T Cﬂ__L_ - CH__L_ __L_Cn Synchronous
L 4 = = et = = Generator

Fig. 4.26 Photo of the laboratory setup consisting of thdagnransmission line model (left) and the
generator system (right).

(denoted as “Load 3” in the figure) through the transmissioa inodel. Different voltage dips
at the measurement point can be generated by controllingati@actor CT2 and the value of
the Load 2 impedance for each phase. Furthermore, a naar-lioad constituted by &0 2
resistor (denoted as “Load 1”) connected to the mains thr@udjode rectifier {4 = 300 mH,
Cq = 300 uF) can be inserted by closing the contactor CT1. The invas@RLS algorithm is
implemented in a control computer with a dSpace 1103 bodi}] {#hich can be programmed
using C-code or Matlab/Simulink.

4.5.2 Estimation of low-frequency power oscillations

In order to create a power oscillation in the system, a tiptegese fault has been applied in the
middle of the transmission line with a fault clearing time2&%0 ms using the contactor CT in
Fig.[4.25. The measured output active power from the gemepét), as shown in Fid. 4.28, is
then used as an input to estimate the low-frequency eleettbamical oscillation component
that occurs in the transmitted power following the fault. gkown in Fig[4.28, the measured
signal contains noise and high frequency harmonics to estdbustness of the estimator in
disturbed conditions. The actual oscillation frequencyhef measured signal in Fig._4128 is
close to 0.42 Hz. This low oscillation frequency highligtite importance of the adopted me-
thod, since the classical approaches (using lead-lag lfiltes or low-pass filters, see Fig._3.6
and Fig[4.%) would require low bandwidth, resulting in auetibn in the estimation speed. The
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Loadl

Fig. 4.27 Single line diagram of the laboratory setup forusgge and harmonic estimation.

parameters for the improved RLS algorithm are chosen baséueadiscussion in Sectign 4.3.
0.25 I

021 I
0.15 A1 L

2 4 6 8 10 12
time [s]

power [pu]

Fig. 4.28 Measured transmitted active power from the gdoera three-phase Fault is applied and
cleared after 250 ms.

The improved RLS algorithm as described in Secfion 4.3 usesiable forgetting factor and a
frequency adaptation mechanism. When both are used togtttheariation of\ and adaptation
of the oscillation frequency from the initially assumeduebf 0.80 Hz is shown in Fig. 4.P9.
In order to appreciate the impact of each feature, two sépteats are made. The first testis a
comparison of the RLS algorithm with fixed forgetting facémd variable forgetting factor (see
Fig.[4.29 for variation of\), where the actual oscillation frequency is used in thevestion.
Figure[4.30 shows the dynamic performance of the two estirmaf\s the results in the figure
show, the estimation with variable forgetting factor isw&st immediately after fault clearing.
As expected, the use of fixed forgetting factor works in thmeavay as the LPF-based me-
thod, where the speed of estimation is limited by the osmitefrequency. This can be seen by
comparing the estimated signals with the input signal in[&ig0.
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1
= 0.951
<
0.9 1
0.8 | : ‘ ‘
. 071
N
=z,
9 0.6 1
o
3
0.5 1
0.4 ‘ ‘ : :
2 4 6 8 10 12

time [s]

Fig. 4.29 Improved RLS-based estimator; Variation of fatigg factor A (top) and estimate of oscilla-
tion frequencyw,s. (bottom).
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(a)

P, [pu]

(b)

P . [pul

p/p, [pu]

2 4 6 3 10 12
time [s]
Fig. 4.30 Estimation with accurate knowledge of oscillatioequency; (a) estimate of average com-
ponent with fixed\ (black dashed) and variable (black solid); (b) estimate of oscillatory

component with fixed\ (black dashed) and variable(black solid); (c) input signab (gray),
estimated signal. with fixed A (black dashed) and with variable(black solid).
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The test is repeated with an initially assumed oscillati@yfiency of 0.80 Hz while the true
value in the measured signal is close to 0.42 Hz. The perfocmaf the improved RLS algo-
rithm with and without frequency adaptation is shown in B@1. As the results in the figure
show, the algorithm quickly estimates the different fregmyecomponents in both cases (see
plot c). The fast transient estimation is followed by theadie state estimation, where the oscil-
lation frequency is updated using the frequency adaptiochar@sm described in Sectibn 4/3.2
(see Figl 4.29 for the oscillation frequency update). Thisects the oscillation in the estimate
of the average component and any amplitude and phase efitwe g@stimate of the oscillatory
component (see plot a and plot b) resulting from wrong assiempf the oscillation frequency.
Note that a correct estimation of the phase of the oscijatomponent is a crucial point in
applications like POD. When the frequency adaptation islugg@roper estimation is achieved.

P, [pul

(b)

p/p, [pul

2 4 6 8 10 12
time [s]

Fig. 4.31 Estimation with variablé and 90% error in assumed oscillation frequency; (a) estmt
average component without frequency adaptation (blackethsand with frequency adapta-
tion (black solid); (b) estimate of oscillatory componerithout frequency adaptation (black
dashed) and with frequency adaptation (black solid); (puirsignalp (gray) and estimated

signal p, without frequency adaptation (black dashed) and with feegy adaptation (black
solid).
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4.5.3 Estimation of sequence and harmonic components

Using the setup in Fid._4.27, a first experiment has beenethout in case of unbalanced
voltage dips with the diode rectifier load disconnected ftbmgrid. To create the dip, CT2 in
Fig.[4.2T has been closed for phasenly att = 0.02 s. The resistance value for Load 2 is
set t00.01 €. The grid voltage at the measurement point is depicted inZ&RR (top plot). As
shown, due to the sudden insertion of the additional loa& ptimse: voltage is almost zero
after closing CT2. The three-phase voltage is used as ioghetestimator. Observe that even
if the grid frequency does not change significantly durirgytést, a PLL has been implemented
to track the grid frequency from the estimate of the posiigguence fundamental voltage (see
Fig.[4.32, bottom plot).

e_[pu]
o

50.5 1

o [Hz]

50

49.5 w \ ‘ ‘
0 0.02 0.04 0.06 0.08 0.1
time [s]

Fig. 4.32 A three-phase grid voltage input signal for the RisBmator (top plot) and estimate of grid
frequency from PLL (bottom plot).

With the same choice of parameters as in Se¢tion}4.4.2, terpeance of the RLS algorithm
to estimate sequence components from the measured grédjeejtare shown in Fid. 4.33. The
effectiveness of the proposed algorithm in estimating #tpience voltage components can be
easily seen from the figure, where the estimation error dpmbdnverges close to zero in about
0.0025 s.
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Fig. 4.33 Sequence estimation in three-phase system usingroposed method; (a) positive-sequence
component (b) negative-sequence component (c) estimatiam; Dashed curves represent
magnitude of sequence component phasors.

A similar test is then performed by also applying a step irh#@@nonic content of the measured
grid voltage by closing CT1 in Fig. 4.27. At the same time, Eabeed three-phase voltage dip
with an associated phase-angle jump is applied by closintactor CT2 with a Load 2 resis-
tance of8.9 (2. The resulting voltage waveforms are depicted in Eig.]4t8@ plot). The same
figure also shows the estimated fundamental compon&ritarmonic and the estimation error.
Here, the RLS algorithm is used to estimate onlyifiend7™" order harmonic components in
the measured signal. As shown in the figure, the fast estoimati the algorithm is shown by
a rapid reduction of the estimation error following the dipe small oscillations visible in the
steady-state estimation error are due to the harmonic coem® not included in the model.
Observe that the transient in the estimaicharmonic component after the closing of CT1 is
due to the dynamics associated with the dc capacitor of tiaediectifier.
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Fig. 4.34 Harmonic estimation in distorted three-phas¢age!; (a) A three-phase grid voltage input

signal for the estimator (b) fundamental component,5{&)order harmonic component (d)
estimation error; dashed curves represent magnitudeiofasd phasors.

4.6 Conclusions

In this chapter, an estimation algorithm based on an imt&LeS algorithm has been described
in detail. First, a LPF-based estimation algorithm has ba#escribed and compared with a
conventional RLS-based estimator. The problem of the L&et method when high speed
of response is required has been highlighted. To obtainteefsnator with good frequency
selectivity, the RLS algorithm has been modified using \deidorgetting factor and frequency
adaptation. With this method, a fast and selective estongierformance of the algorithm has
been obtained. The application of the algorithm has beaenshar estimation of low-frequency
electromechanical oscillations as well as estimation aflwaic and sequence components both
in simulation and experiment. The results in this chaptdirlve applied for controller design
in the coming chapters. Estimation of harmonics and sequenmponents will be used to
design a current controller for converters that operatastoded grids in Chaptéd 5, whereas
the estimation of low-frequency power oscillations will lieed for design of a POD controller
in Chaptef®.
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Chapter 5

Overall controller for shunt-connected
VSC with energy storage

5.1 Introduction

In this chapter, the overall control structure for the E-$T®M connected to a three-phase
grid will be described. First, a cascade control systemedbas an inner vector-current con-
troller and various outer-control loops will be derived amélyzed. Modification to the current
controller to deal with disturbances from harmonics andalarticed grid conditions will be dis-
cussed. Secondly, an alternative control approach for {8647 COM to mimic the behavior
of a synchronous machine will be described. The performaheach control structure will be
validated through simulation and experimental verifiaatio

5.2 System layout

The main circuit scheme of a two-level Voltage Source CarvelySC) with energy storage
connected to a grid through an L-filter having inductardgeand resistance?; is shown in
Fig.[5.1. The grid is represented by its Thevenin equivakétit voltages at the connection
point egq(t), egn(t) andegc(t). The grid inductance and resistance are denoted bgnd R,,
respectively. The VSC injects three-phase currents ddrimté,(¢), in (), it (t) to the grid.

The valves in the phase-legs of the VSC (usually Insulatdd Bigolar Transistors, IGBTS) are
controlled by the switching signalsu,(t), swp(t) andswc(t). The DC-link voltage is denoted
by uqc(t). Whenswy(t) is equal to 1, the upper valve in phase a is turned on whiledWer
valve in the same leg is off. Therefore, the potentigl¢) is equal to half of the DC-link
voltage,uqc(t)/2. Similarly, when the switching signal is equaltd, the upper valve is off and
the lower one is on and, thusg,() is equal to—uqc(t)/2. To obtain the switching signals for
the VSC, Pulse Width Modulation technique (PWM) has beeptatb[51]. An energy storage
is connected on the DC side of the converter to give the VSCdpebility of injecting active
power.
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Fig. 5.1 Main circuit of three-phase two-level E-STATCOMoected to the grid.

5.3 Classical cascade controller

The most common control structure for a VSC consists of aerimector-current controller
and different outer-control loops. This structure is namedsical cascade controlldrereafter
and the overall control block diagram is shown in Higl 5.2tHis scheme, a Phase-Locked
Loop (PLL) is used to track the grid voltage anglg for coordinate transformation [47]. See
Appendix[A for the adopted transformation from three-ph@ses and o to dq reference-
frames and vise versa.

Outputs from the control system are the PWM signals, sw;,, and sw.. To generate these
signals, the following will be performed.

1. Various signals such as the grid voltages, filter curié@slink voltage and active power
flow in the transmission systen®(.,) are measured and sampled at a rate/@t, where
T, is the sampling time.

2. After coordinate transformation, the reference cus@mput to the current controller are
calculated in the different outer control blocks. The caterevoltage reference, which is
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5.3. Classical cascade controller

the output of the current controller, will then be conveffirenn the rotatingig-coordinate
system to the stationary3-coordinate using the transformation angjék) + A, where
A6 = 1.5wnTsis a compensation angle (calculated using the nominal grgliencywy)

to take into account the half sample delay introduced by igeretization of the measured
guantities and one sample delay introduced by the computathe delay/[52].

3. From the three-phase converter voltage referencesw«(;,, u;.), the duty-cycles are cal-
culated in the PWM block and the switching pulses are serte¢d/SC valves.

Rran(k) ——
Uge (k) ———— outer | i{"(k)
»| controllers
o (k) >
PLL
e, (k) — .
bc a >
ep(k) ¢ ey (k) _|op ¢'(h) | current
- | dq > controller
k
e,(k) / ap _
. 0, (k)
lfa(k)
> d
i) |7/ i) Jap it (k)
. T S dq
A 0,(k)+A0
u;(k) £
S abc/| . dg*
to the VSC u, (k) u, (k) |ap | u.' (k)
PWM = < i
sw,(k), sw(k), sw,(k) i (k) 5 q
: cC a

Fig. 5.2 Overall block diagram of the classical cascadedrother for E-STATCOM.

5.3.1 \ector-current controller

A number of control strategies for grid-connected VoltagarSe Converter (VSC) are available
in the literature [5B][54][55]. Among the different methgé synchronous-frame Proportional-
Integral (PI) current control, designed using the intemaldel control approach, has the ad-
vantage of simple implementation and robust performanddeal-grid conditions/ [56]. This
method is used in this work to design the current controbetlie E-STATCOM.

For a VSC connected to a grid with voltagg at the connection point though a filter with
inductancel; and resistanc&; as in Fig[5.B, the filter currert dynamics are expressed in the
stationarya 5 reference-frame as

LS i () = w2 (1) — €2°() — Reif” (1) (5.2)
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Fig. 5.3 Single line diagram of a VSC connected to a grid tghoa filter.

whereu, is the converter output voltage. By using the grid voltaggl@f,, the expression in
(5.1) can be rewritten in the synchronatisreference-frame as

Li—ig"(t) = ud®(t) — eg?(t) — jwnLeig"(t) — Ry (t) (5.2)
wherewy = df,(t)/dt represents the nominal grid frequency. If the PLL is synolzed with

the grid voltage vector, thé andg components of the current represent the active and reactive
currents injected to the grid, respectively. The purposthefcurrent controller is to indepen-
dently control these currents. For the dynamical modéLiB)(®ising the internal model control
approach([55][56], the PI current controller in continudiuse is given by

Wit (t) = efo(t) + jon Ll (1) + aceLe (1) = (1)) +

ot
acelte [ (if"(7) = if*(r) ) dr
0

(5.3)

where o, represents the desired closed-loop bandwidth of the duc@mtroller. Using the
estimate of the filter inductance and resistance, the ptiopat and integral gains of the PI
controller are given byv..L; anda.. R, respectively. The cross-coupling between drend g
filter currents is easily compensated in steady-state. 8-feevard of the grid voltage is also
included for a good dynamic performance of the controllethe notations, the superscript ™*”
denotes a reference signal.

In ideal grid conditions with perfect cancellation of thess-coupling term and treating the
VSC as a linear amplifien, = u), the closed-loop transfer function from reference to alctu
signal results in a first-order low-pass filter with a cutfofiguencyo... as

{ijg; } - { i{? a(i ] {ijg ] (5.4)

S+aice

For real-time implementation, the controller n (5.3) ipeessed in discrete time using Euler’s
forward approximation as

it (k) = €f9(k) + jion Leif* (k) + el (1% (k) = (k) +
) % (5.5)
ae BTy Y (i (n) = if(n))
n=0
Although effective to derive the controller parameters,diesired closed-loop transfer function
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5.3. Classical cascade controller

in (5.4) is difficult to obtain in an actual system due to inarate knowledge of filter parameters,
converter voltage saturation and time delays [52]. In paldr, delays due to discretization and
computational time have a major impact on the system dyngeriormance when the VSC
is connected to a distorted or an unbalanced grid. A briedri@son of how to mitigate these
problems will be described in the following.

Inaccurate knowledge of system parameters

To deal with system parameter variations and disturbaram#s/e damping can be included
to the controller in[(55) [55]. This involves calculatiniget controller parameters assuming a
fictitious resistance (or active damping terR),) in the system. This will impact the value of
the total system resistance which is equakte- R,. The effect of additional resistanég will
then be compensated in the feed-forward term as

Wit (k) = (k) + (GonLe = Ra) i (K) + aceLe (57 (k) = () +

. k (5.6)
Qe (Re+ Ra) T3 (47 (n) — if"(n
(R R) T 3 (7 () i)
The value of the active damping term should be selecteduddreEven if a higher value would
provide larger damping to system disturbances, the inereaithe integral gain might lead to
instabilities when used in discrete controllers with nagligible time delays. Guidelines on
selection of the active damping term can be found_in [55].

Converter voltage saturation

The magnitude of the reference voltage for the convertet beiBmited based on the available
DC-link voltage magnitude. When the magnitude of the calimd reference voltage in (5.6)
lud? | is higher than the maximum converter voltage (..), the converter cannot provide the
required reference voltage. When this happens, the irttegrethe controller will not be able to

force the error to zero and this leads to an integration wpndo avoid this, the integral action
should be stopped during saturation or an anti-windup fanahould be added [57][56]. In this
work, the later is used, where the input to the integral gamaodified through back calculation.
With the anti-windup function, the current controller isgm by

wlr (k) = €la(k) + (jnLe = Ra) if(k) + acels (687 (k) = (k) )+

Olec <Rf + Ra> T, nXk:O <qu* (n) — L;M(,n) + Zglg}((ﬂ)) (5.7)

where the additional error input to the integral gaffi,and the limited converter voltaggfjfm
are given by

i24,k) = —— (ue (k) — 2 (b))

achf
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Chapter 5. Overall controller for shunt-connected VSC itlergy storage

Qgﬂim(k) = M min {qu (k)| ) Uc,max}

Grid voltage harmonics and unbalance

The current controller in (51 7) works as designed in ideial gonditions where the feed-forward

term provides a perfect voltage compensation. Howevehlenas arise in the presence of har-
monics or unbalances in the grid voltage. Due to the delaykardiscretization and compu-

tational time in the control system, a phase-shift existavben the actual and feed-forwarded
grid voltage. This phase-shift is properly compensateg @l the fundamental voltage com-

ponent using the transformation angle+ A6 in Fig.[5.2. In the presence of harmonics in
the measured voltags, this leads to a harmonic current flow between the VSC andriide g

Using the estimation method for sequence and harmonic coempe in Section 4.4.2, the basic
current controller can be modified to deal with disturbarioa® harmonics or unbalanced grid
conditions.

Direct feed-forwarding of the grid voltage as [n (5.7) andyiding an angle compensation of
A6 = 1.5w\T; for transforming the converter reference voltage to théastary a5 coordi-
nate will not reproduce the grid voltage accurately in theecaf harmonic disturbances and
unbalanced grid conditions. This is due to the fact that #renlonic components rotate with a
frequency different from the fundamental. In addition, tlegative-sequence components ro-
tate in opposite direction to the positive-sequence coraptsn Therefore, the harmonic and
negative-sequence components should be estimated andgleecampensation should be ap-
plied accordingly. For example, if the grid voltage contains harmonic orders®, 7%, 11",
13" and a negative-sequence component at fundamental fregidaacdo unbalanced voltages,
the grid voltage vector can be expresseddrtoordinate as

ed(k) = E (k) + E_(k)e=7?%®) + E,(k)e=7%%*) + B, (k)e?%%®) 4

(5.8)
By (R)e 712040 4 By ()l 200

whereLE;, E-, E,, and E,; represent slowly varying harmonic voltage phas@sandZ_,
are the positive and negative-sequence component voltaagos at fundamental frequency,
respectively. Using the model ib_(5.8), the voltage phasoesestimated using the improved
RLS-based estimator described in Chapier 4. Note that theoithe fundamental positive-
sequence component; in the PLL structure helps to avoid the impact of harmonicary
negative-sequence component in the grid voltage on thmatstd angle.

To compensate for disturbances from harmonics and unkedagred voltage conditions in the
case of a strong grid(, << L¢ in Fig.[5.3), the feed-forwarded voltage in (5.7) is modiféed

é1(k) = ®o(k)E(k) (5.9)
where the matrice®, andE are defined by
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o (k) =1 e I20s(k)+00)  —j6(Os(k)+A0)  j6(6y(k)+A0) o —j12(05(k)+A0)  o512(0s (k)+A0) ]

E(k):[E1(k) E 1(k) E5(k) E7(k) Eu(k) E13(k) ]T

On the other hand, for a weak connection point, where thegithge dynamics are affected
by the current injection from the VSC, a closed-loop contfdhe current may be required. For
this, the harmonic current phasors are estimated from treeehwd the filter current given by

i7(k) = L (k) + Ly (kF)e 7200 4 L (k)70 4 [ (k)0 4 (5.10)
5.10
Ly, ()e312009 - 1 (k)ei120s ()

wherel;, 1., I,, andl,; represent slowly varying harmonic current phasors. Theddr,
and/_, are the positive and negative-sequence component cutiasbs at fundamental fre-
guency, respectively. Using the estimated current phaad?scontroller can be used to control
the disturbances to zero. In this cage,|(5.9) will be modified

k
E(k) - (ahcfif + Rha> L.(k) — ane (Rf n Rha> 7.y ih(n)] (5.11)
n=0

with the harmonic phasciqq defined by

ih(k):[o l~71<k) L,)(k) L(k) Ll(k) L:«:(k) ]T

The termay,. represents the bandwidth of the closed-loop harmonic casgier andRy,, is

a small active damping term. As the harmonics can be treatesleady-state quantities, the
harmonic compensator bandwidth,. is chosen much lower than the fundamental current con-
troller bandwidthg... This choice of bandwidth also helps in the sense that thedaic com-
pensator will not affect the current controller performaiat fundamental frequency. Including
the harmonic compensation, where the feed-forward of tfmb\@ritageégq (k) is expressed by
(5.11), the controller in(517) is modified as

oo (R4 ) T3 (i) = i8900) + i)

wltt (k) = &9(k) + (jinLe = R ) (k) + e (i (k) — it (K)) +
(5.12)

The modification made to the current controller enables a karmonic or negative-sequence
current injection from the converter using a simple PI coligr avoiding the need for resonant
controllers [58][59] or adopting multiple reference-frasn[60][61]. For reference purpose in
later sections, the controller in(5.7) with a direct feedafard of the grid voltage is named the
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Chapter 5. Overall controller for shunt-connected VSC itlergy storage

conventional current controllewhereas the current controller with the harmonic compaémsat
included in the feed-forward term as in_(5.12) is namedhhemonic compensated current
controller.

5.3.2 Phase-Locked Loop (PLL)

For synchronization purpose in grid-connected VSCs, a RhLttacks the phase of the positive-
sequence voltage vector is typically employed. The PLL khbe robust against harmonics,
grid voltage unbalances and faults [44][46]. When fast Byowization is not needed, good
harmonic rejection from the PLL can be achieved by choositogyvébandwidth. For accurate
synchronization against grid voltage unbalances, theesemuestimation method described in
Sectiori4.4.2 and implemented in tiigreference frame can be used. The block diagram of the
PLL with the sequence estimation in tti¢-coordinate system is shown in Fig.5.4.

aff dq
e, (¢ ¢
LO» apf /| €. ()= Sequence 2% ()
dq Estimation 2 (1)
A algorithm | i 4
— o[ a0, Voo a0

>4 | controller " |integrator
e () g

Fig. 5.4 Block diagram of PLL.

For a voltage-oriented coordinate system, the PLL comrdiies to force the imaginary part
of the positive-sequence voltag? to zero. Therefore, the imaginary pagf () normalized to
the grid voltage is used as an angle ereg) (o setup the update of the grid frequencey éand
grid angle ¢,) as

ok +1) = o(k) + KiTeq(k)
(5.13)
O,(k +1) = 0,(k) + Tuo(k) + K, Tieqo(k)

With apy, representing the PLL bandwidth, the controller parametesalculated as [47]

o = €q /‘:gqp ’ Kp = ZCVPLL s Ki = al%LL
The selection of the bandwidth of the PLL is a trade of betweamonic rejection and speed
of response. When the sequence estimation is included iRlthe it provides a O pu gain

at the negative-sequence component and a smaller gainrabhiar frequencies. Hence, the
bandwidth of the PLL can be increased. For this applicatibe,parameters of the PLL are
chosen to have a bandwidth of 31.4 rad/s. Figuré 5.5 shows@ation of the PLL response
to a sudden phase-angle jump and single-phase fault. Asnsimative figure, the impact of an
unbalanced fault in the PLL performance is mitigated by gishe sequence estimator.
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Fig. 5.5 Phase and frequency response of PLL for a sudder pimgte jump at 0.5 s and single-phase
fault at 0.8 s; Top: three-phase grid voltage; Middle: Prexsgle jump (dashed), PLL phase
estimate with no sequence estimation (gray) and with sexuestimation (red); Bottom: PLL
grid frequency estimate with no sequence estimation (graghwith sequence estimation (red).

5.3.3 Outer control loops

As shown in Figl5.2, the current reference input to the aurcentroller is calculated through
outer control loops. The speed of these controllers is aflyicelected to be much slower than
the inner current control loop to guarantee stability. Fds teason, the current controller can
be considered infinitely fast when designing the parameieise outer control loops.

DC-link voltage controller

When operating the VSC, the DC-link voltage should be cdietlonithin allowable limits of
the nominal value. If only reactive power injection is usttek DC-link voltage control can be
achieved by controlling the active current reference aasvdrg a small active power from the
AC grid [62]. If an energy storage is mounted on the DC sidéeftSC, the control of the DC-
link voltage also depends on the control of the energy so2@e Among the energy storage
devices that can be integrated to the VSC are componentsasucdipacitors, supercapacitors,
batteries and superconducting magnetic coll [14][63]{@4le modeling of the energy storage
is outside the focus of this work and will not be considereghEor the performed simulations,
a constant DC voltage source is assumed to be connected Gtk of the VSC. On the
other hand, a DC generator with controlled output voltageoissidered for the experimental
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setup and this will act as the energy storage device. Fordhson, a DC-link voltage controller
is not implemented.

AC voltage controller

To control the magnitude of the voltage at the connectiontpan AC voltage controller using
reactive power injection is used. Injection of reactiverent at PCC results in a change of the
voltage magnitudé’, due to the variation of the voltage drop over the steadyestapedance
of the system at the connection poiit.. [62]. To derive the controller parameters, a simplified
block diagram of an AC voltage controller with droop contaslin Fig[5.6 is considered as an
example. The signal,, represents the steady-state voltage at PCC. If the inj@ztpdcitive
current to the grid is assumed to be a positive reactive oyrtee change in voltage magnitude
would be negative and hence the system is represented by afgaiX ...

AC Voltage Controller

> X 4:?—4 Eg(t)
+

Fig. 5.6 Simplified Block diagram of an AC voltage contraller

Using small-signal variations, the transfer functich,{) from the change in voltage reference
(AE;) to the change in PCC voltage magnitudeH) is given by

AE ~K. X
sl?) _ ve e (5.14)

Gvc(s) = AE;(S) S — ch (chc + m)

where K. is the integral gain angh is a droop constant. For perfect voltage control, the droop
must be set to zero. To obtain a voltage controller bandwadif,., assuming perfect knowl-
edge of the system impedan&g.. and no droop, the integral gain is calculated as

ch = _C(vc/chc (515)

The actual bandwidth of the voltage controller depends esyistem impedance and the param-
eter K. is usually calculated assuming the largest valu&'gf. corresponding to the smallest
short-circuit power at the PCCI[1]. The reactive curren¢refice for AC voltage control in the
linear region is by

if" (k4 1) = if" (k) + Ky Ty (E; (k) — Eg(k) + mif (k)) (5.16)

68



5.4. Virtual machine controller

If the reference reactive current is beyond the reactiveectitimit, controlling the PCC voltage
to the reference value cannot be guaranteed.

POD and TSE controllers

As explained in Chaptér 3, stability enhancement functerh as Power Oscillation Damp-
ing (POD) and Transient Stability Enhancement (TSE) cancheged by controlling FACTS
devices in response to power system disturbances. When&rfAECOM with the cascade
control structure in Fig. 512 is used for this purpose, tlypired reference currents for the inner
current controller are generated by the POD and TSE coetsoli detail derivation of the POD
and TSE controllers will be carried out in the next chaptetd\that the total current references
from the outer-control loops should be limited based on #timg of the E-STATCOM before
passing to the current controller.

5.4 Virtual machine controller

In the previous section, the classical cascade contradtsire for the E- ESTATCOM has been
discussed. An alternative strategy is to control the E-STBM so that the compensator mimics
the dynamic behavior of a synchronous generator [22]. Targrol scheme is here named
virtual machine controllerUnlike the vector-current controller structure, no detiec PLL is
required in this control method [65][66]. With the activewsr injection capability of the E-
STATCOM, the mechanical behavior of an actual machine camipéemented in the control
algorithm. For the specific application, this method all@avdirect control of the inertia and
damping that can be added to the power system [21]. As destitb Chaptef]2, the added
inertia and damping can increase the stability of the powstesn. After developing the control
method in this section, a discussion of how the stabilityhef power system can be enhanced
will be made in the next chapter.

The main circuit scheme of a two-level E-STATCOM conneciteé igrid through an L-filter
has been described in Section]5.2. The same device is coedidere and the control block
diagram is shown in Fid. 5.7. The various signals such asribdevgltages, filter currents, DC-
link voltage and transmitted power are measured and sarapkethtel /7. The control system
then generates the converter reference voltagj#, from which the PWM signalsw,, sw;, and
sw. Will be calculated similar to the case in Fig.}5.2. The datéthe algorithm for generating
u2?* from the input signals will be developed in the following.

The detail of a synchronous generator model varies greapgiading on the type of study to be
investigated and the classical model of a synchronous gtmdras been adopted in Chapter 2
to study power system stability. Similarly, the simplifieddel will be emulated through control
implementation of an E-STATCOM in this section. The claakgenerator model consists of
an internal generator voltag&) and dynamic rotor angle){) behind a transient impedance
(X)) as explained in Sectién 2.2.1. From a physical point of ytease quantities are similar to

69



Chapter 5. Overall controller for shunt-connected VSC itlergy storage
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Fig. 5.7 Overall block diagram of the virtual machine cotignofor E-STATCOM.

the converter voltage magnitudg,), the converter voltage anglé,j and the filter impedance
(X¢), respectively. The actual mechanical speed and rotoeafgiamics of the generatau,

J,) are emulated in the control of the E-STATCOM using the eiguadf motion as in[(2]1) to
generate their virtual counterparts,( 4,). The magnitude of the internal voltage of the actual
generator can be controlled through the excitation systgondvide auxiliary functions such as
terminal voltage control, reactive power control and damggiy PSS. These functionalities can
be similarly replicated in the virtual machine control aigfom by manipulating the magnitude
of the converter voltagdy.. Note that the subscript “v” in the various parameter detnd in
this section indicates that the described quantity isedl&d the virtual machine.

In an actual synchronous generator, the active and regotiwesr exchange of the machine
with the connected grid is controlled through variation lé totor angle and internal voltage
magnitude, respectively. Using the same principle, thiwaeind reactive power control of the
virtual machine will be described.

5.4.1 Active power controller
The electromechanical dynamics in the actual machine greesged through the equation of

motion as described in Chapfér 2 for the classical synchu®generator model. In the virtual
machine model, this is expressed similarly as

2H L Pref - Pinj - KDvwv

vV odt
(5.17)
déy __

o Wowy — Wo
The angled, represents the angular position of the converter voltagéovevith respect to a
reference frame synchronized with the grid and rotatingeatrestant frequency afy, in steady-
state.P,s and P,,; represent the reference and actual active power output tihenconverter,
respectively. Note that the reference active power of thi@ai machine controller is similar to
the input mechanical torque for the actual machine. Fipally, represents a damping coeffi-
cient added in the model to mimic the behavior of the mectamiamping term in the actual
machine. However, this term does not lead to losses as irageeaf the actual machine and the

value can be adjusted to get as much damping as needed in tietedngenerator system.

Using the equation of motion in(5.117) and the network powaw féquation, the active power
control of the virtual machine can be derived. The expres®o the injected power from the
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5.4. Virtual machine controller

converter,P,,;, depends on the converter voltage output and the paranuétérs transmission
network. Considering the system in Hig.]5.3 and neglectiegldsses in the filter reactor, the
steady-state power injected from the converter can be sgpdeas

E.E,sin(dy)

Pinj = Xf

(5.18)
where £, is the magnitude of the grid voltage and the virtual anglerepresents the angle
difference between the converter voltagg”) and the grid voltageggﬁ). To study the small-
signal oscillations around steady-state operating poaisiear model of the system can be
obtained as

Awy, 1/2H
{ A6, } + 0 g | APt (5.19)

d [ Aw, | _KDV/ZHV —KSV/QHv
dt A5v - wWo O

wherew, represents the nominal frequency of the grid and the syncting torque coefficient,
Ks, Is given by

dPyj  E.E4cos(dv)

Koo =
A, X;

whered, is the steady-state virtual angle. Note that the modeél I)zassumes a stiff grid and

the magnitude of the converter voltage is kept constant td&enthe synchronous generator in
the classical model. Fromh (5]18) aind (8.19), the transfectfan from the reference to actual

active power from the converter is given by

woKsv
APy SHVS Wr21
= j7e K T 3 5 (5.20)
APBet %+ SPrs+ 90mse 8% 4 20wy s + Wy

wheres andw, are the damping ratio and natural frequency of the syste 20y, respectively.
Using these definitions, the poles of the transfer functmmttie active power controller are
given by

—gwnj:wnvg2—1

Based on the dynamic behavior required from the emulatedrgtor, various parameters can
be determined using the relation

Kpy _ woKsy _ ,,2
s =Swn S =w, (5.21)

The damping ratio should be chosen to be positive in ordeetagositive damping to the
system. If0 < ¢ < 1, the poles become complex conjugates, representing aidgazscillatory
mode. The oscillation frequency in this case is given by thaginary part of the poles and the
system is characterized by an overshoot for a step in theerefe active power. ¥ > 1, the
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poles become real and negative and this results in nonladscyt damped response. When the
damping ration is equal to 1, the system[in (5.20) result®irbie real poles atw,. Increasing

¢ above 1 will result two real poles &t + /2 — 1)w, and(—¢ —+v/s? — 1)wy. In this case, the
smaller pole(—¢ + v/s%2 — 1)w, decides the overall dynamic response of the system. For this
reasong = 1 can be chosen to maximize the dynamic response of the acwergontroller

and this reduces the transfer function[in (5.20) to

APmJ w2
= = 5.22
APref (S -+ wn)2 ( )

Once the damping ratio is chosen, the selection of the ndtacuency depends on the required
dynamic response from the system. However, it can be urmaet$tom (5.211) and (5.22) that

the value of the virtual inertia to be implemented directifeets the speed of the controller.

Depending on the specific application of the compensatdrarpbwer system, the value of the
virtual inertia can be chosen [22].

5.4.2 Reactive power controller

The reactive power injected into the grid from the convefdgy;) can be controlled by manip-
ulating the magnitude of the converter volta@g, For this purpose, consider the steady-state
reactive power injection from the converter

E, [E. cos(6y) — Eg]

v (5.23)

Qinj =

Assuming a stiff grid as before and using (5.23), the changeactive power injection into the
grid is directly affected by the change in the converteragdt magnitude. If the parameters and
operating points of the system are accurately known, tregtetate reference reactive power
can be achieved by changing the converter voltage magnitudeen-loop fashion according
to the relation in[(5.23). However, a closed-loop contrmoiderequired to guarantee reference
tracking for varying operation points. Hence, an exampla active power controller is given

by

Ec<t) = KQC / (Qref - Qinj) dr (524)
0

Using small-signal variations, the transfer function frtita change in reactive power reference
to the injected reactive power is given by

RO _ 0o (5.25)
AC)ref s+ aQc

whereaq. is the bandwidth of the reactive power controller. To ackithe required bandwidth,
the integral gaink. is calculated using the relation
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_ Kqckb, cos(dyo)
Xi

aQc

Using the virtual angled(), converter voltage magnitudés() and the steady-state grid fre-
quency (), the reference converter voltage ouput{') to realize the virtual machine con-
troller is given by

QSB*(w — Ecej(wot+5v) (526)

5.4.3 Converter current limitation

The control method described so far in this section caleslétte converter reference voltage
based on the active and reactive power references and thiertemcurrent will be decided by
the power flow equations, as shown [n (5.18) dnd (5.23). Hewev current higher than the
rating of the converter might flow during transient condiscand a mechanism to limit the
current should be available in the control algorithm. In¢dbaventional cascade controller, this
is straight forward as the current reference to the inneeaticontroller can be easily limited.
Hence, one way to apply the current limitation in the virtoachine controller is to setup a
current controller that runs in parallel and works only wilea current from the converter is
above the current limit_[66]. Assume that the current cdigran the dgq-reference frame for
this purpose is given by

ul? () = () + jXpif(t) + aceLs i (1) — (1) (5.27)

wherea,. represents the required bandwidth of the controller. Urlile implementation of the
virtual machine controller, the controller in_(5127) needeference current input. If we assume
that the virtual machine controller i (5]26) and the curresntroller in [5.2¥) result in the
same converter voltage under normal conditions, the ruléh®required reference current to
apply the current limitation can be derived as [66]

B edwot+de=6) _ gda (o To — jX,)i%
jda — eg' + (Qcelr = j Xi)is (5.28)

achf

whered, is the angle from a PLL synchronized with the grid voltagenéts a current limitation
can be applied to the reference currentin (5.28) when thisrbes higher that its rated value.
In this case, the converter voltage using the limited refegecurrentd:?" ) is given by

A lim

wt# (1) = (efi(t) + Xt (1) + el |15 (0) — (1)) (5.29)

-8

Note that the current limitation algorithm is used only whka calculated reference currents
are beyond the current limit of the converter. In this cake, ¢onverter voltage calculation
switches smoothly froni (5.26) tb (5]29). During this cutrimitation interval, the demanded
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Chapter 5. Overall controller for shunt-connected VSC itlergy storage

converter voltage to enable the converter to work as a Vina&hine cannot be guaranteed and
the maximum current injection is instead prioritized.

5.4.4 Auxiliary control loops

The main control blocks in the virtual machine controllesci#bed so far are the active and
reactive power controllers. Based on the reference actider@active powers, the control al-
gorithm tries to change the virtual angle and converteraggdtmagnitude in an effort for the
converter power outputs to follow the references. The esfeg powers can be set in different
ways based on the requirement from the converter. Therefioeevarious functions that are
required from the implemented virtual machine can be addeti¢ main active and reactive
power controllers through additional auxiliary controbjgs and this will be briefly described
in the following.

AC voltage controller

The terminal voltage of an actual generator can be conttdheough variation of the field
current from the excitation system. The variation of theitation system in turn changes the
magnitude of the internal voltage so that the reactive pdiear from the generator varies to
control the terminal voltage. In the virtual machine coliénthis can be similarly implemented
by varying the magnitude of the converter voltadgk, As described in Sectidn 5.4.2, reactive
power control has been achieved by varying the convertéagelmagnitude. Assume that the
AC voltage controller is implemented in the virtual machamtroller instead of the reactive
power controller and the connection grid is representeddyhevenin’s equivalent with vol-
tage (£,,,) behind an impedanceXf,,) in steady-state. With the converter connected to the grid
though a filter with reactanc&’ as described in Fig. 5.3, the grid voltage magnitulg) (n
steady-state is given by

B, = /XLE2 + X?E2, + 2X; X BoEyp co5(0wt) / (X; + Xun) (5.30)

whered,; is the angle difference between the converter voltage aad'bievenin equivalent
voltage. It can be understood from_(5.30) that the grid \gd@tanagnitude can be controlled
by changing the magnitude of the converter voltage. Hena®nérol algorithm that ensures
reference tracking in steady-state can be given by

Eo(t) = K. / (E: — E,) dr (5.31)
0

whereFEy is the reference grid voltage. Based on the steady-statatopgpoint and parameters
of the grid, the value of the integral gaift,.. can be selected to achieve the required bandwidth
of the AC voltage controller.
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POD and TSE controllers

To achieve POD and TSE functions, the active and reactiveepéwm the VSC should be
controlled in response to power system disturbances. Emde achieved by modulating the
reference active and reactive power references in theavinachine controller similar to the
discussion in Sectidn 5.3.3, where the reference curreatmadulated instead. With respect to
the use of reactive power, the AC voltage controller couldised instead of the reactive power
controller in Sectiof 5.412. In this case, the required P@B BSE functions can be achieved
by proper control of the reference AC voltage.

5.5 Simulation verification

The performance of the two control strategies for the E-STBM, the classical cascade con-
troller and the virtual machine controller, will be invegited via simulation in this section.
Considering an ideal and a distorted grid, the performahtteecconventional current controller
and the harmonic compensated current controller will abssodmpared.

5.5.1 Vector-current controller performance

To test the performance of the current controller, the systed controller parameters are given
in Table[5.1. In the simulation, a constant DC-link voltageassumed and PWM is used to
generate the switching patterns for the VSC valves. Thechwig frequencyf, is equal to the
sampling frequency and is set to 5 kHz.

TABLE 5.1. SYSTEM AND CONTROLLER PARAMETERS

Grid voltage 400V =1pu
Grid current 40A=1pu
Grid frequency 50 Hz
DC-link voltage 650 V
Filter inductancel; 2 mH
Filter resistanceR; 6.2 M
Current controller bandwidthy,. 2500 rad/s
Active damping,R, 0.050202
Harmonic compensation bandwidth,.. 628.3 rad/s

Active damping for harmonic compensatidg,,  0.06252

First, the conventional current controller [n_(5.7) is slatad and Figl_5I8 shows the dynamic
current response for a step in the fundamental referép@eirrent with an ideal grid (no har-

monic distortion) and a distorted grid. For the distortedd gthe harmonic magnitudes in pu of
0.015, 0.01, 0.002 and 0.002 for the, 7**, 11" and 13" order harmonics, respectively, are
considered. The harmonic content is chosen to be of the sehee of magnitude as the ones
in the measured grid voltage in the actual laboratory seiugetshown in the next section. For
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Fig. 5.8 Simulated conventional current controller resgofor d-component (left) and-component
(right); (a, b) ideal grid and discrete controller, (c, dstdrted grid and discrete controller;
reference current (dashed) and actual current (solid).

the ideal grid, the discrete controller works as expectegl B8 plots a, b) with the required

bandwidth. The small overshoot observed in the currentorespis due to the delay resulting
from the discrete controller. In case of distorted grid, itijected currents will be affected by

low-order harmonics (Fig. 5.8 plots c, d). To show that thishjpem exists only in the discrete

controller, where a significant time delay exists, the cotiemal controller in[(5.7) has been

implemented in continuous time instead using the samertkstgrid and the results are shown
in Fig.[5.9. The continuous controller works as expectetiat any harmonic current injection

to the grid due to the absence of time delays in the controlempntation.

0.3 0.3
= 02 ! = 0.2
= ' 2
o . 0.1 _ 0.1
0 0
-0.1 -0.1
0 0.02 0.04 0 0.02 0.04
time [s] time [s]

Fig. 5.9 Simulated conventional current controller resgofor d-component (left) and-component
(right) with distorted grid and continuous controller;@efnce current (dashed) and actual cur-
rent (solid).

To evaluate the performance of the harmonic compensateeitwontroller in[(5.12), the same
grid as in the previous case which is distortedsdy 7", 11" and13*" order harmonics has been
considered. Figure 5.110 shows the dynamic performanceeofwtb controller structures. As
shown in the figure, the harmonic compensated controlldopas similar to the conventional
current controller on the fundamental current componénghe other hand, the harmonic cur-
rent components injected to the grid are controlled to zetb i half the fundamental period
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in the case of the harmonic compensated current contr8li@ilarly, to evaluate the impact of
unbalanced grid, a three-phase voltage with magnitudebagea, phase b and phase c set to
0.7 pu, 1 pu and 1 pu, respectively, is considered. A stepamdferencelq current is applied

at 0.04 s and Fid. 5.11 shows the dynamic performance of theational and harmonic com-
pensated current controllers. Again, the steady-statativegsequence current injection into the

grid is avoided with the harmonic compensated current otlaty which verifies the validity of
the control method.
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Fig. 5.10 Simulated current controller response with catieeal current controller (gray solid) and har-
monic compensated current controller (black solid)diapmponent current, (lgcomponent

current , (c)d-component harmonic current and @dromponent harmonic current; reference
current (dashed) and actual current (solid).
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Fig. 5.11 Simulated current controller responsedaomponent (left) ang-component (right) for un-
balanced grid; conventional current controller (graydodind harmonic compensated current
controller (black solid); reference current (dashed) astda current (solid).

5.5.2 Virtual machine controller performance

Considering a converter connected to a strong grid, theopaence of the virtual machine
controller described in Sectian 5.4 will be verified via slation in this section. For this, the
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parameters of the system are set similar to the one in TallleA5constant DC-link voltage
is assumed and a PWM scheme with a switching frequency of Si«kHged for the converter
control similar to the discussion in Section 515.1 .

Before testing the dynamic performance of the virtual maelgiontroller for a step in the active
and reactive power reference, the converter should be synized to the grid similar to the
case in an actual synchronous machine. This is achievedibg asvector current controller
and a PLL. Once the converter is connected to the grid with zarrent injection, the grid
frequency and angle outputs from the PLL will be used toahite the speed and angle of the
virtual machine controller, respectively.

The first test involves designing a virtual machine conéroficcording to the description in
Section[ 5.4 to verify if the design requirements are met im&-{domain simulation. For this
purpose, a damping ratio of 0.1 and a natural frequency @& El/s are chosen for the active
power controller, which yield¥(p, = 17 and H, = 3.38 s. For the reactive power controller,
the integrator gain is chosen &%, = 18.5 to get a bandwidth of.q. = 62.8 rad/s. For this
choice of parameters, the dynamic performance of the Vimahine controller for a step in
the active and reactive power reference is shown in[Eig] %4t can be observed from the
results, active and reactive power control are achievet thi¢ desired design requirements
through variation of the virtual angle and converter voltagagnitude, respectively.

(a) (b)

AS [rad]

time [s] time [s]

Fig. 5.12 Dynamic performance of the virtual machine cdhgrp(a) reference (gray) and actual (black)
injected active power; (b) reference (gray) and actualc@)linjected reactive power; (c) vir-
tual angle deviation; (d) change in converter voltage ntagei

As shown in the results in Fig. 512, the active and reactoxegy controllers work with a rea-
sonably small coupling between them. Hence with zero reaqower injection, the impact
of various parameters such &S,, and H, on the dynamic performance of the active power
controller will be investigated next. The first set of testperformed using a natural frequency
of w, = 12.6 and three different values of the damping coefficiénit, = [67.9, 118.8,169.8]
corresponding to a damping ratioof [0.4, 0.7, 1.0], respectively. The test is repeated using a
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damping ratio of = 1.0 and three different values of the virtual inertf, = [3.38,0.54, 0.14]
corresponding to a natural frequencywgf = [12.6, 31.4, 62.8], respectively. The dynamic re-
sponse of the active power controller for the various cadeswva step in the reference active
power is applied at 0.5 s is shown in Fig. 53.13.

(a) (d)

0.1

2 F 0.05 1 0.05
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Fig. 5.13 Impact of parameters on the active power controligected active power (plot a), virtual
speed deviation (plot b) and virtual angle deviation (pJovith w,, = 12.6 ands = 0.4 (gray
dashed)s = 0.7 (black solid) ands = 1.0 (black dashed); Injected active power (plot d),
virtual speed deviation (plot e) and virtual angle deviatfplot f) with¢ = 1.0 andw, = 12.6
(black dashed)w, = 31.4 (black solid) andw, = 62.8 (gray dashed); Gray solid curves
represent the injected active power reference.

As the results in Fig. 5.13 show, a higher damping ratio gavesell damped response. By
choosing a damping ratio close to 1, an overshoot in the resspof the injected active power
can be avoided. On the other hand, the choice of the nategéncy is a compromise between
response speed and emulated inertia. A higher choice ofitiueal frequency, correspondingly
a lower virtual inertia, results in a faster response. Hawehis could be a disadvantage if the
purpose of the converter is to provide some inertia suppatté power system. Based on the
requirement from the converter, the controller parametansbe selected.

A final test is made to investigate the performance of theialinmachine controller versus the
classical cascade controller. For this purpose, the aptiwer controller parameters are chosen
as¢ = 1.0 andw, = 62.8 rad/s whereas the bandwidth of the reactive power contrale
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chosen as. = 62.8 rad/s for the virtual machine controller. For comparisonirdegral outer
loop active and reactive power controller that gives a badthwof 62.8 rad/s is selected for the
classical cascade controller. The dynamic performanchefwo controllers for a step in the
active and reactive power reference is shown in[Eig.]5.14.

(a) (©)
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B
= 0.05 0.05
o
0 0
0.1 0.1
=
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0 0.05 0.1 0.15 0.2 0 0.05 0.1 0.15 0.2
time [s] time [s]

Fig. 5.14 Comparison of the virtual machine controller usrthe classical cascade controller; Injected
active power (plot a) and reactive power (plot b) using ‘@ttmachine controller; Injected
active power (plot ¢) and reactive power (plot d) using dad<ascade controller; Gray curves
represent reference power and black curves represent potuer.

The results in Fig.5.14 show that the two control structpreside the required power reference
tracking based on the design requirement. However, thaaltirhachine controller is slightly
slower for this choice of parameters, due to the fact thaattiwe power controller ir (5.22) is
a second-order system unlike the classical cascade dentrehich is characterized by a first-
order transfer function. If a similar performance as thesieal cascade controller is required
from the virtual machine controller, it can be achieved bysting the parametei®, and Kp, .
One advantage with the classical cascade controller isatih@liable control of the converter
current is possible during fast transients such as powdersytaults. On the other hand, the
virtual machine controller has the capability of providingrtia support to the power system,
where the added inertia valug/() can be calculated directly.

5.6 Experimental Verification

The obtained simulation results have been verified expertafly in the laboratory. A descrip-
tion of the setup together with the experimental resultslvglpresented in this section.
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5.6.1 Laboratory setup

A single line diagram of the actual laboratory setup for th&tg in this section is shown in
Fig.[5.15. The setup consists of a VSC system connected taCagrid. The grid voltage:,
contains about 0.015 @ii" and7'" order harmonics among others as shown in[Fig.]5.16, where
the FFT of the phase-to-ground voltage (phase a) is depicted

DC machine R, L,

_ A\ / 6 6 \ Y |

@ T A T ] 4 &
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650 V | orid
i optical wires
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Fig. 5.15 Single line diagram of the laboratory setup.
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Fig. 5.16 FFT of measured phase-to-ground grid voltage.

The VSC system consists of a two-level converter connectdioet AC grid though an L-filter.
The parameters of the laboratory setup together with thea@iéer parameters are the same as
the ones in the simulation in Sectionl5.5. The VSC is corgtbiiom a computer with a dSpace
1103 board [50]. The DC-link of the VSC is connected to a DCmvae rated 700 V and 60 A,
which gives the VSC active power injection capability. Temtinal voltage of the DC machine
is controlled to a constant value of 650 V and this has beed feeall the tests. Moreover,
PWM with a switching frequency of 5 kHz is used to generatepilises for the VSC valves.
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Fig. 5.17 Dynamic performance of vector-current controfier a step in current reference (dashed
curves); conventional current controller response decomponent current (plot a) and
g-component current (plot b); harmonic compensated curcemtroller response fori-
component current (plot ¢) andcomponent current (plot d).

5.6.2 Experimental results on vector-current controller

With the set up as in Fig. 5.115, the conventional and harmomncpensated current controllers
are tested and the dynamic performance of the two contsoftar a step in thelg current
reference is shown in Figs. 5117 and 5.18. The harmonic cosgted current controller has
been designed to set the& and 7" order current harmonics injected to the grid to zero. From
the FFT in Fig[5.1, it can be observed that the grid contatingr harmonics in addition to the
considered ones. Therefore, to see the impact of the hacrsompensation on thg" and 7"
order harmonic components, the FFT of the current responBigi[5.18 for phase a is shown
in Fig.[5.19. As it can be seen from the results, the harmomiopensated current controller
successfully removes thg" and7" order harmonic current injection to the grid.
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Fig. 5.18 Three-phase current controller response witlvarational current controller (top) and har-

monic compensated current controller (bottom).
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Fig. 5.19 FFT for phase a filter current when conventionatesurcontroller used (top) and harmonic

compensated current controller used (bottom).
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5.6.3 Experimental results on virtual machine controller

With the laboratory setup as in Fig._5l15 and the parametietieosystem as described in
Table[5.1, the performance of the virtual machine contrdtievarious parameter choices will
be verified in this section. First, the response of the cdletrfor a change in the reference active
and reactive power is tested. For this test, a virtual inetiH, = 3.38 and a virtual damping
constant ofKp, = 67.9 corresponding to a natural frequency of 12.6 rad/s and a chgmnatio

of 0.4 for accurate system parameters are chosen for the gcwer controller. Similarly, the
integrator gain is chosen d&,. = 18.5 corresponding to a bandwidth af,. = 62.8 rad/s for
the reactive power controller. For this choice of paransettre dynamic performance of the
virtual machine controller is shown in Fig._5]20. It can besedyed from the results that the
measured active and reactive powers follow the referenagsdon the design.
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Fig. 5.20 Dynamic performance of the virtual machine cdtrp(a) reference (gray) and actual (black)
injected active power; (b) reference (gray) and actuaklénjected reactive power; (c) vir-
tual angle deviation; (d) converter voltage magnitude;yGmalid curves represent reference
active and reactive power.

With zero reactive power injection, the impact of the cohparameters<p, and H, on the
dynamic performance of the active power controller will megistigated next. For three different
choice of the parameters, the dynamic response of the gmbwer controller for a step in
the reference active power is shown in Hig. 5.21. As the tesuodlicate, the damping in the
active power response of the implemented virtual machingatiacreases with a higher choice
of the parametelp,. On the other hand, a higher choice of the virtual inertialltesn a
slower response. This means that any additional inertiactiithe system from the converter
is achieved at a cost of reduced speed of response.

A final test is made to investigate the performance of theialnnachine controller versus the
classical cascade controller. For this purpose, the aptiveer controller parameters are cho-
sen askp, = 33.95 andH, = 0.14 corresponding to a damping ratio of= 1.0 and natural
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5.6. Experimental Verification

va [pu]

Ad [rad]

Fig. 5.21 Impact of parameters on the active power controligected active power (plot a), virtual
speed deviation (plot b) and virtual angle deviation (plowvith H, = 0.54 and Kp, = 33.95
(black dashed)H, = 0.54 and Kp, = 67.9 (black solid) andd, = 0.14 and Kp, = 33.95
(gray dashed); Gray solid curve represents referencecgubwer.

frequency ofw, = 62.8 rad/s for accurate system parameters. The bandwidth okttive
power controller is chosen ag,, = 62.8 rad/s for the virtual machine controller. The gray
solid curves in plot (a) and (b) in Fig._ 5]22 represent thdguarance of the virtual machine
controller for this choice of parameters. The reactive povestroller performs similar to the
simulation result in Fid, 5.14. On the other hand, the agimeer controller is characterized by
an overshoot unlike the simulation results in Fig. 5.14 sTikidue to inaccuracies in the esti-
mated parameters of the system resulting in the actual dhematio to be less than 1. To avoid
the overshoot, the damping term is increaseffty = 67.9 and the test is repeated. The black
solid curves in plot (a) and (b) in Fig._ 5]22 represent thdguarance of the virtual machine
controller for the new choice of parameters. In this casé liee active and reactive power
controllers perform similar to a first-order system with n@ishoot. For a fair comparison, an
integral outer loop active and reactive power controllat thives a bandwidth of 62.8 rad/s is
selected for the classical cascade controller and its dimpenformance is shown in Fig, 522
(plots (c) and (d)). It can be observed that the performarid¢heoclassical cascade controller
is similar to the simulation results obtained in Hig. 5.I#tHe classical cascade controller, the
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Chapter 5. Overall controller for shunt-connected VSC itlergy storage

fast inner current controller helps to mitigate the impafcsystem parameter error and grid
harmonics on the dynamic response of the power controllers.

(a) (c)

0.1

[pu]

F0.054 b
~

0.1

[pu]

= 0.05

Q

0 0.1 0.2 0.3 0.4

Fig. 5.22 Comparison of the virtual machine controller usrthe classical cascade controller; Injected
active power (plot a) and reactive power (plot b) using @frtmachine controller withkp, =
33.95 (gray solid) andKp, = 67.9 (black); Injected active power (plot ¢) and reactive power
(plot d) using classical cascade controller; Dashed cueg®sent reference power and solid
curves represent actual power.

By adjusting the parameters of the virtual machine cordrpdl similar performance to the clas-
sical cascade controller can be achieved without the neeghfinner vector-current controller
and the use of a PLL (see black curves in Eig. 5.22). Howekieruse of a current controller
and a PLL is necessary during fast transients like fault tmms$ where converter current needs
to be limited. The experimental results in this sectionfyehe validity of the virtual machine
controller as described in Sectidns|5.4 and 5.5.2.

5.7 Conclusions

The overall control approach for the E-STATCOM has beenrissd in this chapter. First, a
classical cascade controller that uses an inner vectoeraurontroller has been derived. Modi-
fications to the inner current controller to deal with grigrmonics disturbances has been pro-
posed. Next, an approach to control the E-STATCOM like a Bymr@ous machine has been
described. The performance of both control methods has Vwe@ied and compared through
simulation and experimental results. A detail descriptibtine auxiliary control loops using the
two approaches for POD and TSE will be discussed in the neajiten
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Chapter 6

Control of E-STATCOM for power system
stability enhancement

6.1 Introduction

In the previous chapter, the overall control strategy ferBERSTATCOM has been discussed. A
detailed description of the outer control loops for stéypinhancement such as POD and TSE
will be made in this chapter. Starting from a simple two-maehmodel of a power system,
the impact of active and reactive power injection on the oupower of the generators will be
carried out and control strategies for system stabilityagr@ement will be derived.

6.2 System modeling for controller design

A simplified power system model, as the one depicted in[Fl. i6.used to study the perfor-
mance of the E-STATCOM on the power system dynamics. Thestigeged system approx-
imates an aggregate model of a two-area power system, wheheagea is represented by a
synchronous generator [37]. The E-STATCOM is assumed tmheerted at arbitrary points
along the transmission line for analysis purposes. Evdrei&-STATCOM can be connected at
one specific point in the transmission line, a different aation point can be seen as a change
in system configuration between the two areas, for instdottewing a fault and a subsequent
disconnection of one of the parallel transmission lines.

As discussed in Sectidn 2.2.1, the synchronous genera®mmadeled as voltage sources of
constant magnitudé /s, Vg2) and dynamic rotor anglesd, d42) behind a transient impedance
(X41, Xgo)- The generators are connected through a transformer aadsntission line. Since
the frequency of the generators does not change signifycand the electrical transients extin-
guish quickly for the investigated transient stabilitydigs, it can be assumed that the system
is in steady-state from an electrical point of view, meartimag the transformers and transmis-
sion lines can be represented by their reactance valkigs K>, X1 and X1,) [26], where
the resistance values are ignored for simpler analytigalessions. As shown in SectibnR.4, if
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Chapter 6. Control of E-STATCOM for power system stabilibhancement

])(‘1 ]AX;J e .]‘XLZ ]X;2
Generator 1 L Generator 2
E-STATCOM

Fig. 6.1 Simplified two-machine system with E-STATCOM.

the mechanical damping in the generators is neglected yvéralbdamping for the investigated
system is equal to zero. Therefore, the model is appropgoatkow a conservative approach of
the impact of the E-STATCOM when used for stability studies: analysis purpose, the elec-
trical connection point of the converter along the transiois line is expressed as a function of
the parametes as

X1

=—"- 6.1
a X1+X2 ( )

where,
X, = X(,il + X +X , Xo= X(/ig + X2 + X1

To derive the system stability enhancement control allgoré in the following sections, it is
assumed that the control of the E-STATCOM consists of anratdatrol loop and an inner
current control loop as described in Chapter 5. The outetrabloop, which can be a DC-
link voltage, AC voltage or POD/TSE controller, sets theerehce current for the inner current
controller. The control algorithm is implemented in tliereference frame where a Phase-
Locked Loop (PLL) is used to track the grid-voltage angjlérom the grid-voltage vectot,.

By synchronizing the PLL with the grid-voltage vector, ieandg-components of the injected
current {¢ and:f) control the injected active and reactive power, respeltivt is assumed that
the outer control loop is a POD/TSE controller and the igdactive and reactive powers are
zero in steady-state. When designing a cascade contithiéespeed of the outer control loop
is typically selected to be much slower than the inner oneurantee stability. This means
that the current controll can be considered infinitely fasewdesigning the parameters of the
outer controller loop. Therefore, the E-STATCOM can be nedi@s a controlled ideal current
source, as depicted in the equivalent circuit in Eigl 6.2aftalysis purpose.

P P
R, B, o B
X, X,
Va4d,, r\) ifd"‘jig Vo ddy

Fig. 6.2 Equivalent circuit for two-machine system with EAFCOM.
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6.3. Power Oscillation Damping (POD) controller

The level of stability enhancement provided by the compemsdepends on how much the
active power output from the generators is changed by tleeteg current;. For the system
in Fig.[6.2, the change in active power output from the gdanesadue to injected active and
reactive power from the E-STATCOM is calculated as

APgl,P ~ _FPPinj (6.2)
APgQ,P ~ —(1 — FP)PmJ (63)
Vo1 Voo sin(d,10 — 0g00)a(l — a
APy ~ { a1 Vga sin( glOEQ 220)a( )} O (6.4)
g0
Vo1 Vi sin(d,10 — 0g90)a(l — a
APy~ _{ o1 Vo sin( g1%2 220)a( )} Qi (6.5)
g0

where AP, p, AP, p) and APy o, AP, q) represent the change in active power from the
corresponding generators due to injected active powgy) @nd reactive poweliCfi,;), respec-
tively. The constant'p, P,,; and@;,; are given by

Vg%(l — a)2 —+ val‘/YgQ COS((Sglo — (5g20)a(1 — CL)

I'p = (6.6)
Ego

P = Eyif (6.7)

Qinj ~ —Egoz? (6.8)

The initial steady-state PCC voltage magnitud&,j and generator rotor angles,{, d;20)
correspond to the operating point, where the converterigiémmode. It can be seen froin (6.2)
- (6.8) that the change in active power output from the ge@nesafor a given active and reactive
power injection from the E-STATCOM, depends on the locatbthe converter. as well as
on the amount of injected powePy;, Qi,;). As indicated from[(6J4) and_(6.5), the effect of
reactive power injection depends on the magnitude andttreof the transmitted power from
the generators. From observation of the impact of activeraadtive power injection on the
power output of the generators, the POD and TSE controker&8{STATCOM will be derived
in the next sections.

6.3 Power Oscillation Damping (POD) controller

The derivation of the POD controller from locally measureghals such as the PCC voltage
magnitude £,), PCC voltage phas#4) and power transfer between the two aregs,f) will

be made in this section. Using the simplified two-machinéesysas described in the previous
section, a stability analysis of the control method willcetee performed.
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Chapter 6. Control of E-STATCOM for power system stabilibhancement

6.3.1 Derivation of control input signals

As described in Sectidn 2.4.3 for a single-machine infibits-system, the active power output
of the generator should be modulated in proportion to thedpariation to provide damping.
However, the generator speed is not easily available atahgensator location and this re-
quires deriving a control input signal that provides anmate of the speed variation of the
generator. Using the estimate of the speed variation, thgutaiof the compensator (i.e., the
current references in the case of E-STATCOM) can be coettdth modulate the active power
output of the generator. Observifdg (6.2) - {6.5) for the difigpl system in Fig[6J1, it can
also be understood that the impact of injected active anctiveapower on the generator ac-
tive power output highly depends on the parametere. on the location of the E-STATCOM.
Hence, it would be beneficial if the derived control inputrgibto estimate the speed variation
of the generators contains information on the location efdbmpensator.

Consider the system in Fig._6.2, where the E-STATCOM s ie idlode. The variation of
various local signals at different E-STATCOM connectionnt® using the dynamic generator
rotor anglesd,, d,2) is given by

Ey = \/[(1 — a)Va]” + [aVia]” + 2a(1 — a) Vi1 Viga c0s(61 — 0y0) (6.9)
_ 1—a)Vlsin(<51—<52)

Oy = Ogo + tan™! ( = == 6.10

5 = Og2 T tan {(1 — ) Vg1 c08(0g1 — Oga) + aVigo (6.10)

Pt — ‘/gl‘/ZgQ Sin(5g1 — 5g2) (611)

X+ Xo

From small-signal point of view and under the assumption thea PCC voltage magnitude
along the lineE, does not change much, the derivative of the PCC voltage matmiphase
and transmitted active power are given by

dE 1— in(dg10 — 9,
d—g ~ — {a( al)‘/glvvg2 Sln( g10 gQO) } Wo [Awgl — Awgz] (612)
t Eqo
do
d—tg ~ prkogl + (]_ — FP)WQAng (613)

dPtran ~ {val‘/gQ COS(5g10 — 5g20>

p X T } Wo [Awgr — Awgs] (6.14)

where the constaritp has been defined in the previous section and the steadysststiEm
frequency is represented by. From the equation of motion in(2.5), the speed deviaticeach
generator fw,; andAw,s) is inversely proportional to the inertia constant of theresponding
generator {{,; andH,,) and the derivative of the PCC voltage phase can be estirfratedhe
speed deviation between the generators as
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6.3. Power Oscillation Damping (POD) controller

—+ (1 — FP)WO H

g2

d‘gg _ HnggQ F [Awgl — Awgz]
— N pPWo
dt ~ Hg + Hy H

gl
_ HyHy {Fp 1-T»
Hgl + Hg? Hgl Hg2

[Ang — Awgl] }
(6.15)

} Wo [Awgl — Awgz]

The derivative of the PCC voltage magnitude, phase andrrities! active power are all depen-
dent on the speed deviation between the generators andratielages as control input signals.
Moreover, the derivative of the PCC voltage magnitude arabpltontains information on the
location of E-STATCOM and this information can be exploitadhe POD controller design.
For the two-machine system in Fig. 6.2, the stability of thistem depends on the damping
provided on the speed deviation between the two generatars, = Aw, — Awge. There-
fore, the impact of active and reactive power injection o dynamics ofAw,;, should be
investigated to select the appropriate control input dgyfa POD. For discussion purposes,
the mass-scaled electrical location of the compensator Generator 1) is defined by

Hy(1—Tp)
M Hy(1—Tp) 4 Hplp (6.16)

The definition foray; is chosen in such a way that it will be close to the electrioahtion of
the compensatos, defined in[(6.11), when the inertia constant of the two geoesas the same.

If the use of active power injection for POD is consideredtfa system in Fid. 612, its impact
on the dynamics of\w,;, Using the equation of motion if_(2.5) is given by

6.17
2H,  2H, f (6.17)

dAwg12 . —APng Apggvp _ Fp 1— Fp E ’jd
it 2H,, 2H,, 0

To provide damping to the system regardless of the locafitimeocompensator, the POD con-
trol law for the active power injection is chosen as

i — 1 Ze (6.18)

where the constank’s is a proportional gain whose magnitude affects the levelashping.
Using the control law in[(6.18), the dynamics of the speedal®n between the generators
becomes

dAwg12 — K EgngngQ [ Fp 1— Fp

2
- A 6.19
dt PoHy + Hp) |Hy  Hyp } L0 et2 (6.19)

By choosing the gaiks < 0, positive damping can be provided. Choosing the derivatfve
the PCC voltage phase as the control input signal also haadventage of maximizing the
effectiveness of active power injection for POD. Obsena thihen the compensator is close
to the mass-scaled electrical midpoint of the line (@.g,~ 0.5), the damping provided is zero
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Chapter 6. Control of E-STATCOM for power system stabilibhancement

as shown by[(6.17) irrespective of the magnitude of actiwgguanjection. However, the use
of df,/dt as a control input signal ensures that the injected activeepds also zero at that
location. Moving away from the mass-scaled electrical midp the impact of active power
injection for POD increases and at the same time the magniatd), /dt increases.

Similarly, the impact of reactive power injection on the eymcs ofAwy, is given by

dAwglg _APgl,Q i APg27Q

dt 2Hy 2Hy 6.20
_ {‘/gl‘/gg sin(5g10 — 5g20)a(1 — a) } { 1 4 1 } 5 Z_q ( . )
B2 9H, = 2Hg, [ #f
The POD control law for the reactive power injection is choas
dP ran
if = Ko— (6.21)

where the constank’, is a proportional gain whose magnitude affects the levelawhping.
Using the control law in[(6.21), the dynamics of the speedal®n between the generators
becomes

dAwglg _ KQ |: FQ FQ

A 6.22
dt oH,, 2Hg2} 0Sg12 (6.22)

where the constant, is given by

[V Viea” sin (2[0g10 — J520)) a(1 — )
Iy = 6.23
Q 2Ey0(X;1 + Xo) (6.23)

By choosing the gaik( to have opposite sign to the constahy, positive damping can be
provided. The damping provided to the system due to reapiveer injection is maximum
at the electrical midpoint of the line (i.e. = 0.5) and minimum at the generator terminals
(i.,e.a = 0 anda = 1). As it can be observed fromh (6]12) and (6.20), the derieativthe PCC
voltage magnitude can be an alternative control input $ignaeactive power injection. Unlike
the derivative of the transmitted active power, the deneatdf the PCC voltage magnitude
depends on the location of the compensator and this can beipirtimize the injection of
reactive power at the generator terminals. However, thenlggncy ot/E,/dt on the voltage
controller offered either by the considered compensatatioer compensators installed in the
vicinity makes it not suitable to provide the required imf@tion about the speed variation
of the generators. On the other hadd®,,.,/dt provides a better information about the speed
variation between the generators and has been chosen asntinel input signal for reactive
power injection.

Even if the analysis so far has been made for a two-machirteray# can be easily reduced
to a single-machine infinite-bus system by settlfig ~ oc. In this case, injection of active or
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6.3. Power Oscillation Damping (POD) controller

reactive power will not provide any damping when the compéarss connected at the infinite
bus ¢ = 1 anday; = 0.5). Maximum damping by active and reactive power will be pdad at
the generator terminat (= ay; = 0) and electrical midpoint of the line(= 0.5), respectively.

6.3.2 Estimation of control input signals

As described in Sectidn 3.5, the derivative action ak ing)6ahd [6.2]1) cannot be used directly
in actual applications. Instead, using a fast, accurateaalagtive estimation of the critical
power oscillation frequency component as described in &gl an effective power oscilla-
tion damping for various power system operating points afsiTETCOM locations can be
achieved. For the reasons described previously, the dieevaf the PCC-voltage phase and
transmitted power should be estimated for controlling ttiva and reactive power injection,
respectively. The aim of the algorithm is therefore to eatarthe signal components that consist
of only the low-frequency electromechanical oscillatiorthe measured signals, and ;...

By using a PLL with bandwidth much higher than the frequerfdjne electromechanical oscil-
lations, the derivative of the PCC-voltage phase can barsaddrom the change in frequency
estimate of the PLLAQ, = df,/dt). Therefore, the low-frequency electromechanical oscill
tion component can be extracted directly from the frequerstymate of the PLL. On the other
hand, the derivative of transmitted power is estimated hyaekng the low-frequency elec-
tromechanical oscillation component from the measureaksj’,., and then applying a phase
shift of 7 /2 to the estimated oscillation frequency component. Whiteithvalid for the system
in Fig.[6.2, it should be noted that the phase-shift appbetti¢ estimated oscillatory component
should be tuned based on the selected control input sidgreahdwer system configuration and
the correlation between injected active and reactive paoviter the active power output of the
generators.

From the estimated control input signalg,,s. = dég,osc /dt and déran,osc /dt, which contain
only a particular oscillation-frequency component, thiemence injected active and reactive
current components{, i{*) from the E-STATCOM can be calculated to setup the POD con-
troller as in Fig[6.B. The term&» and K, as defined in the previous section, represent the
proportional controller gains for the active and reactiveent components, respectively.

~ ~ .d*

mg RLS 0‘)g,osc K lf
€, PLL estimator Q
—

. dg*

dPtran,osc .
P RLS Rran,osc n/2 dt K lf
tran estimator, phase shift Q
—

Fig. 6.3 Block diagram of the POD controller.
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Chapter 6. Control of E-STATCOM for power system stabilibhancement

6.3.3 Stability analysis

The mathematical model of the system in [Fig] 6.2 is develapéuls section to investigate the
performance of the POD controller using active and reagiw@er injection. Each generator
will be represented by the classical model and the E-STATG®odeled as a controlled ideal
current source as described in Secfion 6.2. To reduce tlez ofdhe system for simplicity of
the analysis, the RLS estimator in the POD control strudgtuFgg.[6.3 is assumed ideal and the
injected currents are calculated as

Z? ~ Kp&)o [FpAa}gl + (]_ — Fp)Ang] (624)
. Vi1 Via c0s(0g10 — 0.
i ~ Kquo { gl g2 X (—i—g;J'Q 20) } [Awg — Awgo] (6.25)

Linearizing around an initial steady-state operating pdime small-signal dynamic model of
the two-machine system with the E-STATCOM in per unit is deped as

1

d Awgy Bu Bz Bis Awgi 2Hg: 0 AT
y Adgia | = | wo 0 —wp Adgra | + 0 U [ATm } (6.26)
Awgy Bs1 Bs2 Bas Awgy 0 2hlfgz "

whereAdg 1o = Adg — Adgo represents the rotor-angle difference between the tworgtars
and other signals have been defined previously. Assumingaobamical damping and the initial
steady-state speed of the generators sef tthe constants are derived as

B _ wo(KpEgl2+Kql'q)

wo(KpEgorp(l—Fp)—KQFQ)

B Ba1 2Hg

_ Va1 Va2 cos(0g10—0g20)
2Hg1 (Xl +X2)

612 632 =
613 633

2Hyg>

Vi1 Vg2 €os(8g10 —0g20)
2Hg2 (Xl +X2)

WQ(KpEgo(lfrp)2+KQFQ)

(6.27)

L QHgl 2Hg2 .

The terms5,, and s, represent the synchronizing torque coefficients resultong the selected
operating point and the contribution of the E-STATCOM toséerms is zero. The ternilg;
andfs3; determine the damping torque coefficient provided by theTBIT® OM with respect to
the change in speed of the respective generator. To proeglgye damping{;; andjs; should
be negative. For this, the sign &fp should be negative and the signigf, should be chosen
based on the sign df, similar to the discussion in Sectibn 6.3.1. For a trangdiftower from
Generator 1 to Generator P, will be positive and the sign ok’ should be negative. For a
transmitted power in the other direction, the sigriaf should be opposite. The termg; and
(31 are the cross coupling terms between the two generator spe@tions.
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6.3. Power Oscillation Damping (POD) controller

Application example

As an example for the analysis in this section, a hypothi2i@@30 kV, 900 MVA transmission
system similar to the one in Fig. 6.1 with a total series @ of 1.665 pu and inertia constant
of the generatorél,, = H,, = 6.5 s is considered. The leakage reactance of the transformers
and transient impedance of the generators are 0.15 pu amiiOr8spectively. The movement
of the poles for the system as a function of the E-STATCOMftiocas shown in Fig. 6J4. With
the described control strategy, the injected active powerero at the mass-scaled electrical
midpoint of the line (in this case,; = a = 0.5). At this point, the impact of active power on
damping is negligible and the control method avoids unresrguse of active power injection.
Moving away from the midpoint of the line, the damping by @etpower injection increases.
On the other hand, the damping by reactive power injectionagimum at the electrical mid-
point of the line ¢ = 0.5) and decreases when moving towards the generator termBls
combining both active and reactive power injection, a mariéoum damping along the line can
be obtained.

1-0.2

real [1/s]

04

0481 0.48 T~ =

1048

046/ Nofodel o bodet N

imag [Hz]

0.44

1 044{ -t 0 S\

0 0.5 1 0 0.5 1 .
al-] al-] a[-]

Fig. 6.4 Real and imaginary part of the complex conjugateepals. position; Left: active power
injection, Middle: reactive power injection and Right: igetand reactive power injection.
[ Kp = —0.08, KQ = —0.34, Piran = 0.444 pU]

A single-machine infinite-bus system is a special case ofaghine system withl,o >> H,,
(dAwg,/dt = 0). Figurel6.5 shows the effect of the E-STATCOM on dampingfé@nt loca-
tions for different transmitted active powers. As the ressshow, damping by reactive power is
effective at the middle of the line and damping by active poiseffective at the Generator 1
terminal. No damping is provided at the infinite bus (Geraratterminal) and injected active
power is zero at this location, similar to the discussioneat®n[6.3.1.. Finally, the amount of
transmitted power highly affects the damping by reactivegroinjection, whereas its impact
on the damping by active power injection is negligible.
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0 = 0]
-0.05 1

-0.1 1

o
9]

-0.15 1

real [1/s]

-0.2 1

-0.25 1

-1.5 ‘ ‘ : : -0.3 1

Fig. 6.5 Movement of real part of the poles for a single-maehinfinite-bus system with position of
E-STATCOM for three transmitted powét,.,, values. Black dashed?;., = 0.444 pu, Gray
solid: P;ran = 0.333 pu, Black solid: P;;., = 0.222 pu. Left: active power injection for POD
with Kp = —0.1, Right: reactive power injection withlq = —0.2.

6.4 Impact of load characteristics on POD

The POD controller developed in Sectionl6.3 considers alfietbtwo-area power system as
in Fig.[6.1, where each area is represented with a synchsagenerator. Even if the simplified
system is assumed for the purpose of control design, thempeahce of the POD controller
should be investigated in a power system that includes laadsmultiple generators. In this
section, the impact of various load characteristics on B® Pperformance by E-STATCOM
will be addressed. For the intended study, the system ifbEgs considered, where the voltage
phasor at the load location is given by/¢;,. The active and reactive power of the lo&,and
Q1., are modeled separately using the expressions ih (2.4).

P P
gl E /6 VAS e
— 5 Vg 14O
g - a1 g
JX P.. JXo ¢ JXy,
V,£8, f\) i jif R+jO, V\ 28,

Fig. 6.6 Equivalent circuit for two-machine system with EAFCOM.

With the various signals as defined in Hig.16.6, the relatoation of the load from Generator
1 is expressed as a function of the parametesis

X+ X
X1 + XQa + XQb
Again, the POD performance of the E-STATCOM depends on heaptbwer output of the

generators are modulated by the injected active and regotwers. This is in turn affected by
the characteristic of the loads. Hence, the change in aptveer output from the generators

(6.28)

ar,
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due to injected active and reactive power from the E-STATCfoMhe system in Fid. 616 is
recalculated as

APgl,P/Pinj APg2,13‘/Pinj Kgl,P KgQ,P
= = UpA'B, +D,, (6.29)
APy,q/Qinj  APgpq/Qun Kaq Kgq

The parameter&’,; p, Ko p and K, q, K1, indicate the effectiveness of active and reactive
power injection in modulating the power output of the getmsaand hence are useful quantities
to characterize the impact of the connected load on damparfignmance. The matriceB g,
A, B, andD,, are given by

—cos (0r0 — g0)  sin (9o — bgo)
\IILE =
sin ((SLQ — ng) COS (5L0 — ego)
2
A — (=D Ko

aVi, 3 V2 3
ar, (Z mip; — 1) P Gryss — U (Z niq; — 1) QLo
i=1 i=1 (6.30)
(1/CLL — 1) ‘/gl COS (6g10 — 5L0) ng COS <5g20 - 5LO)
Ba = 5
(]_/CLL - ].) V:g,l sin (5g10 - 5L0) Vgg sin (5}520 - (SLQ)
COS <5g10 — ego) 0
P - (1)
ar, 20 .
— S1in (6g10 — 9g0) 0
Similarly, the control input signals are recalculated ggime model in Fig. 616 as
db,/dt Ly, 1 =T, Awgi
= Wy (631)
dPtran/dt FPtran FPtran Ang

where the constantsy,, I'p,,,, and the matrice&,,, andC,, are given by
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r 1 aVi,0 cos(0g0—d1.0) Vi1 cos(0g10—01,0)
O a, Ego ag, Xtot
= + GLCt
FPtran Vi1 VLo cos(8g10—6L0) Vi1 sin(dg10—01,0)
ar, Xtot ar, Xtot
asin(éLO—Ggo) aVLO COS((SLo—Ggo)
ar, Ego ar, Ego
G, =
Vi1 sin(5g1075L0) . Ve1Vio COS(5g1075L0) (6.32)
aLXtOt G«LXtot
_ 5 -
<Z miprl> Pro Vi1 cos(dg10—0L0) + Vg2 cos(dg20—9L0)
i:1—2 ar, Xtot (1—ar)Xtot
Vi
C, =
3
i (1; i 1) Cro i 1 Vg1 sin(dg10—010) + Vg2 sin(dg20—010)
VL20 ar,(1—ar,) Xtot ar, Xtot (1—ar)Xtot

The parameters,, andl'p,,, represent how the control input signals depend on the spaed v
ation of the generators. Note that the various steady-gtastities in[(6.30) and (6.82), as de-
fined in the previous section, correspond to the initial apeg point, where the E-STATCOM
is in idle mode (zero current injection).

Using a simplified 20/230 kV, 900 MVA power system similar i@ tone in Figl_616, the impact

of different static load characteristics on the perfornreaatthe POD controller described in
Section[6.8 is investigated. The total reactance of thestrégsion system is set to 1.17 pu
whereas the leakage reactance of the transformers andetrtaimapedance of the generators
is 0.15 pu and 0.3 pu, respectively. The inertia constanhefgenerators is assumed equal
Hy = Hy = 6.5 s for a better understanding of the oscillation between wWeedreas. An
initial power transferP,.,, = 0.4 pu from Generator 1 to the load area is considered for the
investigated cases.

6.4.1 Impact of steady-state load magnitude

A static load consisting of equal proportion of constant pgweonstant current and constant
impedance loads with a power factor of 0.9 and connected@sitigna;, = 0.91 is considered.
The gains of the POD controllers are chosetk@as= —0.1 andKq = —0.2.

The movement of poles for the dynamic model of the systemgn[&b with a change in the
location of the E-STATCOM is shown in Fig. 6.7. As the ressl®w, the impact of the load
on the level of damping to the system is significant when reaqower injection is used for
POD and the magnitude of load is high. For this particulangxa, it can also be observed that
the POD controllers described in Section| 6.3 works as irgdrl the presence of a load in the
power system model.
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Fig. 6.7 Real and imaginary part of the complex conjugatepek. position of E-STATCOM with
active power injection (left) and reactive power inject{oight) for POD; Active power of load,
Py = 0.8 pu (black dashed), 0.6 pu (gray dashed), 0.2 pu (gray satidna load connected
(black solid).

6.4.2

Impact of load type and location

Choosing the total load magnitude Bf, = 0.8 pu and power factor of 0.9, the test in the previ-
ous section is repeated for 12 different load types as showable[6.1[[26]. The composition

of the load types is selected as= ¢; = 1/3 for i=[1,2,3] and the E-STATCOM is connected
ata = 0.19 for the tests.

TABLE 6.1. DIFFERENT STATIC LOAD TYPES FOR ANALYSIS

Load type Description

my, Mo, T3 T, No, N3
0 Constant power load 0,0,0 0,0,0
1 Constant current load 1,11 1,11
2 Constant impedance load 2,2,2 2,2,2
3 Mixed constant power, constant current 0, 1, 2 0,12

and constant impedance load

4 Exponential load 0.5,15,25 05,15,25
5 Water heaters, ovens, deep fryer 2,2,2 0,0,0
6 Refrigerator 0.77,0.77,0.77 2.5,25,25
7 Industrial motors 0.07,0.07,0.07 0.5,0.5,0.5
8 Fan motors 0.08,0.08,0.08 1.6,1.6,1.6
9 Arc furnaces 2.3,2.3,2.3 1.6,1.6,1.6
10 Mixed load 7, 8 and 9 0.07,0.08,2.3 0.5,1.6,1.6
11 Unloaded transformers 3.4,3.4,34 115,115,115

The movement of poles with a change in the location of theowarioad types is shown in
Fig.[6.8. The results show that load characteristics closledt of “constant impedance” in the
active power component of the load have the most impact on BYD&ctive power injection.
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Chapter 6. Control of E-STATCOM for power system stabilibhancement

On the other hand, load characteristics close to that ofstom power” in the active power
component have the biggest influence on POD performanceduyive power injection. For

the various load types, it can also be observed that the ceaistic of load associated with the
active power part is more significant than the reactive pqueet. Finally, it is shown that the

impact of load type and location on POD is more significant nvieactive power injection is

used.

real [1/s]

imag [Hz]

0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8
a [-] a [-]

Fig. 6.8 Real and imaginary part of the complex conjugateses. position of loady; left plots: active
power injection for POD with load type 5 (blue dashed), 9 égrelashed) , 2 (red dashed) and
black solid for all other load types; right plots: reactivener injection for POD with load type
0 (blue dashed), 7 (green dashed), 8 (red dashed) and bli¢Kmsall other load types; gray
solid plots represent the case for no load connected.

As shown in the results in Fig. 6.8, the use of the POD comrdtir reactive power injection
described in Section 8.3 could result in an unstable syspaieg with positive real part) for
some load types connected close to the compensator. Tafydiret cause of the instability in
this case, the parameters for the controller input sigials ['5,..] and the parameters for the
change in the generator power outputs{p, Ko p, Ky1.q, K2 q] for the most dominant loads
(see colored and dashed curves in[Eig.6.8) are shown i FgThe results indicate that the
parametersl[y,, I'p,,,] for the POD controller input signals do not change much addbation
of the load is varied. On the other hand, the parameters éxtiange in the power output of the
generators due to injection of reactive powai,{ o, K,2 o] are affected significantly both in
magnitude and sign (see bottom right curves in [Eig. 6.9kerthie parameters for active power
injection [K,1 p, K, p] (S€€ bOttom left curves in Fig. 6.9). Therefore, the sigthefgain, K

in the POD controller by reactive power injection should hesen carefully depending on the
nature of the loads connected close to the compensator.

By adjusting the sign of the gain depending on the load looata net positive damping is
achieved as shown in Fig. 6110 (see right plots) for all tygfdeads and at all locations. At the
locations where{,; o = Ky q ~ 0, the action of the compensator is counteracted by the load
characteristics and no damping can be provided. By settiag&inK to zero in this case,
unnecessary use of reactive power for POD can be avoided.
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Fig. 6.9 Top plots: variation of parameters for input sigrfar POD [y, , I, ]; bottom plots: variation
of parametersK,; p (solid), Ko p (dashed)] (left) andK,; q (solid), K2 ¢ (dashed)] (right);

left plots: load type 5 (blue), 9 (green), 2 (red); right ptdbad type O (blue), 7 (green), 8 (red);
gray plots represent the case for no load connected.
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Fig. 6.10 Real and imaginary part of the complex conjugatesws. position of loadiy,; left plots:
reactive power injection for POD with a constant gain; righdts: reactive power injection
for POD with a variable gain; dashed plots represent load §/fblue), 7 (green), 8 (red), 10

(cyan), 6 (violet) and black solid plots represent all otloads; gray solid plots represent the
case for no load connected.
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Chapter 6. Control of E-STATCOM for power system stabilibhancement
6.5 Impact of multiple-oscillation modes on POD

Depending on the power system configuration, its operatorglitions and the nature of the
disturbance, one or more oscillation modes can be excitéaeiisystem. The problem in this
case could be that the action of the POD controller to damprigcpkar oscillation mode of
interest might deteriorate the damping at other oscillatimdes. In this section, the application
of the POD controller described in Sectionl6.3 for indepatdemping of multiple-oscillation
modes will be described. For this purpose, the two-area psygtem model in [26] is modified
deliberately to obtain a simplified three-area power systemdel as in Figl_6.11 with rating
20/230 kV, 900 MV. A disturbance in this system results in teaxillation modes and the
purpose of the controller is to provide damping to each amh mode without affecting the
damping of the other oscillation mode.
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Fig. 6.11 A simplified three-area test system with two conspéors.

The POD controller described so far has assumed a singlearsator in the power system.
However, independently designed multiple compensatansbeaused together without any
problem of adverse interaction among themselves. To véri§; two compensators are con-
sidered in the system in Fig. 6]11. The power output of eackegeor ¢,;, with i = 1,2,3) and
local voltage and power flow measurements at the compensatdron (£; £60;;, P;;, with i =
1,2) are as indicated in the figure.

6.5.1 Multimode damping controller

The derivation of the multimode damping controller from kbeally measured signals involves
estimating the critical oscillation modes accurately iftespf uncertainties in the operating
points and parameters of the power system using the modifi€i &gorithm described in
Section[4.B. Based on the power system configuration, thesonding phase shift is added
to each estimated mode to get the required damping signgd@oemt. By using the damping
signals from each mode separately, the required activeesadive current references for POD
are generated using a proportional controller similar éodiscussion in Sectidn 6.3.

For the system in Fig. 6.11, the block diagram of the conttbesne for the first compensator
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6.5. Impact of multiple-oscillation modes on POD

is shown in FigL6.12, where the frequency estimate of the @L]) and the active power flow
(P;1) at the compensator location are used to set up the POD denti€or the investigated
system, a phase shift 6f and90° have been used for the oscillatory mode estimateg;iand
P;1, respectively. The control scheme for the second compensaset up similarly using the
locally measured signalsy,; and Ps.

-d*

(Dt.oscl \/h . lfl
RLS ~ ol vy
O —> ; ) +
estimator t,05¢2
~ _q*
Pt.oscl K Y lfl
Q1 .
p .  RLS 5 T
0 estimator | P o
2

Fig. 6.12 Block diagram of the multimode POD controller fongpensator 1.

By using the estimate of each oscillation mode in the muldendamping controller, the in-
jected active and reactive power from the compensatorsceiikist of only the frequency of
the oscillation mode to be damped. This decouples the pedioce of the damping controller
on the various modes. As each mode is a global variable inytters dynamics, the use of
multiple compensators that are designed to damp a pantics@llation mode results in a net
additive damping thus avoiding any negative interactiomben the compensators.

6.5.2 Stability analysis

The dynamic model of the system in Fig. 6.11 is implementeidvestigate the effectiveness
of the independent multimode damping controller. Whileftilecontroller in Fig.[6.12 is non-
linear, a modal analysis of the whole system can be made Img tise RLS algorithm in its

steady-state form, similar to the onelin (4.33). Thus, thele/bystem dynamic can be expressed
as

A% = AgAx + BGAT + BeAu (6.33)

where the state/{x), mechanical torqueXT) and control input{u) vectors are given by

Ax = Awg Aby Awp Adpy Awg  Adg |
AT = [ ATy ATme ATws ]'
Au = [ ity if it it }T
The matricesAg, Bg and B¢ are calculated from the steady-state operating point aed th
injected currents are controlled as in Hig. 6.12. Using3f.the performance of the control

method for independent damping of the oscillation modesdoious cases will be investigated
in the following.
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As an example, the transient impedance of all generatotsasen to be 0.3 pu and a steady-
state operating point wit,; = 0.4 pu, P, = —0.5 pu, P,s = 0.1 pu; the terminal voltage
for all the generators is set to 1 pu. The compensators arected at two specific locations as
shown in FigL6.1l1. The steady-state reactance of the tigagm lines and leakage reactance of
the transformers in pu are as shown in the figure. Choosingénga constant of the generators
asH, = Hy = 6.5 s andH,s = 2.2 s, a small-signal analysis around the selected operating
point results in two oscillation modes with frequencie83 Hz (mode 1) and .69 Hz (mode

2) when both compensators are in idle mode. The first moddveasanainly oscillation of
Generator 1 against Generator 2, whereas the second mauleesoscillation of Generator
1 and 3 against Generator 2. The second oscillation modeirdyntaused by the mechanical
behavior of Generator 3 and therefore the power output othitd generator will comprise
mainly of this frequency.

The first test is made to investigate how the damping coetraelbrks when each compensator
is used separately. The movement of the poles are plotteid i E3 when the gains of the first
compensator change from zero 5, = Kq1 = Kp2 = Kqg2 = —0.30] whereas Figl_6.14
shows the movement of poles when the gains of the second cafoe change from zero to
[Kp1 = Kq1 = —0.24 andKp, = K2 = —0.10]. The results show that controlling only mode
1 results in positive damping to mode 1 without affecting daenping of mode 2. Similarly,
controlling only mode 2 results in positive damping to modeithout affecting the damping of
mode 1. This confirms the validity of the controller to prazidamping at the critical oscillation
mode of interest without affecting the system damping abther mode.

(a) (b) (O]
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real [-] real [-] real [-]

Fig. 6.13 Movement of oscillatory mode poles using compemsiawhen controlling mode 1 oscillation
only (plot (a)), mode 2 oscillation only (plot (b)) and bottodes (plot (c)); Black curves
represent mode 1 poles and gray curves represent mode 2 Poles start ats” and move
toward b’
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Fig. 6.14 Movement of oscillatory mode poles using compemsawhen controlling mode 1 oscillation
only (plot (a)), mode 2 oscillation only (plot (b)) and botlodes (plot (c)); Black curves
represent mode 1 poles and gray curves represent mode 2 Boles start ats’ and move
toward b’

Even if the same control method is used for the two compersatal their gains are adjusted
to obtain similar damping for the previous results, it sldobé observed that the impact of
each compensator to damp a particular mode differs, depgrmuai the observability and con-
trollability of the oscillation mode at the compensatordton. Another set of tests is made to
investigate the damping performance of the controller whertwo compensators are active at
the same time with the compensator gains chosen similaetoesults in Figd. 6.13 and 6]14.
It is possible to see from the results in Hig. 6.15 that indeleat damping of each mode is
achieved in this case as well. It is also possible to see tieaattion of the two compensators
adds up in increasing the damping of the specific oscillatimae, i.e. the two compensators
perform well when operating separately or together withenut risk of negative interaction.
With the proposed method and by using each compensator toottme mode where the ob-
servability and controllability of that mode is higher agttonnection point, the use of multiple
compensators can maximize the damping that can be provaddtetsystem. In the case of
active power use for POD, this could mean that the amounttaf émergy needed to damp an
oscillation mode can be reduced by using distributed coisggens.
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Fig. 6.15 Movement of oscillatory mode poles using compemsaand compensator 2 when controlling
mode 1 oscillation only (plot (a)), mode 2 oscillation onpjdt (b)) and both modes (plot (c));
Black curves represent mode 1 poles and gray curves reprasele 2 poles; Poles start at’
and move toward>".

Finally, the damping analysis is made assuming an error2Hz. in the mode frequencies

considered in the control algorithm to represent a lack dfkinowledge of the system para-

meters. For this, a mode frequency of 1.18 Hz and 1.89 Hz isnasd instead of the actual

values of 0.98 Hz and 1.69 Hz for oscillation mode 1 and csadlh mode 2, respectively. The

performance of the control method is summarized in High 6[@.17 when using Compen-

sator 2. In this case, the movement of the poles is plottechwihe gains of Compensator 2
are changed from zero tdp, = Kq1 = Kp2 = Kq2 = —0.30]. It can be observed by com-

paring the two figures that the damping performance of eadfent®reduced and interactions
between the modes arise that could lead to a negative darapthg uncontrolled mode as in

Fig.[6.17 (plot (a) gray curves). To avoid this, a mode fregpyeadaptation mechanism as de-
scribed in Fig[4.72 in Sectidn 4.3.3 is necessary and tHibwiverified in Sectioh 7.212 using

time-domain simulations.
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Fig. 6.16 Movement of oscillatory mode poles using comptemsa and with accurate knowledge of
mode frequencies when controlling mode 1 oscillation oplgt((a)), mode 2 oscillation only
(plot (b)) and both modes (plot (c)); Black curves represantle 1 poles and gray curves
represent mode 2 poles; Poles starbathd move towardr'.
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Fig. 6.17 Movement of oscillatory mode poles using compemsaand with inaccurate knowledge of
mode frequencies when controlling mode 1 oscillation oplgt((a)), mode 2 oscillation only
(plot (b)) and both modes (plot (c)); Black curves represantle 1 poles and gray curves
represent mode 2 poles; Poles starbathd move towardr'.
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6.6 Transient Stability Enhancement (TSE)

Transient stability enhancement function is necessaryisoire secure operation of the power
system following large disturbances, such as transmidsierfaults. Similar to the discussion
in Chaptef 2 for the single-machine infinite-bus systemiréesient stability of a two-machine
system can be described using the equal-area criteriomgwhe angle deviation between the
machines is instead used. Considering the system in Figth& I'SE control algorithm for the
E-STATCOM will be described in this section.

6.6.1 Derivation of control input signals

When a change in the operating point of the system occursodudisturbance, the synchroniz-
ing torque component is responsible for the synchronousatipe of the generators. Therefore,
one way to increase the transient stability of the systenigngl is to control the E-STATCOM
in such a way that the change in the power output of the gaser@t ,; andA P,) is propor-
tional to the angle deviation as

APy = Ky (5g1 - 5g2)
(6.34)
APg? = Ksyn2(5g2 - 5g1)

where the constants,,; and Ky, represent the synchronizing torque coefficients provided
by the compensator to Generator 1 and Generator 2, respigctio implement[(6.34), the
impact of active and reactive power injection on the powdpouof the generators should be
investigated first. Using the expressiohs {(6.2) -1(6.8),ahange in the power output of the
generators due to the injected reactive curréhiaind active current{) from the compensators
can be described as

Vi1 Viea sin(g10—6g20)a(1—a) | .
APgl ~ — [ g1 Ve sin( gélo £20)a( a)} ’L(f] — FpEg()Z?

(6.35)

AP, ~ [Vg1Vg2 Sin((sgggo—(sgm)a(l—a)} il —[1—Tp) Ego’ig

From (6.34) and (6.35), the control algorithm to increasedynchronizing torque component
using reactive power injection for instance is given by
Z? — _KQ,TSE((Sgl - (Sgg) (636)

whereKq rgr IS a positive constant assuming that the steady-stateegmtiver transfer is from
Generator 1 to Generator 2. The added synchronizing torogif@ent is given by

Vgl‘/gQ Sin(5g10 — (5g20)a(1 — CL)
E

g0

(6.37)

Ksynl = Ksyn2 = KQ,TSE

108



6.6. Transient Stability Enhancement (TSE)

Following a three-phase short-circuit fault, the angleiatgon between the generators will be
increasing and the control method [n_(8.36) increases thetspnizing torque component.
This in turn increases the deceleration area of the systehhance the transient stability of
the system is enhanced. However, the control method sheuldddified if the disturbance in
the system instead results in the angle deviation betwemgeherators),;o = 6y — dg2 10
decrease. In this case, the sign of the injected reactivertishould be reversed to increase the
stability of the system. Moreover, in order to maximize theveval of the system, it is better to
use the the maximum reactive current linif () of the compensator according [0 (6.36). With
this modifications, the TSE control algorithm for reactive@ver injection becomes

—14 , whendg, is increasing during the first swing

= (6.38)
It.. . whendg, is decreasing during the first swing

max

—Q

Note that the TSE control should be applied only during tret fiwing of the generator angles
and the POD function as described in the previous sectioh$ollow the subsequent swings.
Observing[(6.34) and (6.85), it can be understood that teeofiseactive current increases the
synchronizing torque component for both generators fosytséem in Fig, 6J1. Hence, the same
TSE control algorithm is applied at various locations oftbenpensator. On the other hand, the
use of active current for TSE increases the synchronizirguecomponent for one generator
and decreases the synchronizing torque component of tiee géimerator. This means that the
use of active power should be monitored depending on theitocaf the compensator. To
provide an overall TSE function for the system, enhancimgstiability of Generator 1 should
be prioritized if the mass-scaled electrical location & tompensator,; < 0.5. For this case,
the TSE control algorithm using active power injection isagi by

—I% ., whendgs, is increasing during the first swing

- (6.39)
1%, whendgs, is decreasing during the first swing

max

=,

wherel?  is the maximum active current rating of the compensator.tkercasen,; > 0.5,
enhancing the stability of Generator 2 should be prioritized the control action if_(6.89)
should be reversed. Note that at the locatign= 0.5, TSE function cannot be provided using
active power. It should be emphasized that the time intewhére the algorithm if_(6.89) is
applied during the first swing, depends on the amount of dtenergy in the compensator. By
using the enhancement functions as[in (5.38) and [(6.39)pdker output between the two
areas after fault clearing increases, which increasesdhbeleration area of the system. This

increases the stability margin of the system.

6.6.2 Estimation of control input signals

To implement a stability enhancement function as describhgd.38) and[(6.39), the nature of
the angle deviation between the two generators is requidad.way to obtain this is through
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remote measurements of the relative speed between the twevagers. In this case, a posi-
tive relative speed between the generators indicateshbatrigle deviationi, - is increasing,
whereas a negative speed deviation indicatesdhatis decreasing. This information can be
used to decide the control action in the TSE algorithm dutimggfirst swing. However, to im-
plement the TSE algorithm using locally measured signalestimate of the rate of change of
dg12 IS Necessary. For this purpose, the PCC voltage magnittigeof the transmitted power
between the generatorBi(,,) can be two possible alternatives.

Using the expression for the PCC voltage magnitude if (@Ojfe uncompensated system in
Fig.[6.1, the estimate for the derivative of the angle dewmebetween the generatorgf,,/dt)
can be expressed as

dgglg . —KdEg _ Ka(l - a)Vgﬂ/gg sin(5g12) d5g12

U dt E, dt

(6.40)

By choosing a positive value for the const&nin the rangé) < d,12 < 7, the estimate for the
angle deviation between the generators can be obtainedtfrexterivative of the PCC voltage
magnitude. However, the PCC voltage magnitude is easigctdt by the TSE control action.
Alternatively,d5g12 /dt can be estimated using the expressiofin (6.11) as

o2 APan . Vi1Vi2 c08(0g12) ddg1o
=K =K 6.41
dt dt X1+ Xy dt ( )

By choosing a positive value for the constdftin the range) < d,12 < 7/2 and a negative
value in the range /2 < d,12 < , the estimate for the angle deviation between the generator
can be obtained from the derivative of the transmitted pdyetween the two areas. The prob-
lem in this case would be to know when the angle deviation eetwthe generators is above
m/2. Even if the use of local signals for TSE control are easigmplement, it is difficult to
obtain a complete information abodit;, and remote measurements are preferable to provide
reliable information for the required TSE function.

As described previously, the TSE control is applied during first swing of the generator
angles and the POD control follows the subsequent swingsglilse estimated angle deviation
(d5g12 /dt), the TSE controller together with the POD controller usiegctive power injection
is summarized as

max dt

o — (6.42)
—I, < Kofmeee < ¢ after the first swing

max —

—J1 sign{dgg”} . during the first swing

Note that the end of the first swing is indicated by a changd&eénsign ofdgglg/dt and the
injection of the reactive current will follow the design d¢fet POD controller as described in
Sectior 6.3 in Fig.613. Similarly, the TSE controller étiger with the POD controller using
active power injection is summarized as
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6.6. Transient Stability Enhancement (TSE)

—1I4, sign {(0.5 — ay) d%”} , during the first swing
i = (6.43)
—I4. < Kp@gose < I, after the first swing
Note that the control i (6.43) takes the mass-scaled @attocation of the compensata
into account. The challenge with the use of active powertige for TSE is the estimation of
the mass-scaled electrical location of the compensatoeinstely after a system disturbance.
Unlike the POD control which estimates control signals cardusly to have knowledge of the
state of the system, adapting the TSE control described42)@&nd [(6.43) to a large power
system is a complicated task [7] due to the limited time aldd to estimate the various power

system parameters following a power system disturbance.

Stability enhancement by virtual machine controller

The TSE and POD controllers described.in (6.42) and {6.43hfoclassical cascade controller
calculates the reference current§, and:{*, which act as inputs to the inner current control
loop. As an inner current controller is not used in the virtmachine controller, the stability
enhancement functions can instead be implemented by atilayithe active and reactive power
references from the reference currents as

P = Egig*
(6.44)
Qref = _EgZ(fJ*

As defined previouslyf, represents the magnitude of the PCC voltage to which the BLL i
synchronized and the reference currenifs,and{* are calculated from the TSE and POD
controllers.

In the conventional cascade controller, the actual cur@idws its reference very quickly
thanks to the high bandwidth of the current controller. la thrtual machine controller, the
speed of the power controllers have an impact on the refergacking capability and hence
on the TSE and POD functions. Therefore, the bandwidth optiveer controllers should be
selected to be faster than the rate of change of the poweenefes in[(6.44), which are depen-
dent on the electromechanical dynamics. As described itid®€g.4, the reactive power output
of the virtual machine is controlled through variation oé ttonverter voltage magnitudg,.
Hence, the stability enhancement functions can also beeim@hted directly by varyindy.
based on the expressions[in (3.23) dnd (6.44).

Assuming that the bandwidth of the transfer function in tbve power controller in the vir-
tual machine implementation is fast enough to implemenT®i and POD functions, a similar
stability enhancement to the power system as the classisabde controller can be achieved.
However, a difference is that an inertia can be added in titeatlimachine implementation and
this could help in increasing the stability of the power syst The amount of inertia to be added
to the system is limited by the bandwidth requirement of #t&ra power controller as described
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in Sectiori 5.5.2. One advantage with the virtual machindempntation over the conventional
cascade controller is that the added inertia to the powaesysould guarantee transient stabi-
lity without the need for control input signals to implemené algorithm in[(6.413). This will
not however ensure that the available active power is udedtekly to enhance the stability
of the power system. During disturbances such as shouitfiaults, the current limitation in
the virtual machine controller could be activated. In thase, it cannot be guaranteed that the
reference power tracking is achieved and all the implentbiniertia is added to the system.

6.6.3 Evaluation of TSE performance

As described in Sectidn 6.2, the level of stability enhaneetnprovided by the converter de-
pends on how much the active power output from the gener&asanged by the injected
currents. This in turn depends on the location of the corvertthe power system configu-
ration as well as the active and reactive power rating of treapgensator. On the other hand,
the TSE function from the available maximum current ratifgshe system in Fid, 612 is de-
scribed in [(6.4R) and (6.43). Considering the same powedesysonfiguration, evaluation of
the TSE function during the first swing of the machines willrbade in this section. This can
be achieved by investigating how much the stability margipawver transfer capability of a
transmission system increase for a given disturbance asiinge and reactive power injection.

For this analysis, the system in Fig.16.2 with the second ig¢oemodeled as an infinite bus
(Hg = 00) is considered for simplicity. The increase in power transfipability of the system
without reducing its stability margin will then be investigd while using the TSE function at
various locations in the power system. Assuming that thaeotion point of the converter is
given by the parameter as before, the output power of Generator 1 with a constaivieact
reactive current injection during TSE is derived as

Pop ~ Vi1 V2 sin(dg1 —dg2) £+ Vg21(1_a)2+vglvg2 cos(dg1 —0g2)a(l—a) &
& X1+X2 | V(=) Va1 P+ aVea P+ 2a(1—a) Vi1 Vea cos(Fg1 —bg2) |
(6.45)
P . ~ Vi1 V2 sin(dg1 —9g2) + Vi1 V2 sin(dg1 —dg2)a(l—a) Ja
&H X1+X2 | V/1(1=a) Va1 P+ [aVea P +2a(1~a) Vit Vea cos(0g1 —0g2) | %

Consider that the system has a total series reactance otiWiipV;,; = V,, = 1 pu and the
connection point of the converter is= 0.3. Using the expressions in (6]45), an example of
the power-angle curve for the system during TSE operatioth (ive current rating chosen as
I¢ =1¢ =0.1pu)isshown in Fig. 6.18.

max max

If the generator is initially operating with an output pove¢.5 pu, the uncompensated system
will have a maximum deceleration area®t59 pu as calculated from the power-angle curve.
It is possible to observe that an increase in the transmpteader will reduce the available
deceleration area and hence the stability margin of theesysAs it can be seen from the
same figure, the compensated system has more deceler&#oivathe same initial transmitted
power. This means that the active power transfer capalfitthe system can be increased
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0 0.5 1 1.5 2 2.5 3
Sgl_ ng [rad]

Fig. 6.18 power-angle curve without TSE (black dashed), TW#h constant active current injection
(black solid), TSE with constant reactive current injest{gray solid) and initial transmitted
power (gray dashed).

without reducing its stability margin by using a TSE conl&olFor the specific case in F[g, 6118,
it is found that the initial transmitted power can be incexh®0.561 pu and0.526 pu without
reducing the stability margin of the system when active aattive power is used for TSE,
respectively.

Figure[6.19 summarizes the current rating of the convegedad to increase the power transfer
in Fig.[6.18 to 0.6 pu at various locations, without reduding available deceleration area of
the uncompensated system with initial transmitted powed.bfpu. As it can be seen from
the results, the required active power rating to increaseptiwer transfer capability reduces
closer to the generator location. At the locattor- 0.1, for example, the active current rating
is 10% of the reactive current requirement to increase theeptransfer by the same amount.
On the other hand, the reactive power rating reduces whetmnigualoser to the middle of the
transmission line. By combining the use of both active arattiee power, it is possible to
increase the power transfer capability of the system abuariocations of the system.

Although the results in Fid. 6.19 give an idea of how much camghined by using a TSE
operation and the choice of active or reactive power demgnain location of the compensator,
it should be noted that the results are specific to the cadesstand a similar evaluation should
be made for other power system configurations in question.
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al-] al-]
Fig. 6.19 Current rating requirement to increase powersteancapability at various locations; Left:
active power for TSE and Right: reactive power for TSE.

6.7 Conclusions

A POD and TSE control algorithms have been derived in thipthraFor this, the signal esti-
mation technique described in Chagtér 4 has been used gndmsiadaptive POD controller.
It has been shown that with proper selection of the local measent signals together with
the proposed estimation method, the use of active and vegatiwer for stability enhance-
ment function can be maximized. Moreover, the impact ofouggiloads and the use of multiple
compensators on power system stability has been investig@he use of the proposed control
method has been shown to provide independent damping faiphewdscillation modes without
any negative interaction among the compensators. Theaton&thods derived in this section
will be verified using various power system configurationthie next chapter.
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Chapter 7

Verification of E-STATCOM control for
power system stability enhancement

7.1 Introduction

A detailed description of the outer control loops for sti#ipienhancement has been derived
in the previous chapter. In this chapter, the dynamic peréorce of the stability enhancement
controllers will be verified through simulations and expental tests.

7.2 Simulation verification

In this section, the performance of the POD and TSE contsoligll be evaluated for various
power system configurations.

7.2.1 Two-area test system

In Sectior 6,33, a simplified aggregate model of a poweresystansferring power from one
area to the other (see Fig. 6.1) has been used to describeiticgple of power oscillation
damping by active and reactive power injection. In thisisecthe POD controller described in
Sectior 6.8 will be verified though time-domain simulatidaysusing a two-area power system
model as in Fig_7]1. This simplified two-area four-machinadei has been used to study the
nature of inter-area power oscillations In [4]. The syst@presents a 20/230 kV, 900 MVA
system (similar to the system in Fig. 6.1) and the paramétetie generator and transmission
system together with the loading of the system are given meigiXB.2. The system is initially
operating in steady-state with a transmitted active powgr, = 400 MW from area 1 to area
2.

A three-phase fault is applied to the system on one of thesinégssion lines between bus 7 and
bus 8. The fault is cleared after 120 ms by disconnectingdh#ed line. Due to the applied
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Fig. 7.1 Simplified two-area four-machine power system.

disturbance, a poorly damped oscillation is experiencetthénsystem. Figure_7.2 shows the
estimates of the control input signals for POD, while thefgrenance of the E-STATCOM
following the fault at three different locations is showrFigs.[7.3 and 7]4. As described in the
small-signal analysis for the two-machine system in Seéi&.3, when moving closer to the
generator units, a better damping is achieved by active pmjeztion (see Fid. 713 black solid
plots). With respect to reactive power injection, maximusnngbing action is provided when the
E-STATCOM is connected close to the electrical midpointh&f line and the level of damping
decreases when moving away from it (see Eigl. 7.3 gray sabitsplBecause of a good choice
of signals for controlling both active and reactive powgeation, effective power oscillation
damping is provided by the E-STATCOM irrespective of itsdtian in the line (see Fid. 7.3
black dashed plots). Observe that the gaifsandG' are chosen to obtain a damping ratio of
10% at bus 7 using active power injection and at bus 8 usirdivegoower injection. These are
used for all the tests carried out in this section.
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Fig. 7.2 Estimated control input signals for POD at bus 7 viAth (top) and withQy; (bottom).
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Fig. 7.3 Measured transmitted active power output follaparthree-phase fault with E-STATCOM con-
nected at bus 7 (top), bus 8 (middle) and bus 9 (bottom). POB;,hyonly (black solid),Qix;
only (gray solid), bothP,;, Qinj (black dashed) and no POD (gray dashed).
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Fig. 7.4 Injected active and reactive power with E-STATCOdmigected at bus 7 (black solid), bus 8
(black dashed) and bus 9 (gray solid). Active power injeciitop); reactive power injection
(bottom); bothP;,; andQy; used for POD.
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Even if reactive power injection is effective closer to thectrical midpoint of the line, the
PCC voltageZ, will be highly affected to provide POD as shown in Hig.]7.5eTgossibility of
having active power injection both reduces the maximum P@l@&ge swing and provides more
damping action except when the E-STATCOM is close to the rsaaked electrical midpoint of
the line @\ ~ 0.5). Moreover, the use of active power is advantageous wheB48&ATCOM

is connected close to load locations, where the use of vegotiwer for POD will be affected
by the voltage dependent characteristic of the loads (s#erbaray curve in Fig._714 where
the phase of injected reactive power has to be reversed vadprpositive damping at bus 9).

1.02

144
0.98 1
0.96 +

[pu]

=20 0.94 1

E

0.92 1
0.9 1

0.88 1

time [s]

Fig. 7.5 PCC voltage at bus 8 when ordly,; is used for POD.

The simulation results shown so far, have been carried odéruthe assumption of accurate
knowledge of the oscillatory frequency in the estimatedianput signals. As mentioned in
Chapter 4, the improved RLS algorithm used in this work igjfiency adaptive. To test the
dynamic performance of the implemented controller withartainties in system parameters,
a simulation is performed assuming inaccurate knowledgth@felectromechanical oscilla-
tion frequency. Figur€ 716 shows the obtained simulatiGulte when an error of 100% in
the estimated oscillatory frequency is considered. Thepaameator is connected at bus 7 (see
Fig.[Z.1) and POD is achieved using both active and reactwepinjection. The figure shows
the dynamic performance of the system under frequency atiapialgorithm in the POD con-
troller (black curves). To highlight the effectiveness loé fproposed controller, the results that
would be obtained without the frequency adaptation in th®R6ntroller are also shown (gray
curves). When the frequency adaptation is used, the uptitite oscillation frequency is shown
in Fig.[Z.1. This enables the injection of active and reaqgti@wer with the correct phase thereby
providing a better damping. The result highlights the atlvge of the adopted POD controller
over existing filtering solutions, where accurate knowkedfthe oscillation frequncy is needed.
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time [s]

Fig. 7.6 Top: measured transmitted active power with frequeadaptation (black) and without fre-
guency adaptation (gray); Middle: Injected active poweahviiequency adaptation (black) and
without frequency adaptation (gray); Bottom: Injectedcte@ power with frequency adaptation
(black) and without frequency adaptation (gray).

time [s]

Fig. 7.7 Estimation of the actual oscillation frequency.
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Another set of simulations is performed with a longer faldacing time to test the TSE function
described in Sectidn 8.6. First, the critical fault clegritme of 420 ms is applied to the system
and the transmitted power is shown in Hig.] 7.8 (top figurethtnsame figure, the estimate of
the derivative of the angle deviation between Area 1 and /Xr@&?gu /dt), which is obtained
using two PLLs placed at bus 6 and 10 in Hig.] 7.1, is shown. Taestitted power stays
around the steady-state value and the derivative of theead®liation between the two areas
remain around zero. This indicates that the system remaiggrichronism with a sustained
low-frequency oscillation. By monitorin@ﬁglz/dt as described in the TSE control algorithm in
(6.42) and[(6.43), the performance of the TSE control wilVakdated.

Plran [pUJ

x10°

time [s]

Fig. 7.8 Top: Transmitted power with E-STATCOM in idle mode & 420 ms fault; Bottom: Estimate
of the derivative of the angle deviation between Area 1 areb& @5g12 /dt).

With the TSE control activated for the E-STATCOM connectelws 7, it has been found that
the critical fault clearing time of the system can be inceglsy 30 ms when using a maximum
reactive power injection of 0.10 pu. Similarly, the criti€ault clearing time of the system can
be further increased by 20 ms when using a maximum active pmjextion of 0.05 pu. By
using both both active and reactive power injection, thét faaring time can be increased by
50 ms. Figuré 719 shows the performance of the TSE contifoltean example case of a three-
phase fault applied to the system in Hig.17.1. The fault idiagplose to bus 8 and cleared
after 440 ms by disconnecting the faulted line. For thistfautan be seen from the transmitted
power (top curve) that the system loses synchronism wheodhmgpensator is in idle mode. In
this case, the angle between the two areas keep increasirtpatransmitted power no more
stays with in the steady-state value unlike the case il Efy.When the compensator is active,
the stability of the system is guaranteed.
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Fig. 7.9 TSE performance with E-STATCOM connected at busofy: o TSE, Middle: TSE byP,;
(black), TSE byQiy; (gray) and TSE by,; & Qiy; (black dashed); Bottom?,,; (black) and
Qi (gray) whenP,,; & Qi are used for TSE.

Observe that the POD function in the E-STATCOM control haanbgisabled for the simulation
results depicted in Fid._74.9. Even if the TSE function kedps gtability of the system, the
POD function should also be used to provide damping to theesysFigurd 7.10 shows the
performance of the TSE and POD controllers together for daim40 ms fault applied to the
system. Observe from the figure that the larger fault clgatime results in the E-STATCOM
to hit the current limit even during the POD action. Immeeigaiafter fault clearing, the TSE
function will be active during the first swing of the generatdBy the end of the first swing,
which is indicated by a change in the sign of the control irgignal /0, /dt), the POD function
follows.
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Fig. 7.10 TSE and POD performance with E-STATCOM connectebua 7; Top: TSE and POD by
P, (black), TSE and POD b¥);,; (gray) and TSE and POD b#,,; & Qin; (black dashed),
Bottom: P,,; (black) andQiy; (gray) whenP,; & Qiyj are used for TSE and POD.

Impact of virtual machine to system stability

For the system in Fig. 7.1 and a compensator connected at thes TSE performance has been
validated in Figd._719 arld 7.110 for a fault clearing time of 4ds. Considering the same power
system, the impact of controlling the E-STATCOM as a virtoechine on the power system
stability is here investigated.

First, a similar three-phase fault is applied to the systerfig.[7.1 for 440 ms on one of
the transmission lines with the fault cleared by disconngcthe faulted line. As described
previously, the implemented fault clearing time resulthieloss of synchronism for the system
when no compensator is connected. When a virtual inertil,0f= 3.94 s (about 15% of the
total system inertia) is implemented in the E-STATCOM cohtihe system becomes transiently
stable as shown in Fig._7111. With this choice of the virtmartia, the controller results in a
2 Hz local oscillation in the system as it can be seen in thedigBy applying a 10% damping
ratio for this oscillatory modeKp, = 19.9) in the control, the local oscillation is effectively
damped.
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Fig. 7.11 Impact of virtual machine to system stability éaling fault; Top: transmitted power for no
virtual machine connected; Middle: transmitted power fotual machine with no damping
(black) and with 10% damping ratio in the active power cdigro(gray); Bottom: injected
active power (black) and reactive power (gray) for the altmachine with 10% damping
ratio in the active power controller.

Note that in the control implementation, the active powechange from the compensator
should be kept within its rating. Among the factors that ieflae the maximum active power
exchange include the nature of the power system disturbleagion of the compensator, con-
figuration of the power system and amount of virtual inexiae implemented. As an example,
Figure[Z.1P shows the response of the controller for varages, where the fault and compen-
sator location are unchanged from the previous tests. Aanitbe observed from the results,
the maximum injected power tends to increases with an isergathe virtual inertia and fault
clearing time for this specific power system configuration.
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time [s] time [s]

Fig. 7.12 Impact of virtual machine with various inertia stant and 10% damping ratio to system
stability following various faults; (a) transmitted powr a fault clearing time of 440 ms;
(b) injected active power for a fault clearing time of 440 rf©y;transmitted power for a fault
clearing time of 120 ms; (d) injected active power for a faiudtaring time of 120 ms; The
inertia constants for the different cases &fg = 1.97 s (gray curves)H, = 3.94 s (black
solid curves) andd, = 7.88 s (black dashed curves).

Even if the performance of the virtual machine controllepel®ds on the investigated case,
a final test is performed to quantify the level of stabilitthancement provided to the power
system. For this purpose, a virtual inertialdf = 1.27 (representing 5% of the total system
inertia) with a 10% damping ratio has been implemented inaitteve power controller. The
reactive current limit is set to 0.5 pu and is used to contrelRCC voltage to 1 pu. The active
current limit is set to 0.1 pu. For this test, the system walvé a critical fault clearing time of
716 ms and the response of the controller is shown in[Figl FdBcomparison, the classical
cascade controller is implemented with the same curreiitslemnd the response of the controller
for the critical fault clearing time of 653 ms is shown in Hg14.
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E = 005
Hg 0.4 &a’ 0
a” 02 & .0.05
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0 2 4 6 8 10 12 0 2 4 6 8 10 12
time [s] time [s]

Fig. 7.13 Impact of virtual machine controller to systenbgity following a 716 ms three-phase fault;
Left: transmitted power and Right: injected active power.
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Fig. 7.14 Impact of classical cascade controller to systainilgy following a 653 ms three-phase fault;
Left: transmitted power and Right: injected active power.

As the results show, the critical fault clearing time of 428 for the uncompensated system has
been significantly increased using the two control appreachhe increase in the fault clearing
time of the system due to the active power exchange is ab@utnk7and 110 ms for the virtual
machine controller and classical cascade controller,easgly. A better transient stability
enhancement is achieved with the virtual machine contrdile to the added inertia and the
correct direction of the active power exchange from the BISJOM at bus 7. Moreover, no
local or remote control signals are used to control the alrtnachine controller and this is
advantageous when compared to the classical cascade elpproa

Using the control method described in Secfion 6.6, it is tbthmat the classical cascade con-
troller results in a similar stability enhancement when ¢benpensator is connected at bus 9
in Fig.[Z1. On the other hand, the use of virtual machinerotiet with zero reference active
power at bus 9 does not improve the stability of the systerns iStldue to the fact that the direc-
tion of active power exchange is decided by the dynamicse¥itiual machine controller and
at this location does not help in increasing the system Ilgiabdn this case, the reference ac-
tive power should be modulated based on local or remote measumts similar to the classical
cascade controller and the use of smaller inertia is morargdgeous for faster response.

7.2.2 Three-area test system

In the previous section, a two-area test system has beendeoed to verify the POD and
TSE control by E-STATCOM, where a single major oscillatiammponent exists. To test the
performance of the damping control algorithm for multipteidiation modes using single and
multiple compensators, time-domain simulations are peréal using the three-area test system
in Fig.[6.11.

To initiate the multimode oscillations, a three-phase shiocuit fault is applied for 80 ms in the
transmission system between Generator 1 and Generatos@to@usB, in the test system in
Fig.[6.11. The output power of the generators when the cosgters are in idle mode is shown
in Fig.[7.15 for reference.

The output powers contain two oscillation modes, a 1 Hz (migdand a 1.7 Hz (mode 2) oscil-
lation, similar to the analysis in Sectibn 6J5.2. The perfance of the RLS estimator described
in Sectiori 6.5.]1 for extracting these modes from measuregpat the location of compensator
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2 P;,) is shown in Fig[7.1l6 as an example.
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Fig. 7.15 Power output of generators following a three-phasilt with both compensators are in idle
mode (i.e. the reference case).

First, the performance of the two compensators to contrthl becillation modes is shown in
Fig.[7.17. It can be observed that effective damping can bieaed by using both compensators
at the same time. However, it can also be noted that Comperishas small controllability on
mode 2 oscillation (see the output power of Generator 3 ifighuee). Hence, by choosing each
compensator to provide damping to the mode, where its citatdtitity is high, a more effective
POD can be achieved. For this reason, another test is pexthrwhere Compensator 1 and
2 are used to control mode 1 and mode 2 oscillations, respéctirhe result on independent
damping of each mode is shown in Figs. 7.18[and|7.19. Figd&shows that damping of mode
1 is achieved without affecting mode 2 and damping of mode&iseved without affecting
mode 1. This is possible by injecting active and reactivegramnly at the mode frequency to
be controlled as shown in Fig._7]19.
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Fig. 7.16 RLS estimator performance to extract oscillatioodes from measured powgr,; top: input
signal and bottom: oscillation mode 1 (black) and oscolatmode 2 (gray).
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Fig. 7.17 Power output of generators following a three-phiasilt with single and multiple compen-
sators for POD.
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Fig. 7.18 Power output of generators following a three-phasilt with independent control of each
mode.
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Fig. 7.19 Injection of active power (top) and reactive pomsttom) from compensator 1 (black) and
compensator 2 (gray); Both compensators are used for POD.
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In the results in Figs. 7.17[- 7.119, the tests have been peedassuming that the oscillation
frequencies of the system are well known. A similar test i$ggened here considering that the
system parameters are not well known. To realize this, theéeni@quencies of the system are
assumed to be 0.5 Hz and 1.5 Hz in the controller, while thesdetlues are 1 Hz and 1.7 Hz,
respectively. Using both compensators for POD, the perdoice of the control method with
and without the frequency adaptation mechanism is showngn&20. The estimate of the
mode frequencies is shown in Fig. 7.21 when the frequenggtatian mechanism is activated.
Unlike the conventional approaches, whose performanagidedtes during system parameter
changes (gray plots in Fig._7J20), the proposed method weekkirrespective of inaccurate
knowledge of system parameters (black plots in [Fig.|7.20).

044

P, [pul

024 f-

TEY IR BN N :
044

05

P, [pul

064

-0.7 A

0.3

8 10 12 14 16 18 20
time [s]

Fig. 7.20 Power output of generators following a three-ptfasilt; Controller with no frequency adap-
tation (gray) and with frequency adaptation (black).
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2

mode frequency [Hz]

Fig. 7.21 Adaptation of the oscillation mode frequency; Mddrequency (black) and mode 2 frequency
(gray).

7.2.3 Large test system

The tests performed so far have been carried out on a sintbpfiever system, in order to

demonstrate the working principles of the various contii@tegies. A final simulation is made
using the New England Test System[29], which consists of &8mmes and 39 buses as in
Fig.[7.22. The parameters and loading of the transmissistesyare given in Appendix B.3.
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Fig. 7.22 A simplified 10 generator and 39 bus system for cagly.s
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A three-phase short circuit fault is applied for 33 ms in tine lbetween Bus 23 and Bus 24
close to Bus 23 to initiate the power oscillations. Even & fystem is comprised of 10 gene-
rators, only two main oscillation modes (0.37 Hz and 0.73 &t&) excited by the considered
disturbance, with the critical mode (the most undamped @rapt) being the lower frequency
component. This is shown in the FFT plot of the speed of theggars ¢,; withi =1, ..., 10)

in Fig.[7.23.

@, [pu]

A(Dg [pu]

0 0.5 1 1.5 2
frequency [Hz]

Fig. 7.23 Speed of generators (top) and FFT of speed deavigtimtom) following a three-phase fault
with compensators in idle mode.

It is found that active power injection has high controllayion the 0.37 Hz oscillation mode at
Bus 23, whereas reactive power injection has high contritittaon the oscillation mode at Bus
28. For this reason, Compensators 1 and 2 are connected &3Basd Bus 28, respectively.
The performance of the POD controller to damp this critic8F(Hz oscillation mode is shown
in Fig.[Z.24. Similar to the results obtained for the simptifsystem in the previous sections,
effective damping of the critical oscillation mode is asl@d with injection of power at the
critical mode frequency, as shown in Hig. 4.25, while usiimgle or multiple compensators.
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Fig. 7.24 Speed of generators following a three-phase;félltboth compensators are idle, (b) only
compensator 1 is active, (¢) only compensator 2 is activg@nioloth compensators are active.
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Fig. 7.25 Injection of active power (top) and reactive pomsttom) from compensator 1 (black) and
compensator 2 (gray) when each compensator is used sdyarate
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The results in Fig. 7.24 are obtained using a prior knowlexfdgbe dominant oscillation mode
frequency. A final test is again performed to evaluate theistiess of the control algorithm
during system parameter uncertainties. For this, thecafitscillation mode frequency is as-
sumed to be 0.6 Hz while the actual value is 0.37 Hz. The padarce of the control algorithm
with and without the frequency adaptation mechanism is shiowFig.[7.26 with both com-
pensators active. When the frequency adaptation mechasisttive, the update of the critical
oscillation mode frequency at the two compensator’s locais shown in Figl_7.27. From the
results, it can be concluded that the proposed method is agiiist against system parameter
changes in a realistic large power system.
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Fig. 7.26 Speed of generators with both compensators attiiag system change; Controller without
mode frequency adaptation (top) and with mode frequencgtatan (bottom).

06— SERTERERRRRS -

mode frequency [Hz]
=)
AN

time [s]

Fig. 7.27 Critical oscillation mode frequency update at pensator 1 location (black) and compensator
2 location (gray).

In the simulations performed so far for the system in Eig27tBe three-phase fault applied
results in an oscillation without causing system instapiihrough loss of synchronism. The
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critical fault clearing time of the system is found to be 92. s see which machines lose
synchronism from the system, a similar three-phase faaftjdied at 0.5 second and the fault is
cleared after 93 ms. The plot of the generator’s speed and degiation is shown in Fig. 7.28.
It is shown in the figure that for the simulated case Genefatimses synchronism from the
rest of the system. This means that any transient stabilitvwecement from the compensators
should be prioritized at affecting the power output of thiaamine following the fault. For
the system under investigation, the effective locationhaf tompensator should be close to
the generator that losses synchronism (Generator 5 in &sis)cTherefore, Bus 20 has been
selected to test the impact of the compensator to improwsigat stability of the system.

1.02

1.01

o, [pu]

Fig. 7.28 Speed (top) and angle deviation (bottom) of geaesdollowing a 93 ms three-phase fault
with the compensators in idle mode.

With the loading of Generator 5 as given in Table|B.1, thetiaeronstant of Generator 5 is
deliberately reduced by 6 s (i.e. from 26 s to 20 s). This sitesl the case where a large power
plant has been partially replaced by inertia-less germrasuch as a wind power plant with full
power converter turbines. The reduced inertia leads tot@alrfault clearing time of 85 ms.
Two control methods for the compensator connected at BusilP@ewvtested here to increase
the critical fault clearing time of the "new system” back & ®s.

The first simulation is to implement the TSE control as désttiin Section 616 for the large
system. Due to the selected location of the compensatospibed of Generator 5 can be used
to control the injection of power for the first swing. Note thma this example, the maximum
injection of active and reactive power is calculated to éase the critical fault clearing time
of the system due to a loss of 6 s inertia from Generator 5.rE{@29 shows the swing of
Generator 5 and injected powers for a fault applied to the syestem for 92 ms. As the result
shows, the stability of the system is guaranteed for theieghfhult.
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P/Q,, [pul
o

Fig. 7.29 Impact of TSE control of compensator connecteduat® 4; speed of Generator 5 (top),
angle deviation of Generator 5 (middle) and injected aciine reactive power (bottom); No
TSE (gray dashed), TSE by active power injection only (blsgkd), TSE by reactive power
injection only (gray solid) and TSE by active and reactivevpoinjection (black dashed).

The second simulation is to implement a virtual machine rabrdf the compensator as de-
scribed in Section 5l4. The virtual inertia constant for toatrol is chosen a&l, = 6 s to
replace the reduced inertia of Generator 5 and the dampingtaat is chosen a&p, = 133

to provide a damping ratio of 40% for the local oscillationdeaf the controller. The integral
constant for the reactive power control part is choseR gs= 50. As described in Section 5.4,
the reference active and reactive powers should be modubateed on power system distur-
bance to aid in TSE to the power system. For this simulatioayéference active power is set
to zero so that the virtual machine controller works withaoy need of external control in-
put signal. On the other hand, the reactive power referensetiaccording to the TSE control
algorithm described in Sectidn 6.6 as in the previous sitrariaand using the expression in
(6.44). Figuré 7.30 shows the swing of Generator 5 and iegepbwers. As the result shows,
the stability of the system is guaranteed for the appliett falien a virtual inertia controller is
implemented to the compensator.
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Fig. 7.30 Impact of virtual machine control of compensatmrected at bu,4; speed of Generator 5
(top), angle deviation of Generator 5 (middle) and inje@etive and reactive power (bottom);
No virtual machine (gray dashed), virtual machine withcedative power injection (black
solid) and virtual machine with reactive power injectiomgigsolid).

In the results in Figs.7.29 and 7130, it is shown that thesient stability of the large power
system can be improved. However, the effectiveness of thqpeasator to provide TSE depends
on the rating, the location and the control strategy of themensator. As described in (6142)
and [6.4B), the most difficult task in a large system to previéGE function is to estimate
the required control input signal for injection of activereactive power. If the virtual machine
controller for the active power part with zero active powederence is used for the compensator,
no control input signal is necessary and this is advantagdeowever, this control is used to
add inertia to the system and the overall impact on the systehility depends on the location
of the compensator and the added virtual inertia. Althotighnot possible to generalize for all
cases, a mere presence of the virtual inertia in the sinomlati Fig.[7.30 (black curves) helps
to improve the stability of the system.
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7.3 Experimental Verification

To validate the results obtained via simulation for powestsgn stability enhancement by E-
STATCOM, experimental tests have been performed. In thimg a description of the setup
together with the experimental results will be presentedte various control strategies de-
scribed in the previous sections.

7.3.1 Laboratory setup

The schematic of the laboratory setup is shown in [Eig.]7.8&. §ystem consists of a 75 kVA,
400 V synchronous generator connected to a stiff AC gridughca transmission line model. A
Voltage Source Converter (VSC) system can be connectediatigdocations in the transmis-
sion line.

Network model
Rn’Ln Rn’Ln Rn7Ln
400V, 50Hz |~ CnT T CnT CT1 TCnT Synchronous
Strong grid + Generator
650 V

O

DC machine

DS1103
VSC system

Fig. 7.31 Single-line diagram of the laboratory setup.

The description of the laboratory setup is given below.

1) VSC systemThe VSC system consists of a two-level converter conneotteettransmission
line model through a series reactor with = 2 mH, R; = 6.2 m{2 and shunt capacitor with
C; = 60 uF. The VSC is controlled from a computer with a dSpace 1103ddéhe DC-link
of the VSC is connected to a DC machine rated 700 V, 60 A. The @€hne is equipped with
field control and the terminal DC voltage is controlled to 85for all the experiments. The DC
machine acts as the energy source providing active powestion capability to the VSC.

2) Network model:The network model is a down-scaled version of an actual Sshetd0 kV
transmission system with the model rated at 400 V, 50 Hz. fdrestnission line model consists
of six identicalll sections (with parameters, = 2.05 mH,R,, = 0.052 andC), = 46 uF), each
corresponding to a portion of 150 km of the actual line [49.ghown in Figl_7.31, faults can
be applied to the transmission system using the contaciidt)(C

3) Synchronous generatoithe parameters of the synchronous generator are given ie[fdb
The synchronous generator is driven by an 85 kW DC motor. T8enibtor is fed from a
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thyristor converter and can be controlled by either speeatrmature current, corresponding to
frequency or active power control of the generator. A flywtreeunted on the shaft between
the DC motor and the generator gives the model a similar nmechigime constant as the real
power plant. The generator is equipped with a modern mioagssor-based voltage regulator
that can control the generator terminal voltage, field eurreeactive power or power factor.
To enhance angular stability, a power system stabilize6jR$ also included in the voltage
controller [49]. The PSS together with the speed contrditeam the DC motor gives the gen-
erator system a well damped system following faults durraggient stability studies. For the
purpose of these experiments, the speed controller of thend®r is detuned and the PSS
is disabled. This results in a poorly damped low-frequeriegteomechanical oscillation fol-
lowing short-circuit faults. For all the test performede ttatings of the synchronous generator
(75 kVA, 400 V) are used as base values.

TABLE 7.1. PARAMETERS OF THE SYNCHRONOUS GENERATOR

Rated power 75 kVA
Rated voltage 400 V
Synchronous reactanc&y 2.93()
Unsaturated transient reactangg, 0.437Q2
Unsaturated sub-transient reactankg¢,  0.332()
Armature resistance?i, 0.08102

Inertia constant (generator-turbine séf), 5.56s

7.3.2 POD and TSE using classical cascade control of E-STATIM

As described in Sectidn 5.3.3, the outputs of the POD cdetrake active and reactive cur-
rent references to be injected into the grid by the E-STATCORNE outer control loops that
have been investigated earlier in this chapter togethdr thi2 current controller described in
Section[5.311 are included in the control of the E-STATCOM.VErify the POD controller
performance, the setup in Fig. 7131, which represents desmgchine infinite-bus system with
the E-STATCOM, is used. The single-line diagram of the s&ghown in Figl 7,32, where the
possible connection buses of the E-STATCOM are marked asl RaRor the tests, the gain
K is chosen to get a damping ratio of 10% at bus 2 when reactiweipis used for POD. For

a fair comparison, the gaiA’p is then adjusted to get a similar order of maximum active and
reactive power injection for the tests. Once the valuestergains are selected, they are kept
constant for all the experiments.

First, the power oscillation damping controller is testedthe two connection points of the E-
STATCOM in Fig.[7.32. For this test, knowledge of the ostdls frequency in the transmitted
active power has been considered. To start the power dgmilja three-phase fault is applied
at bus 1 and the fault is cleared after 250 ms. The performahttee E-STATCOM for POD
using the control strategy described in Secfioh 6.3 is shiowigs[7.38 and 7.34. Observe that
to facilitate the comparison, the presented measuredisigasge been filtered to remove noise
and high-frequency harmonic components.
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Fig. 7.32 Single line diagram of the laboratory setup for POD
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Fig. 7.33 Measured generator active power output follovaitigree-phase fault with E-STATCOM con-
nected at bus 1 (top) and bus 2 (bottom). POy only (black solid)Qiy; only (gray solid),
both P, Qinj (black dashed) and no POD (gray dashed).

As described in the small-signal analysis in Secfion 68.8,injected active power decreases
with the distance from the generator, where its impact tovideo damping decreases (see
Fig.[7.34). A better damping with active power injection Istained when the E-STATCOM
is closer to the generator, in this case at bus 1 (Fig] 7.38h Mspect to reactive power injec-
tion, the damping provided by the compensator increases witving closer to the electrical
midpoint. As the transmitted powef, is used to control the reactive power injected by the
compensator, the same amount of injected reactive powses at the two locations and a bet-
ter damping action is achieved close to the electrical mitpad the line, in this case at bus 2.
With a proper choice of the control signals for injection ofige and reactive power, effective
power oscillation damping is provided by the E-STATCOM attboonnection points of the
compensator as shown in Fig. 7.33 (black dashed curves).
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Fig. 7.34 Injected active and reactive power with E-STATCOdhnected at bus 1 (black) and bus 2
(gray). Active power injection (top) and reactive poweeitjon (bottom); bothP;,; and Qiy;
used for POD.

To test the dynamic performance of the investigated PODrobhat in case of system parameter
changes, a second set of experiments has been carried ootiagsn oscillation frequency of
0.9 Hz, where the actual measured oscillation frequency is BZ2This means that an error
of 100% in the estimated oscillation frequency is here aersid. Figuré 7.35 compares the
performance of the POD controller with and without the datibn frequency adaptation in the
RLS estimator. In both cases, the E-STATCOM is connecteds2land injection of active and
reactive power is used for POD. By using the frequency adagts described in Sectibn 4.8.2,
the phase of the oscillatory component in the input signebigectly estimated, thus providing
an effective damping. This is advantageous when comparggetolassical approaches, where
the correct phase-shift is provided in the estimation onlg particular oscillation frequency.
As shown in Fig['7.35 (gray solid plots), if the POD controlie not adapted to changes in
the system, its performance is significantly reduced. Thaso shown in Fid. 7.86, where the
total energy exchangél(,...,) between the E-STATCOM and the grid until the oscillatiores a
completely damped for the two cases is displayed. The cagwutifrequency adaptation is
characterized by a longer settling time of the oscillatiad &erfore a larger amount of total
energy exchange. This results in an uneconomical use ohémge storage.
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Fig. 7.35 Top: measured generator output power with frequelaptation (black solid), without fre-
qguency adaptation (gray solid) and with no POD (gray dashéi)dle: Injected active power
with frequency adaptation (black) and without frequencgysdtion (gray); Bottom: Injected
reactive power with frequency adaptation (black) and witHfoequency adaptation (gray).
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Fig. 7.36 Total energy exchange to damp oscillations withwithout frequency adaptation.
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In the experimental tests performed so far, the appliecethbtease fault results in a sustained
oscillation without any risk of transient instability. Irase of larger disturbances, a TSE con-
troller is needed to keep the generator from losing synagenonThe tendency of the generator
to lose synchronism increases with the fault-clearing tame the amount of transmitted active
power. It has been found that the critical fault clearingeiof the uncompensated system in
Fig.[7.32 is about to 550 ms. Thus, a larger fault clearinggetoh600 ms is considered for a
three-phase fault applied at bus 1 to test the effectiveoeise TSE controller described in
Sectior 6.6. This fault causes the uncompensated systersg@ynchronism, as indicated by a
continuous increase of the estimated generator angletasvia Fig.[7.37. The estimated gen-
erator anglez(xgg) and speedAw,) deviations following the disturbance are estimated using
two PLLs, placed at the terminals of the generator and theiiafbus. By monitoringA&, as
described in Sectidn 8.6, the performance of the TSE cdetnslvalidated here.
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A [rad]
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Fig. 7.37 Top: generator output power; Middle: estimateerfayator angle deviation; Bottom: estimate
of generator speed deviation; the E-STATCOM is in idle modé the three-phase fault is
applied for 550 ms (gray curves) and 600 ms (black curves).

For the 600 ms three-phase fault applied at bus 1 and the B{SDM connected at bus 2,
Figure[7.38 shows the performance of the TSE and POD coatsolFirst, the TSE function
without the POD controller is tested. As indicated in the figgin plots (a) and (b), the TSE
controller guarantees the transient stability of the sys® damp the stable oscillation follow-
ing the TSE action, the POD controller is also activated &edest is repeated. The results in
plots (c) and (d) show that the sustained oscillations faig the TSE operation are damped by
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the action of the POD controller. It can be seen in the resi#tsthe reactive power controller
is limited even during the POD operation due to the high paveng of the generator power
following the fault. As described in the previous chaptee TSE function starts following the
disturbance and will be applied during the first swing of teegrator angle. By the end of the
first swing, the control action switches to the POD operatinrthis example case, it has been
found that the critical fault clearing time of the systermsreased at least by 50 ms when using
a maximum active or reactive current injection of 0.16 puresponding to 50% of the active
current rating of the energy storage in this setup. When actikie and reactive power injection
is used, the fault clearing time can be increased in total lgest 100 ms.
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Fig. 7.38 TSE and POD performance with E-STATCOM connectdalia 2; (a) Generator angle devi-
ation when active and reactive power are used for TSE on)yinjected active power (black)
and reactive power (gray) for TSE only; (c) Generator angigation during TSE and POD
operation using only active power (black solid), only réacipower (gray) and both (black
dashed); (d) injected active power (black) and reactivegrdgray) for TSE and POD.

7.3.3 Impact of virtual machine control of E-STATCOM on stability

For the system in Fig. 7.82 and a compensator connected 2t thesTSE performance has been
validated in Fig[_7.38 using the classical cascade coetrédr a fault clearing time of 600 ms.
Considering the same power system and fault time, the ingdaxintrolling the E-STATCOM

as a virtual machine on the power system stability is ingaséid here. For this purpose, three
different values of the virtual inertiaf{,) corresponding to 40, 50 and 60% of the generator
inertia and two different values of the damping constafi() have been selected for the active
power controller. The reactive power controller is implensel using an intergral gaifiq,

of 18.5. The virtual machine is implemented to control thevacand reactive power to zero
during normal and fault conditions. Figure 7.39 shows tlspoase of the system following the
disturbance. For all the cases, the transient stabilith@&lystem is guaranteed and subsequent
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oscillations are successfully damped. The results shotithiastability of the system tends to
increase with an increase in the implemented virtual iaetiowever, this leads to the active
and reactive power exchange from the compensator to goimttation for a longer time. In
this case, the implemented machine behavior cannot bemgearhand this might not improve
the stability of the external system as much.
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Fig. 7.39 Impact of virtual machine controller witih, = 2.3 s & Kp, = 40 (black solid),H, = 2.8 s
& Kp, = 40 (gray solid) andH, = 3.38 s & Kp, = 67.9 (black dashed) on system stability;
Top: estimate of generator angle deviation; middle: igdcactive power; Bottom: injected
reactive power.

For the cases investigated, it is shown that both the classascade controller and the virtual
machine controller increase the stability of the powereystin the first approach, it is shown
that a continuous estimation of the state of the power sysemecessary to implement the
intended TSE function. In this case, as the estimation shioelperformed quickly and remote
measurements are needed to be effective, this method pesdifficult challenge. However,
with proper estimated control input signals, the classtealcade controller maximizes the use
of active and reactive power injection to provide the inthd SE function. On the other hand,
the virtual machine controller provides the stability emtement function from its inherent
behavior, without any need of external control signalssTfisometimes advantageous in cases
where obtaining the required control signals for TSE isclit, such as in a large power system.
Moreover, if no control input signals are necessary, thetrotiar acts immediately when a
disturbance is sensed at the compensator location.
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In the virtual machine controller, the stability enhancetrmmes from the added inertia from
the compensator together with the power exchange to thenax®ystem. A disadvantage with
this control method is that the implemented inertia will betrealized if a disturbance in the
system leads to limitation of the power exchange. Morecagrthe power exchange to the
external grid is dictated by the virtual machine controldebr instead of the external system
response, the stability of the system might not be improVederify this, a final experiment
is performed with the same setup as in the previous casesawdhger fault time of 650 ms
and the result is shown in Fig._7140 when the two control apghes are used. The classical
cascade controller guarantees the system stability folothger fault. Even if the two control
approaches enhance the system to a similar extent for a 6@@uthss shown in the previous
results, the virtual machine controller works in power tieoi mode for most of the time for the
longer fault case and the intended stability enhancemettiachieved.
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Fig. 7.40 Comparison of the classical cascade controllackbdashed) and virtual machine controller
(Hy = 2.8 s & Kpy = 40 (black solid) andH, = 3.38 s & Kp, = 67.9 (gray solid))
for a 650 ms fault; Top: estimate of generator angle deviafididdle: injected active power;
Bottom: injected reactive power.

7.4 Conclusions

In this chapter, the impact of the E-STATCOM on power syst&hiity enhancement has been
validated for various power system configurations througtukation and experiment. The ro-
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bustness of the stability enhancement control algorithgagest system parameter uncertainties
has been investigated. It has been shown that injectiontvieggower for POD is minimized
at locations in the power system where its impact is nedkgddy using the frequency estimate
output from the Phase Locked Loop (PLL) together with thgopsed POD controller. The use
of the proposed control method for damping multiple ostdlamodes independently and the
use of multiple compensators without negative interaciimong themselves has been verified.
To increase the transient stability of the power systemuy#igeof the classical cascade controller
and the virtual machine controller have been compared.dtble@n shown that by using both
active and reactive power injection for POD and TSE with th@ppsed control strategies, sta-
bility enhancement can be achieved at different connegqints of the E-STATCOM in the
transmission system.
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Chapter 8

Conclusions and future work

8.1 Conclusions

This thesis has dealt with the application of shunt-coregkgtower electronic devices with
optional active power injection capability for power syststability enhancement. In particular,
the focus of the thesis has been on developing POD and TSEotierd that enable an efficient
use of the available active and reactive power from the P&hemtronic Devices.

To develop the control algorithm for POD, a novel signalraation technique based on a Re-
cursive Least Square (RLS) algorithm has been developedapter 4. In this method, the
conventional RLS approach has been improved to obtain sestd of response together with
a good steady-state selectivity by the use of a variablestong factor. Furthermore, a method
to be able to cope with inaccurate knowledge of the osciljateequency, which makes the
estimation algorithm frequency adaptive, has been derikdgantages of the proposed RLS
estimation method over the conventional signal estimatgchniques have been highlighted.
The resulting RLS algorithm (here named improved RLS) g&dast and selective estima-
tion of low-frequency electromechanical oscillations e tmeasured signals. Moreover, the
improved RLS method has been expanded for a generic sigirabdi®n and its application for
estimation of sequence and harmonic components in casenefdeal conditions of the grid
has also been verified through simulation and experimesgéd t

To represent shunt-connected power electronics devidapiional active power injection ca-
pability, an E-STATCOM has been considered in this work. ®werall control strategy for the
device has been presented in Chapter 5. In this chapter,dntoot approaches have been de-
scribed and their performances have been compared. Faistssical cascade controller based
on vector control has been derived. The implemented cdatrobnsists of an inner vector-
current controller and a number of outer control loops. ks tase, the conventional vector
current controller has been modified using the estimatiohrtigue described in Chaptéer 4 to
counteract the impact of the grid-voltage harmonics onnfexted currents in the case of con-
nection to distorted grids. Next, an alternative approactontrol the E-STATCOM to behave
like a synchronous machine has been implemented. The pafme of both control methods
has been verified and compared through simulation and expetal tests.
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A detailed description of the outer control loops of the EABTOM for power system stability
enhancement has been developed using a simplified two-nepbwer system model in Chap-
ter[8. First, the POD controller for active and reactive poimgction has been derived using
the signal estimation technique described in Chapter 4dtieen shown that injection of active
power for POD is minimized at locations in the power systenemghts impact is negligible by
using the frequency estimate of the Phase Locked Loop (Rithe controller. This leads to
an effective use of the energy storage of the compensatoexample, it has been shown in
Sectior 7.3.2 that by using the proposed control structureduction of 40% in the size of the
energy storage can be achieved for the specific case ingestigVioreover, the impact of load
characteristics on the performance of POD controllers lapmsbonnected FACTS devices has
also been investigated. It has been found that the influeiNoads is significant when reactive
power injection is used and the location of the load is eleglly close to the compensator.
Secondly, it has been shown that control design dedicatedeascillation mode could lead
to system destabilization through interaction of the ¢estodin modes during system parameter
changes. To avoid this problem, an independent multimode &gtroller has been developed
using the improved RLS algorithm. The estimator gives actele and adaptive estimation of
the various oscillation modes and the controller can p@ddmping at a particular mode of
interest without influencing the damping of the other oatitin modes. The effectiveness of the
proposed control method in presence of system parametegebdas been shown using both
single and multiple shunt-connected power electronicas/ior various power system config-
urations in Chapterl 7. Moreover, it has been shown that thegsed damping controller helps
to avoid any risk of interaction that could arise from mukipompensators, each designed in-
dependently to damp various oscillation modes. Finallgrarmol method for TSE from locally
measured signals has been derived. To increase the trastbiiity of the power system, the
use of the classical cascade controller and the virtual mactontroller has been compared. It
has been shown that by using both active and reactive poyeetion for POD and TSE with the
control strategies as described, stability enhancemenbeaachieved at different connection
points of the E-STATCOM in the transmission system. Thegrerfince of the various control
methods has also been validated through simulation andiexgtal tests.

8.2 Future work

The main focus of the thesis has been on the development atgsenof an energy efficient
control algorithm for POD and TSE using combined active aattive power injection. The
investigation carried out in this thesis has been made uhgeassumption of an ideal energy
source connected to the DC-link of the voltage source coereét can be of interest to expand
the analysis by implementing the model of an actual enemgrage (for example, batteries or
capacitors, based on the required energy) and investigatartpact of its dynamics as well
as the limited amount of available energy on the implementedrol strategy. Moreover, the
POD and TSE control methods can be adapted to actual povesragiee devices with optional
energy sources such as wind, solar and HVDC systems. Fiitdls been shown that in a large
power system, the implementation of an effective TSE cdnéiguires knowledge of the system
configuration and availability of remote signals followiaglisturbance. By using power system
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state estimation and signal processing techniques onuganm@asurement signals, developing
an effective and generalized TSE control algorithm couldméteresting task.
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Appendix A

Transformations for three-phase systems

A.1 Introduction

In this appendix, the necessary transformations from thhese quantities to vectors in sta-
tionary a5 and rotatinglq reference frames and vise versa will be described.

A.2 Transformation of three-phase quantities to vectors

A three-phase system constituted by three quantiti€g, v,(¢) andwvz(t) can be transformed
into a vectory,4(t) in a stationary complex reference frame, usually caligeframe, by ap-
plying the transformation defined Hy (A.1).

a(t) = a(t) + j05(t) = Kiran(va(t) + va(£)3™ + v(t)el3™) (A.1)

The transformation consta#,., can be chosen to bg’2/3 or 2/3 to ensure power invariant
or amplitude invariant transformation respectively betwéhe two systems. Equation (A.1) can
be expressed in matrix form as [N (A.2).

) v1(?)
:| = T32 'Uz(t) (A2)
)
where the matrixs; is given by

1 L _1
T3 = K, 2 2

The inverse transformation, assuming no zero-sequengies by [A.3).
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U]_(t)
{ va(1) ] =12 { zagg } (A.3)
va(t) A
with the matrix753 given by
2 0
(I R U

A.3 Transformation between fixed and rotating coordinate
systems

For the vectow,,4(t) rotating in thea3-frame with the angular frequency(t) in the positive
(counter-clockwise) direction,&;-frame that rotates in the same direction with the same angu-
lar frequencyw(t) can be defined. The vectoy;(t) will appear as fixed vectors in this rotating
reference frame. A projection of the vectgy;(t) in thed-axis andz-axis of thedg-frame gives

the components of the vector in the-frame as illustrated in Fig.Al.1.

B
A
q
vs(t )k l}aﬁ 2 ‘NM
V(1)
vq(t) o)
v: O >

Figure A.1: Relation betweems-frame andig-frame.

The transformation can be written in vector form ad.in (A.4).

Uag(t) = va(t) +jug(t) = vap(t)e (A.4)

with the angled(t) in Fig[Ad given by
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A.3. Transformation between fixed and rotating coordinggtesns

The inverse transformation, from the rotatidg-frame to the fixedxs-frame is defined by
(A.5).
Qaﬂ (t> = qu<t)€j9(t) (AS)

In matrix form, the transformation between the fixed-frame and rotatinglq-frame can be

written as in[(A.6) -[(ALY).

{ 228 } = R(=0() { % } (A.6)
Lt | =roen [ @

where the projection matrix is

cogd(t)) —sin(d(t))
R(0(t)) = { sin(6(t)) cog6(t) }
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Appendix B

Parameters of the test systems

B.1 Introduction

In this appendix, the system data for the simulation in Gé@piwill be described.

B.2 Two-area four machine test system data

The parameters of the system in Hig.]7.1 will b given in thistisa [26]. It consists of two
similar areas each with ratings of 900 MVA and 20 kV. The medtel damping of all the
generators are assumed zero and all other parameters atg¢deMVVA and kV base are given

by

Armature resistance and leakage reactance (pu) R, =0.0025 X;=0.2

d- and g-axis synchronous reactance (pu) Xq=138 Xq=17

d- and g-axis transient reactance (pu) X;=03 X =0.55
d- and g-axis sub-transient reactance (pu) Xy=02  X[=025
d- and g-axis open-circuit transient time constant (s) 7, =8 Ty =04
d- and g-axis open-circuit sub-transient time constant (&}, = 0.03 7%, = 0.05
Inertia constant foz; andG; (S) Hg =6.5 Hy =6.5
Inertia constant fotz; andGy (S) Hys =6.175 Hgq = 6.175

All generators are equipped with a high transient gain Htgriexciter and a PSS. The gain
and time constant of the excitation control are 200 and Q.(#Xpectively. On the other hand,
the parameters of the PSS similar to the one in[Eigd. 3.6 andiies a speed feedback of the
corresponding generators are given®y, = 5, Ty, = 10, 7y, = 0.015, 77 = 0.05, T, = 0.02,
T3=3 andT, = 5.4.

Each step-up transformer rated 20/230 kV and 900 MVA has g@edance 0f/0.15 pu. The
length and parameters of the transmission lines on a 100 M8B kV base are given by
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series impedance, (pu/km) 0.0001 + 70.001
shunt admittance; (pu/km) 70.00175
length of lines 5- 6 and 10 - 11 (km) 25

length of lines 6 - 7 and 9 - 10 (km) 10

length of lines 7 - 8 and 8 - 9 (km) 110

The system is initially operating with Area 1 exporting 400\Mo Area 2 and the generating
units are loaded as

Active power (MW) Reactive power (MVAr) Terminal voltageu)p

Gy 700 185 1.03£20.2°
Go 700 235 1.01£10.5°
Gs 719 176 1.034 —6.8°
Gy 700 202 1.01£ —17.0°

Loads are connected in the system at Buses 7 and 9. The aotier gomponent#;) and
reactive power component)() of the loads have a constant current and constant impedance
characteristics, respectively. Moreover, shunt capecitor reactive power support)i) are
connected at the two Buses. The magnitude of the loads aza g

Bus 7 Bus 9
Active power load P, (MW) 967 1767
Reactive power loady;, (MVAr) 100 100
Reactive power suppor®)- (MVAr) 200 350

B.3 |IEEE 10 Generator 39 Bus test system data

Using a base value of 100 MVA and 20/230 kV, the parameterhi®fsystem in Fig. 7.22,
which consists of 10 Generators and 39 Buses will be givehignsection. This system is well
known as the New-England power system, where Generatordsets an aggregate of a large
number of generators [67].

The armature resistance and mechanical damping of all gemsrare assumed to be zero and
all other parameters for the generators are given in TallleBie IEEE type DC1A excitation
system[[26][68] is used for all the generators and the paiensare as given in Table B.2. Gen-
erator 2 is chosen as the swing node and the load data at séises is given in Talle B.3. Note
that all the loads are assumed to have a constant power tdrggtics. Finally, the transmission
line data is given in Table Bl.4.
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B.3. IEEE 10 Generator 39 Bus test system data

TABLE B.1. PARAMETERS OF THE GENERATORS

X X, X, T, X, X, T, H, E P

G, 0003 002 0006 7.0 0019 0.008 0.7 500 1.03 10.0
G, 0.035 0295 0.0697 656 0.282 0170 1.5 303 0982 -

G; 0.0304 0.2495 0.0531 57 0.237 00876 15 358 0.983 6.50
G, 0.0295 0.262 0.0436 569 0.258 0.166 15 28.6 0.997 6.32
Gs 0054 067 0132 54 062 0166 044 260 1011 5.08
Ge¢ 0.0224 0254 0.05 7.3 0241 00814 04 348 1.050 6.50
G; 0.0322 0.295 0.049 566 0.292 0.186 1.5 264 1.063 5.60
Gy 0.028 029 0.057 6.7 0.280 0.0911 041 243 1.0278 5.40
Gy 0.0298 0.2106 0.057 4.79 0.205 0.0587 1.96 34.5 1.0265 8.30
Gy 00125 01 0031 10.2 0.069 0.008 0.0 42.0 1.045 2.50

TABLE B.2. PARAMETERS OF THE EXCITATION SYSTEM FOR THE GENERATORS

Ky Tx Veuin Veumax Kg Ty Agx Brx Kp Tr
Gy 0 0 0 0 0 0 0 0 0 0
Gy 6.2 005 -1.0 1.0 0O 0.405 0.0470 2.0252 0.057 0.5
Gs3 50 006 -1.0 1.0 0 0.5 0.0015 1.6988 0.08 1.0
Gy, 50 006 -1.0 1.0 0 0.5 0.0003 2.0787 0.08 1.0
Gs 40.0 0.02 -10.0 10.0 0 0.785 0.0000 1.0384 0.03 1.0
G¢ 50 002 -1.0 1.0 0 0471 0.0002 1.6608 0.0754 1.246
G 40.0 0.02 -6.5 6.5 0 0.73 0.0328 0.2830 0.03 1.0
Ggs 50 002 -1.0 1.0 0 0528 0.0003 1.8645 0.0854 1.26
Gy 40.0 0.02 -105 10.5 0 1.4 0.0483 0.1953 0.03 1.0
G,y 50 0.06 -1.0 1.0 0 0.25 0.0008 1.5249 0.04 1.0

TABLE B.3. LOAD BUS DATA

Bus Active power Reactive power Bus Active power Reactivegro

12
15
16
18
20
21
23
24
25

0.075 0.88 26 1.39 0.17
3.20 1.53 27 2.81 0.755
3.29 0.32 28 2.06 0.276
1.58 0.30 29 2.835 0.269
6.28 1.03 32 3.22 0.024
2.74 1.15 33 5.00 1.84
2.47 0.846 36 2.338 0.84
3.086 -0.92 37 5.22 1.76
2.24 0.472
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TABLE B.4. TRANSMISSION LINE DATA
From Bus ToBus Resistance Reactance Susceptance Tap ratio

1 38 0.0010 0.0250 1.2000 0.00
1 39 0.0010 0.0250 0.7500 0.00
2 35 0.0000 0.0250 0.0000 1.070
3 30 0.0000 0.0200 0.0000 1.070
4 19 0.0007 0.0142 0.0000 1.070
5 20 0.0009 0.0180 0.0000 1.009
6 22 0.0000 0.0143 0.0000 1.025
7 23 0.0005 0.0272 0.0000 0.00
8 25 0.0006 0.0232 0.0000 1.025
9 29 0.0008 0.0156 0.0000 1.025
10 31 0.0000 0.0181 0.0000 1.025
11 12 0.0016 0.0435 0.0000 1.006
11 30 0.0004 0.0043 0.0729 0.00
11 35 0.0007 0.0082 0.1389 0.00
12 13 0.0016 0.0435 0.0000 1.006
13 14 0.0009 0.0101 0.1723 0.00
13 30 0.0004 0.0043 0.0729 0.00
14 15 0.0018 0.0217 0.3660 0.00
14 33 0.0008 0.0129 0.1382 0.00
15 16 0.0009 0.0094 0.1710 0.00
16 17 0.0007 0.0089 0.1342 0.00
16 19 0.0016 0.0195 0.3040 0.00
16 21 0.0008 0.0135 0.2548 0.00
16 24 0.0003 0.0059 0.0680 0.00
17 18 0.0007 0.0082 0.1319 0.00
17 27 0.0013 0.0173 0.3216 0.00
18 32 0.0011 0.0133 0.2138 0.00
19 20 0.0007 0.0138 0.0000 1.060
21 22 0.0008 0.0140 0.2565 0.00
22 23 0.0006 0.0096 0.1846 0.00
23 24 0.0022 0.0350 0.3610 0.00
25 26 0.0032 0.0323 0.5130 0.00
25 31 0.0070 0.0086 0.1460 0.00
26 27 0.0014 0.0147 0.2396 0.00
26 28 0.0043 0.0474 0.7802 0.00
26 29 0.0057 0.0625 1.0290 0.00
28 29 0.0014 0.0151 0.2490 0.00

Continued to next page
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Continued from previous page

From Bus To Bus Resistance Reactance Susceptance Tap ratio

31 32 0.0013 0.0151 0.2572 0.00
31 39 0.0035 0.0411 0.6987 0.00
32 33 0.0013 0.0213 0.2214 0.00
33 34 0.0008 0.0128 0.1342 0.00
34 35 0.0002 0.0026 0.0434 0.00
34 37 0.0008 0.0112 0.1476 0.00
35 36 0.0006 0.0092 0.1130 0.00
36 37 0.0004 0.0046 0.0780 0.00
37 38 0.0023 0.0363 0.3804 0.00
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