Experimental and theoretical refutation of Collinear Cluster Tri-partition

Thesis for the degree of Master of Science in Physics

PATRIC HOLMVALL

Department of Fundamental Physics
Subatomic Physics Group
CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2014
Experimental and theoretical refutation of Collinear Cluster Tri-partition

PATRIC HOLMVALL
Abstract

A new mode of nuclear fission has been reported by the FOBOS collaboration, called Collinear Cluster Tri-partition (CCT). The claim is based on indirect observation via missing-energy events, measuring binary coincidences in thermal neutron-induced fission of $^{235}\text{U}$, and spontaneous fission of $^{252}\text{Cf}$. The events were interpreted as perfectly collinear emission of three heavy fragments. The proposed CCT seems to be an astonishing new aspect of nuclear fission, theoretically difficult to reconcile with traditional fission models, and experimentally surprising since the relatively high yield of 0.5% of such events should have shown up in previous experiments. These claims call for an independent verification with a different experimental technique.

This thesis reports on direct searches for CCT events in thermal neutron-induced fission of $^{235}\text{U}$, which should manifest as a considerable excess yield around nuclear masses $A \approx 68–70$ and $A \approx 34–36$, compared to known binary fission events. The experiments were performed with the fission fragment spectrometer Lohengrin at the high flux reactor of Institut Laue-Langevin. This spectrometer provides excellent mass and energy resolution and allows for clean measurements down to relative fission yields of $10^{-10}$. The known $^{70}\text{Ni}$ yield in binary fission was confirmed, and a new upper limit of the $^{68}\text{Ni}$ yield in binary fission was estimated. No indication of CCT events was found. The result of the experiments sets an upper limit on the order of $10^{-9}$ per fission for CCT events with $A \approx 68–70$ and $A \approx 34–36$, which is more than 5 orders of magnitude below the yields claimed by the FOBOS collaboration.

In addition, theoretical calculations and simulations have been performed to make sure that the Lohengrin experiments cover a sufficient and representative range of kinetic energies of possible CCT fragments. The calculations also show that CCT is an improbable event in low-energy fission.

In conclusion, the experimental results presented in this thesis clearly rule out the existence of CCT far below the level previously claimed, and the theoretical examination demonstrates that current models cannot explain the experimental interpretations as CCT by the FOBOS collaboration.
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1 Introduction

Science aims to provide us with a better understanding of the world that we live in. A scientific model that is commonly used for this purpose is particle physics, in which everything around us is composed of particles. Physicists try to classify the particles by their most fundamental constituents, the elementary particles, a tradition that dates back to the ancient Greeks. The atom was long thought to be the most elementary particle, until the discovery of the nucleus, which itself was later found to be composed of the nucleons (protons and neutrons). The list goes on, and today we know of a number of elementary particles, with the most recent addition being the Higgs boson. Everything that we observe is a consequence of processes involving the interactions between the particles and the different states that they can exist in. Which of the processes and states are allowed is governed by symmetries and conservation laws. Processes are classified into different categories of physics, mainly based on which interactions are involved. Nuclear fission for example, is governed by the nuclear and the Coulomb interaction between the nucleons.

In the nuclear fission process, heavy nuclei split into several smaller charged fragments. The tightest bound system is known to be $^{62}$Ni. As more nucleons are added to make heavier nuclei, the average binding energy per added nucleon decreases. Eventually the system seeks a more energetically favourable shape by deforming. At some point, the deformation becomes so severe that the repulsive Coulomb force overcomes the attractive nuclear force, and the system breaks up (scissions). Fission can either occur spontaneously, or be induced by nuclear reactions. To better understand nuclear fission, thousands of experimental and theoretical studies have been carried out since its discovery 75 years ago. Like the nuclear interaction however, nuclear fission still proves to be a great mystery in many aspects.

The nuclear fission process usually produces two charged fragments, in which case it is called binary fission. Once every few hundred fissions however, a third light charged fragment is formed as well, in a process known as ternary fission. Ternary fission was initially of great interest since the additional fragment, known as the ternary particle, was expected to carry vital information about the scission configuration, possibly being able to unravel some of the mysteries of the fission reaction mechanism. Detailed investigation showed that in 90% of the case, the third fragment was an alpha particle ($^4$He), in 9% a heavier helium or hydrogen, and in less than 1% a particle with charge $Z > 2$, with rapidly decreasing yields for higher $Z$ and mass $A$. The heaviest particles found in for example $^{235}$U(n$_{th}$,f) is $^{22}$O with yields of $3 \cdot 10^{-9}$. For ternary particles with a size comparable to the other two fragments, called true ternary fission, only upper limits of the yield exist in low-energy fission, of roughly $10^{-10}$.

In 2010 claims of experimental observation of ternary $^{34–36}$Si and $^{48}$Ca from the reactions $^{235}$U(n$_{th}$,f) and $^{252}$Cf(sf), respectively, were published. A surprisingly high yield of about 0.5% per fission was reported, which is even higher than the ternary alpha yield, contradicting what has been generally accepted since the 1940s. More surprising, however, was the fact that almost the exact same yield was reported in two completely different fission channels, and for two very different ternary particles, with widely varying charges and masses. The decay was dubbed “Collinear Cluster Tri-partition” (CCT), since it was argued that all three fragments were emitted perfectly collinear along the same fission axis, and that its discovery had eluded previous experiments since two of the fragments look like a sum event to a detector.

The claim was based on non-detection of the ternary particle, by missing energy from binary coincidences measured with the fission fragment spectrometer FOBOS. The frag-
ment masses were reconstructed from measured velocities and energies, and a peak of a sum mass lower than the fissioning system was apparent in the mass-versus-mass and mass-difference spectra. This was interpreted as collinear tri-partition, where one of the fragments was scattered due to an asymmetry of the setup, corresponding to the target backing blocking the flight path to one of the detectors.

This surprising result triggered a series of theoretical papers \cite{12,13,14,15} that tried to explain the process and calculate the most probable mass splits and energies. However, any new surprising experimental result also calls for an experimental verification with an independent method.

This is possible with the LOHENGREN fission fragment recoil separator, located at the high-flux neutron reactor of Institut Laue-Langevin in Grenoble, France. LOHENGREN is a single-arm spectrometer that covers a small solid angle of a fission target, and separates the fission fragments according to their mass and kinetic energy over ionic charge ratios ($A/q$ and $E/q$, respectively), with a combination of magnetic and electric fields \cite{16,17}. The instrument is currently the most sensitive spectrometer for measurement of neutron-induced fission products, enabling accurate studies of fission yields down to $10^{-10}$ \cite{18,19}.

LOHENGREN detects only one fragment per fission event, due to its small solid angle acceptance. Perfectly collinear fragments are separated from each other by magnetic and electric fields, not satisfying simultaneously the given $A/q$ and $E/q$ separator conditions. The spectrometer is therefore not used to measure coincidence events in ternary fission directly, but rather events that can be distinguished kinematically from binary fission. Inversely, if at a given yield level no events are detected at LOHENGREN, it provides a stringent upper limit on the production of these fragments in whatever fission configuration. Hence, a non-observation at LOHENGREN allows refuting experimental claims of CCT.

1.1 Purpose and scope of the thesis

Nuclear physics is an important field in many aspects. Without the nuclear reactions in the sun, there would be no life on earth. Nuclear fission provides our society with electricity, with steady and reliable neutron sources for probing the inner structure of matter, and with medical treatment and diagnostics, just to mention a few applications.

Better knowledge of the nuclear fission mechanism is therefore required to better understand the world that we live in. This knowledge also has direct technical applications in society, and is essential for building safer and cleaner nuclear reactors. Just recently, several groups in the NEA (Nuclear Energy Agency) discussed how to reduce nuclear physics uncertainties in fission product yields to the sub-percent level. Therefore, verifying or refuting the 0.5\% effect interpreted as CCT is very important in many aspects.

This thesis reports on experiments performed at the LOHENGREN spectrometer, which exclude the previously published results with more than 5 orders of magnitude, by observing an upper limit of the yield of the reported fragments on the order of $10^{-9}$. Theoretical calculations and simulations are done to aid the interpretation of the experimental results by deriving possible kinetic energies of the reported fragments. The theory and simulations also highlight several contradictions in the CCT hypothesis. The CCT interpretation of the FOBOS data, which from now on is referred to as the “CCT model”, is excluded as a likely origin since it assumes fission of low fissility nuclei, and because it is based on energetically unfavourable reactions with implausible conditions. It is further shown that if these conditions are alleviated, CCT would very easily have been detected by several experiments before.
1.2 Outline of the thesis

Section 2 provides a general overview of the nuclear fission process. The most relevant theoretical models for this work are introduced, especially the Liquid Drop Model and the Shell-Correction Method (Sec. 2.1). Some experimentally observed properties of nuclear fission are presented, like mass asymmetry, kinetic energy distributions, excitation energy and neutron multiplicities (Sec. 2.2). These properties are important since they are frequently discussed in the thesis. They are also very similar in character to those observed in ternary fission, which is then described in greater detail (Sec. 2.4). There are many theoretical models that try to explain ternary fission, but few that are successful in describing more than a few select observables. The models used in binary fission are limited in their application to ternary fission, as they fail to account for the ternary particle. A detailed review of different models is not given. Instead, generally accepted predictions are summarized (Sec. 2.5), along with experimental results of yields (Sec. 2.6) and other observables (Sec. 2.7). The section ends with a brief discussion of “true ternary fission” and Collinear Cluster Tri-partition (Sec. 2.8).

The FOBOS detector setup is analysed in detail (Sec. 3), to better understand how Collinear Cluster Tri-partition could be conceived, or how it could be misinterpreted missing-energy or anomalous time-of-flight events (incorrectly converted into missing-mass events). Several possible sources of the latter are presented (Sec. 3.3), based on the FOBOS detector setup.

The kinematics section studies the phase space of possible kinetic energies of the reported CCT fragments, analytically from momentum and energy conservation in a kinematic frame, and with Monte Carlo simulations solving the equations of motion in a dynamical frame. The analytical calculations are in very good agreement with the simulations, as well as with other literature [14]. The full analysis shows that the kinetic energies for the fission fragments compatible with CCT are covered by the LOHENGREN experiments. The results highlight several problems with the CCT model (Sec. 4.4). Although the full process has a high Q-value, the intermediate steps are energetically very unfavourable. In order for CCT to be possible, a set of implausible conditions has to be satisfied. Furthermore, it is shown that if these conditions are met, then FOBOS should have seen a completely different signature, and several previous experiments would have observed CCT.

The LOHENGREN spectrometer setup is described (Sec. 5) with details on individual modules. The instrument calibration procedure (Sec. 5.2) and the general steps involved in obtaining the yields from the raw count rates in the data analysis (Sec. 5.3) are explained. More details on these steps are given in the LOHENGREN experiments result section (Sec. 5.4). The results show an upper limit of the yields on the order of $10^{-9}$, which is more than a 5 orders of magnitude exclusion of the previous result published by the FOBOS collaboration.

The discussion section treats the experimental results, the existence of CCT and an analysis of the FOBOS result (Sec. 5.5).

Finally, the entire thesis is summarized and concluded (Sec. 6), and an outlook is given (Sec. 7).

A glossary of commonly used phrases is found in the end of the thesis. Appendices treat CCT kinematics in $^{252}$Cf(sf) (App. A), calculations of tip distances at scission (App. B), area and uncertainties of fitting the Normal and Skew-Normal distributions (App. C) used in the data analysis of the LOHENGREN experiments, as well as simulations with SRIM200 (App. D) and Geant4 [21,22] (App. E).
2 Nuclear fission

Heavy nuclei are known to split into smaller charged fragments in a process known as nuclear fission. The process is mainly a consequence of the gradual decrease in average binding energy per nucleon, that nuclei heavier than $^{62}$Ni experience. Breaking up these heavy nuclear systems liberates large amounts of energy, of roughly 200 MeV. This energy mainly goes into kinetic and excitation energy of the resulting fragments, and partly into the emission of mostly neutrons and gamma radiation. Although very exo-energetic, the process is usually prevented by a potential barrier. Some systems can transcend this barrier spontaneously via tunneling, while others have to be excited, for example by nuclear reactions. Fission usually proceeds into two charged fragments, in which case it is called binary fission. The formation of three charged fragments is called ternary fission, and occurs once every few hundred binary fissions, with the third particle in 99% of the cases being a hydrogen or helium isotope. This thesis investigates the existence of a special kind of ternary fission, called Collinear Cluster Tri-partition (CCT), in the channels $^{235}$U(n$_{th}$,f) and $^{252}$Cf(sf). In CCT, all three fragments are of comparable size and emitted perfectly collinear along the fission axis. This section starts by discussing briefly the theoretical models used in general nuclear physics, how they are applied to binary fission, and ends with experimental results. A more thorough investigation of the properties of ternary fission will then be discussed, with the conclusion that the two processes share very similar experimental results, but have to be treated with completely different theoretical models.

2.1 The Liquid Drop Model

Experimental indication of nuclear fission was found in 1938 by Hahn and Strassmann. It was later interpreted by Meitner and Frisch, who explained the process qualitatively within the framework of the Liquid Drop Model (LDM). The LDM uses a macroscopic treatment of the nucleus as a uniformly charged liquid drop. The model was used to predict nuclear binding energies and Q-values (net energy liberated), making it possible to discern which decay modes and nuclear reactions are allowed. The LDM could also explain many of the gross features of the nucleus, like the valley of stability in the chart of nuclides. Bohr and Wheeler further developed this explanation and applied it to nuclear fission, introducing terms like fissility and the fission barrier. The fissility is a representation of the competition between the repulsive and attractive forces between the nucleons. It is mathematically defined as the ratio of the Coulomb to surface energy in a nucleus

$$\frac{E_C}{2E_S} \propto \frac{Z^2}{A},$$  \hspace{1cm} (1)

and measures the tendency of the system to fission. The fission barrier is defined as the potential energy effective along the most favorable deformation path to fission of a compound system. The barrier can be illustrated by plotting the deformation energy as a function of deformation (see Fig. 1). The ground state lies in a potential well delimited by the fission barrier. If a nucleus manages to get past the barrier and reach a sufficiently high deformation, it scissions. If the barrier is thin enough, the state might tunnel through it, in which case the system is said to be unstable against spontaneous fission. By adding excitation energy, fission of a heavy nucleus can be induced. The height and width of the fission barrier decreases with increased fissility.
2.2 The Shell-Correction Method

The extended liquid drop model fails to account for the experimentally observed asymmetric mass distribution of the fission fragments (one light and one heavy fragment) in actinide nuclei, as well as the non-spherical ground states of some stable nuclei, the existence of superheavy nuclei, and the observed nucleon magic numbers. These properties were understood to be a consequence of the single-particle energies in the nuclear shell model\cite{24, 25}, which summarizes the mutual interaction between the nucleons in an average mean field shell-model potential. This potential contains a spin-orbit interaction and a spherical central potential part. The wave functions and single-particle energy levels of the nucleons are then found as solutions of the Schrödinger equation. The shell-model has its own shortcomings, as it is an approximate mean field model, e.g. it fails to accurately describe heavily deformed systems with high surface-to-volume ratio. Furthermore, the results on a large scale are much less accurate than those obtained with the LDM combined with semi-empirically adjusted parameters. A major contribution to theoretical nuclear physics was made by Strutinsky\cite{26}, who successfully combined the LDM with shell-effects in his macroscopic-microscopic model, called the shell-correction method (SCM). The SCM correctly predicted a small prolate deformation in the ground state of the actinides, the potential energy dependence of the elongation, and most of the magic numbers. The model also predicted the appearance of multiple maxima in the potential energy barrier. Between these maxima lie local minima, corresponding to different nuclear states of the fissioning system, called fission isomers. The deformation energy of the elongation depends on the multipole orders of the deformation, and spans a multi-dimensional landscape. If the excitation energy is low enough, the decay will follow energetically favorable channels in the landscape as the system makes its saddle-to-scission descent, effectively probing the different states of the potential-energy surface. These fission channels affect the yields and final mass and kinetic energy distributions of the fragments. The final nuclear observables are thus tightly linked to the nuclear structure of the compound system. Some key experimental results of these observables are presented in the following section.

Figure 1: Deformation energy as a function of deformation. The ground state lies in the well delimited by a potential barrier, the height of which is called the fission barrier. Corresponding shapes are shown qualitatively above the curve.
2.3 Binary fission data

The experimental results in binary fission that are most relevant for this thesis are the mass distribution between the two fragments, the kinetic and excitation energy distributions and the emission rates of neutrons. The yield as a function of the fragment mass is seen in Fig. 2.

The plot illustrates that there is a clear mass asymmetry between the fragments produced in both spontaneous and neutron induced fission of the actinides, pertaining to one light and one heavy fragment. As the fissioning system becomes heavier (or much lighter than shown in the figure), or its excitation energy higher, the mass split will become more symmetric. This is understood to be a consequence of shell-effects. The total kinetic energy of the fission fragments of a few systems are plotted in Fig. 3. The average total kinetic energy follows a Gaussian distribution, with higher energies for heavier fissioning system. The distributions are
2.3 Binary fission data

Figure 3: Total kinetic energy distribution (before neutron emission) in the thermal neutron induced fission of $^{233}\text{U}$, $^{235}\text{U}$ and $^{239}\text{Pu}$. (Adapted from Milton and Fraser\cite{28}.)

centered around 170 MeV and 184 MeV in $^{235}\text{U}(n_{\text{th}},f)$ and $^{252}\text{Cf(sf)}$, respectively. Subtracting these energies from the Q-values leaves roughly 30 MeV on average for fragment excitation energies and emission of neutrons and gamma radiation. Each emitted neutron requires around 10 MeV energy, while gammas carry away energies from tens of keV up to several MeV. On the average, about 2–4 neutrons are emitted in binary fission. The independent fission fragment kinetic energies follow Gaussian distributions as well. The light fragment will generally end up with a higher kinetic energy than the heavy fragment, which can be shown by applying momentum and energy conservation.
2.4 Ternary fission

Nuclear fission is usually a binary process, in the sense that two charged particles (the primary fragments) are formed from the fissioning nucleus. The possibility of ternary fission, in which three fragments are created, was proposed in 1941 [29]. In 1946 it was found experimentally from tracks in nuclear emulsions photographs [30,31] (see Fig. 4), and was confirmed in 1947 from measurements with ionization chambers [32]. Analysis of the tracks showed that two of the fragments are emitted with similar angles and masses as the light fragment (LF) and heavy fragment (HF) of binary fission (see Fig. 5). The third fragment, called the ternary particle (TP), is much lighter and emitted under roughly right angles to the fission axis. Due to this similarity, ternary fission is also known as light charged particle (LCP) accompanied fission. Ternary fission occurs once every 250–500 fissions for the actinides, and it occurs 25% more often in spontaneous fission than in fission of the same system induced by thermal neutron capture. Although rare, ternary fission is still of interest since it

1. serves as a probe of the nuclear fission mechanism, yielding information about the configuration and dynamics at scission, and

2. produces tritium, helium and hydrogen in nuclear reactors, and thus of interest to the nuclear industry.

![Nuclear emulsion tracks of three fission fragments, marking the first experimental evidence of ternary fission. (Adapted from San-Tsiang et al. [31].)](image1)

![Light and heavy fragment mass yield in binary fission (dotted line) and ternary fission (solid line). The shift is due to the emission of a ternary alpha particle, mostly at the expense of the light fragment mass. (Adapted from Theobald [33].)](image2)
2.5 Ternary fission theoretical models

Ternary fission is a three-body decay, thus offering more degrees of freedom and a larger phase space than binary fission. As a result, the theoretical models of binary fission are insufficient at describing the physics of ternary fission. For example, the prerequisites of the liquid drop model and the shell-model are not met, since the surface to volume ratio is too large. The scission point model of Wilkins et al.\cite{34} and the random neck rupture model of Brosa et al.\cite{35} both fail to account for the formation of a ternary particle. There are numerous ternary fission models that account for this and several other aspects. A consistent model that combines all major aspects is however yet to be formulated, or one that can reproduce from first principle the energy distribution and individual yields of the ternary particles. A few key features of generally accepted models will now be presented. Reviews of individual theoretical models can be found in Wagemans\cite{36}, K"oster\cite{7}, and in B"orner, G"onnenwein, and Zimmer\cite{37}. Most models are based on the premise that the ratio of ternary to binary events is governed by a factor $\exp(-E_C/T)$, where $E_C$ is seen as the energy cost of emitting a ternary particle, and $T$ a parameter describing how easily scission configurations that are energetically unfavourable can be accessed. The models use different geometrical configurations at scission, and interpret the parameter $T$ differently (basically arguing if it represents a “nuclear temperature” or not). The geometrical configuration of most models can, however, be generalized with the parameterization presented in Fig. 6. The geometrical parameters differ slightly between the models, and they are obtained by doing trajectory calculations which are fitted to experimental results. Most models agree on how ternary fission is formed. The fissioning system is deformed into an elongated prolate shape as it makes it saddle-to-scission transition. As the system is deformed, the shape becomes unstable, and a ternary particle is formed between a light and a heavy fragment as a result of two random neck ruptures.

2.6 Ternary fission yields

Detailed yield measurements show that the ternary particle is in 90% of the cases a $^4$He and in 9% heavier helium and tritons. Only 1% of all ternary particles have $Z > 2$. The yield decreases rapidly for higher $Z$ and neutron excess\cite{6}, and an odd-even $Z$ effect is also observed\cite{7} (see Fig. 7). Heavier fissioning systems more easily emit heavier ternary particles (see Fig. 8). The heaviest ternary particle found in $^{235}\text{U}(n_{th},f)$ is $^{22}$O with yields of $3 \cdot 10^{-9}$\cite{7}. 

![Diagram of ternary fission models scission configuration](image)
2.7 Ternary fission data

Apart from the yield, some of the most relevant observables in ternary fission are the final kinetic energies of the fragments and the emission angle between the light fragment and ternary particle. The kinetic energy of ternary particles generally follow a Gaussian distribution. Ternary alpha particles have a mean kinetic energy close to 16 MeV (see Fig. 9). This energy is significantly larger than that of alphas produced in radioactive alpha decay, giving longer tracks, which is why ternary alphas are often referred to as “long range alphas” (LRA).
mean kinetic energy of the other abundant ternary particles vary between 8 and 20 MeV. The total kinetic energy in ternary fission is different to that observed in binary fission (see Fig. 11). By subtracting the total kinetic energy from the Q-value, the total excitation energy is attained. The total excitation energy is much lower in ternary than in binary fission, on the average by about 10 MeV in $^{235}$U(n$_{th}$,f)\textsuperscript{[41]}. The emission of a ternary particle therefore occurs at a great expense of the system's total excitation energy. The higher the ternary particle kinetic energy, the lower the total excitation energy becomes\textsuperscript{[33]}. There is also a correlation between the kinetic energy and the emission angle of ternary alphas, as well as between the yield and the emission angle (see Fig. 11). A great majority of all ternary particles are emitted at roughly 90° with respect to the fission axis, shifted slightly towards the light fragment direction.

![Figure 9: Left: Kinetic energy distribution of ternary alpha in $^{235}$U(n$_{th}$,f). The deviation from the Gaussian fit on the left tail is to a large extent caused by alpha particles originating from $^5$He $\rightarrow^4$He + n. (Adapted from Wagemans\textsuperscript{[36].}) Right: Ternary alpha kinetic energy versus the total kinetic energy of the corresponding fission fragments in $^{235}$U(n$_{th}$,f). (Adapted from Pannicke, J.\textsuperscript{[40].})](image)

![Figure 10: Total kinetic energy as a function of light fragment mass, in ternary fission (left) and binary fission (right) of $^{235}$U(n$_{th}$,f). Events with equal yield lie on the same contour line. The Q-value is represented by a solid line, and average experimental kinetic energies by scatter points with error bars. The total excitation energy equals the Q-value subtracted by the total kinetic energy, and as can be seen, is much higher in binary than in ternary fission. (Adapted from Theobald\textsuperscript{[33]} and Pannicke, J.\textsuperscript{[40].})](image)
2.8 True ternary fission and collinear cluster tri-partition

Ternary particles are born in the region between the other two fragments at scission, or emitted towards the middle from one of the fragments during the last stage of scission. The small yields at zero angles correspond to so-called polar emission\[42\]. These ternary particles were first thought to be born on the outside of the system, but detailed analysis points towards an entirely different mechanism in which such fragments are evaporated from the light fragment in-flight\[43,44\].

Figure 11: Correlation between ternary alpha kinetic energy and emission angle (left), and ternary alpha yield and emission angle (right) in $^{235}\text{U}(n_{th},f)$. The emission angle is relative to the light fragment direction. Contour lines in the left figure mark equal yields. (Adapted from Theobald\[33\].)

2.8 True ternary fission and collinear cluster tri-partition

Theories have long suggested the existence of so-called true ternary fission, in which all three fragments have a similar mass. Experimentally, only upper limits exist in low-energy fission\[8,9\], of less than $10^{-8}$ to $10^{-11}$ events per fission. These experiments were designed to search for ternary particles emitted with angles $0^\circ < \theta < 180^\circ$ relative to the light fragment direction. A publication\[45\] from the FOBOS collaboration argued that these experiments could have failed to detect true ternary fission events if the three particles were emitted perfectly collinear, along the same fission axis. Such a configuration was dubbed Collinear Cluster Tri-partition (CCT). In practice such a decay is more difficult to detect, since two fragments entering a detector collinearly could be detected as a sum event that is interpreted as a single heavy fragment. In 2010, the FOBOS collaboration reported the observation of CCT with ternary particles of masses $A > 30$ and high yields of about 0.5% per fission in both $^{235}\text{U}(n_{th},f)$ and $^{252}\text{Cf}(sf)$\[10\]. Since then, several theoretical papers have tried to explain the observation\[12,13,14,15\], but the experimental results themselves are yet to be verified independently. An experiment with a similar setup reported a non-observation of CCT in 1999\[46\].

The FOBOS experiment was based on the missing-energy principle, by non-detection of the ternary particle, due to scattering in an asymmetry in the detector setup. A short summary of this experiment is given in Sec. 3. Looking more closely at the kinematics however, it is shown in Sec. 4 of this thesis that if CCT existed, it should be observable even without the asymmetry. It should have been detected by countless binary and ternary fission experiment setups alike, due to the low energy of the ternary particle.
3 FOBOS experiments

The claims of Collinear Cluster Tri-partition were published\textsuperscript{[10]} based on experiments performed at the Flerov Laboratory of Nuclear Reactions (FLNR) of the Joint Institute for Nuclear Research (JINR) in Dubna, Russia. There are two experiments reported in this publication, measuring two different fissioning systems with the same detector modules in the double-armed spectrometer setup FOBOS\textsuperscript{[11]}, and the slightly modified setup mini-FOBOS\textsuperscript{[47]}. This section will discuss the details of the setups and the reported results.

3.1 The FOBOS setup

FOBOS is a spectrometer designed for studying decay products from compound-like systems, which are created in nuclear reactions. In particular, it has detector modules placed at relative angles of $180^\circ$ (with $\pm 2^\circ$ acceptance), which were used to study binary coincidences from nuclear fission (see Fig. 12). The detection of these fragments is based on the time-of-flight versus energy method (TOF-E), allowing the determination of individual fragment velocities ($v$) and kinetic energies ($E$). The time-of-flight is measured along a 50 cm flight path, as the difference between a start and a stop signal. The start signal is obtained from an avalanche counter, or a micro channel plate (MCP) detector, and the stop signal by a position-sensitive avalanche counter (PSAC). The energies of the fragments are measured in Bragg ionization chambers (BIC). Each BIC has a 1$\mu$m thick aluminized Mylar window with a 385 mm diameter. The window is supported by a heavy concentric carrier and a 1 mm thick Ni-mesh, with hexagonal holes of 2.7 mm diameter and 0.9 mm bulkhead between the holes. These support structures reduce the total transparency to 75%. The most important feature of the setup is the 50 $\mu$g/cm$^2$ thick Al$_2$O$_3$ target backing. It is positioned such that it creates an asymmetry, blocking the flight path towards one of the detectors. The backing creates an angular spread of the fission fragments, and lowers their kinetic energies. The detected

![Figure 12: Schematic view of the FOBOS detector setup used to measure binary coincidences of a light (LF) and heavy (HF) fission fragment. The fission target (1) is deposited on an Al$_2$O$_3$ backing (2). The time-of-flight of fission fragments is measured over a 50 cm flight distance, as the time difference between a start and stop signal (from detectors 3 and 4, respectively). The fragment energies are measured in a BIC (5). The analysis of the FOBOS paper argued that a third ternary particle (TP) was scattered by the backing and implanted subsequently in the mesh of the BIC entrance window (6). A schematic view of such a process is seen in inset A, and an enlarged image of the mesh in inset B. (Adapted from Pyatkov et al.\textsuperscript{[10].})](image)
velocity and kinetic energy can be converted into a fragment mass \( (m) \) through the relation \( m = 2E/v^2 \). For most of the detected events, the masses of the two fragments (labeled 1 and 2) should roughly add up to the mass of the fissioning system (FS), along the straight line \( m_1 + m_2 = m_{FS} \) in a mass-versus-mass spectrum. Significant deviations from this line could indicate the production of a third particle missing the detectors. It could also be due to missing energy of the detected fragments, or an anomalous time-of-flight. In this way, missing energy or anomalous time-of-flight could be misinterpreted as a “missing-mass” event.

### 3.2 Measurement, results and interpretation

Two fissioning systems were studied in detail in the FOBOS experiments, \(^{252}\text{Cf}(sf)\) with \(13 \times 10^6\) detected coincidences and \(^{235}\text{U}(n_{th},f)\) with \(2 \times 10^6\) detected coincidences. The latter used an additional detector module consisting of a belt of \(^3\text{He}\)-filled detectors for measuring neutron coincidences, in the so-called modified mini-FOBOS setup. Apart from this, the same detector modules was used in both experiments (hence a systematic error would show up with the same signature in both experiments). The results show that the the derived masses \((m_1, m_2)\) of the binary fragments in most reconstructed events add up to the mass of the fissioning system within the given mass resolution (for light fragments \(\delta m \approx 6 \text{ amu} \)). The \(m_1-m_2\) spectrum (see Fig. 13) however shows an “island” of apparently lower sum mass which is more pronounced on the side of the fission target where the fragments have to traverse the \(\text{Al}_2\text{O}_3\) backing. The difference spectrum of both arms shows that these “missing-mass events” (translated from missing energy, or oddly measured time-of-flight) represent about 0.5% of all detected fission events (see Fig. [14]), and are associated with the detection of fragments of mass \(A \approx 68 - 70\) and charge \(Z \approx 26 - 28\). This observation was interpreted as collinear tripartition where two of the fragments are emitted under an angle small enough for simultaneous detection in the detector arm opposite the target backing. If emitted in the direction of the backing however, one of the collinear fragments undergoes small-angle scattering in the backing and is implanted into the support grid of the ionization chamber, thus preventing the simultaneous detection. It was argued that the missing particles corresponded to ternary \(^{48}\text{Ca}\) in \(^{252}\text{Cf}(sf)\), and ternary \(^{34-36}\text{Si}\) in \(^{235}\text{U}(n_{th},f)\).

### 3.3 Preliminary discussion of the FOBOS results

The exact relative CCT yields reported are \((4.7 \pm 0.2) \times 10^{-3}\) for ternary \(^{48}\text{Ca}\) in \(^{252}\text{Cf}(sf)\), and \((5.1 \pm 0.4) \times 10^{-3}\) for ternary \(^{34-36}\text{Si}\) in \(^{235}\text{U}(n_{th},f)\). This is an extremely surprising result for several reasons. First of all, it contradicts all previous ternary fission experiments since the 1940s, which report on a rapidly decreasing yield for heavier ternary particles. The CCT yield is in fact even higher than that for ternary alpha particles. What is more astonishing is that the exact same signature with the same frequency is reported in both spontaneous and neutron-induced fission, for two ternary particles with very different nuclear charge and mass. These are two completely different kinds of reactions, with large differences in mass and energies involved. In fact, ternary fission is 25% more abundant in spontaneous fission and more abundant for heavier fissioning systems. Furthermore, at such high yields the decay ought to have been found in radiochemical analysis. It is also intriguing why the ternary particle is never observed in coincidence with the heavy fragment, corresponding to events where the light fragment nickel misses the detector.
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Figure 13: Mass-versus-mass coincidence spectrum of fission fragments from the reactions $^{252}$Cf(sf) (left figure) and $^{235}$U(n$_{th}$,f) (right figure), detected by the FOBOS spectrometer. The contour lines mark events with equal yields, with a logarithmic scale factor of approximately 2.5 between adjacent contours. The arrow marks “islands” of lower sum mass which are more pronounced on the side that the target backing is blocking. The analysis in the publication from the FOBOS collaboration argued that the islands correspond to a measured $^{132}$Sn and $^{72}$Ni in $^{252}$Cf(sf), and a $^{132}$Sn and $^{68-70}$Ni in $^{235}$U(n$_{th}$), thus leaving a $^{48}$Ca and $^{34-36}$Si undetected in each system, respectively. (Adapted from Pyatkov et al. [10].)

Figure 14: Projection of the island onto the $m_1$-axis (left figure) and the $m_s = m_1 + m_2$ direction (right figure). Note that the $^{235}$U spectrum is amplified by a factor 2 for easier comparison, but that the effect is almost exactly as frequent in the two systems. (Adapted from Pyatkov et al. [10].)
4 CCT kinematics

This section is devoted to showing that the LOHENGRIN experiment covers a sufficient and representative range of kinetic energies for the CCT fission fragments reported by FOBOS\textsuperscript{[10]}. The kinetic energies of such fission fragments are derived analytically from momentum and energy conservation. Monte Carlo trajectory simulations are done to further explore the phase space of possible kinetic energies, and they are in very good agreement with analytical results. Both results are also in agreement with Vijayaraghavan et al.\textsuperscript{[14]}. The full analysis shows that the kinetic energies for the fission fragments compatible with CCT are covered well at the LOHENGRIN experiment. The calculations and simulations also highlight several problems with the CCT model. Although the full process has a high Q-value, the intermediate steps are energetically very unfavourable. In order for CCT to be possible, a set of implausible conditions has to be satisfied. Furthermore, it is shown that if these conditions are met then FOBOS and many other experiments based on double-armed spectrometers should have seen a clear signature of CCT in both detectors, due to the low energy of the ternary particle.

4.1 Fissioning system

Experiments and theory since the 1940s generally agree that ternary fission is a simultaneous decay with three fragments being born at roughly the same time. However, FOBOS claims to have observed CCT as a sequential decay, with three fragments being born from two perfectly collinear sequential binary fissions. Kinematically, these decay channels are two extremes of the same decay, where the time between the first and second scission is the parameter that varies. This time is infinitesimal in the extreme lower limit, which corresponds to the simultaneous decay. In the extreme upper limit the time approaches infinity, and the fission fragments are fully accelerated before the second break up. Note that the fission fragment acceleration time (to 90\% of the final kinetic energy) is on the order of $10^{-20}$ s\textsuperscript{[36]}. This is an extremely short time compared to the fission life time of the secondary fissioning system, since it is a low fissility nucleus, making intermediate times between the two extremes implausible. Either way, the kinetic energy distributions of the intermediate times are covered between the two extremes in a kinematical frame. The dynamical frame is much more advanced, and the two decay types (ternary and binary fission) have to be described with completely different theoretical models (e.g. see Sec. 2). The kinematical frame is sufficient however to analyse which kinetic energies are possible, from an energy and momentum conservation standpoint. The kinetic energy phase space of the reported CCT fragments is derived from kinematics analytically, and dynamically through simulations. In the thermal neutron induced fission of uranium, the reported fragments are

\[ n_{th} + ^{235}_{92}U \rightarrow ^{A_{Sn}}_{50}Sn + ^{A_{Mo}}_{42}Mo + \nu_1 \rightarrow ^{A_{Sn}}_{50}Sn + ^{A_{Ni}}_{28}Ni + ^{A_{Si}}_{14}Si + \nu_2, \tag{2} \]

with $A_{Sn} \approx 132$, $A_{Mo} \approx 102–104$, $A_{Ni} \approx 68–70$, $A_{Si} \approx 34–36$ and $\nu = \nu_1 + \nu_2 \approx 0–2$ is the neutron multiplicity. In the spontaneous fission of californium, the reported fragments are

\[ ^{252}_{98}Cf \rightarrow ^{A_{Sn}}_{50}Sn + ^{A_{Ca}}_{48}Ca + \nu_1 \rightarrow ^{A_{Sn}}_{50}Sn + ^{A_{Ni}}_{28}Ni + ^{A_{Ca}}_{20}Ca + \nu_2, \tag{3} \]

with $A_{Sn} \approx 132$, $A_{Ca} \approx 120$, $A_{Ni} \approx 72$, $A_{Ca} \approx 48$ and $\nu = \nu_1 + \nu_2 \approx 0$. The LOHENGRIN experiment measured yields of $^{34,36}_{\%}$Si and $^{68,70}_{\%}$Ni in $^{235}_{\%}U(n_{th},f)$. This section calculates the kinematics of these fragments, with an extended mass range. See App. A for $^{252}_{\%}$Cf results.
4.2 Sequential decay kinematics

In the sequential decay of uranium, the fissioning system (FS) decays into a heavy fragment (HF) tin and an intermediate fragment (IM) molybdenum. The IM decays into the ternary particle (TP) silicon and the light fragment (LF) nickel (see Fig. 15). The fission axes of the two decays are perfectly collinear. If the first scission is similar to that of ternary fission (two necks, but only one rupture), the LF will predominantly be born on the outside due to an initial deformation in the IM \[48\]. If this is not the case, there should be no preference, and the LF should be born with equal probability in the middle as on the outside. In both cases the LF will appear on the outside, and an experiment only needs to cover the energies of this configuration to find CCT, if it exists. Both configurations are analysed in the following sections. The fragment born in the middle has a reduced kinetic energy. This is because the direction of its acceleration in the rest frame is opposite to the direction that the frame itself is moving. The acceleration of the outer fragment is in the same direction as the movement of the rest frame, and will obtain the highest boost in kinetic energy. The kinetic energy of the outer fragment is at its maximum if

- the IM excitation energy \(E_{*IM}\) equals the total excitation energy of the system (TXE),
- all of the excitation energy is spent during the scission of the IM.

The outer fragment kinetic energy is at a minimum if there is instead a lot of excitation energy that is not used in this fashion, or if the IM is in a highly deformed state as it scissions. The problem with such a lower limit is however that for most decays \(^{A_{Mo}}Mo \rightarrow ^{A_{Ni}}Ni + ^{A_{Si}}Si\), the Q-value is negative, sometimes as low as \(-20\) MeV (see Fig. 18 in Sec. 4.5.1). Furthermore, due to energy conservation, the fragments have to be born at unphysically large distances (see the discussion in Sec. 4.6.2). Therefore, a large excitation energy is required for the decay to occur in the first place, which is why the lowest possible excitation energy determines the lower kinetic energy limit. The final fragment kinetic energies can be derived as a function of the excitation energies, mass split and number of prompt neutrons.

Taking the limit where the HF and IM are fully accelerated before the second scission means that all Coulomb potential energy has been converted into kinetic energy, and the energy balance is

\[
Q_1 = E_{kin,1} + TXE, \quad (4)
\]

where TXE is the total excitation energy, \(E_{kin,1}\) the total kinetic energy, and \(Q_1\) the Q-value

\[
Q_1 = M_{FS} - M_{HF} - M_{IM} - M_{\nu_1}, \quad (5)
\]

![Figure 15: Schematic view of two sequential decays of \(^{235}U(n_{th,f})\) into CCT.](image)
where $M$ are the mass excesses, and $\nu$ prompt neutrons. Note that in the calculations, all neutrons are considered to be prompt, which means that they do not originate from evaporation in the fragments. The impact due to different kinds of neutrons will be handled in the discussion. The kinetic energy is then fully determined as a function of the parameter TXE. The momenta for the HF and IM can be determined from momentum conservation

$$ p_{HF} + p_{IM} = 0, $$

and the relation

$$ E_{kin,1} = E_{kin,HF} + E_{kin,IM} = \frac{p_{HF}^2}{2m_{HF}} + \frac{p_{IM}^2}{2m_{IM}}. $$

Solving for $p_{IM}$ and $p_{HF}$ gives

$$ p_{IM} = \pm \sqrt{2E_{kin,1} \frac{m_{HF}m_{IM}}{m_{HF} + m_{IM}}} = \pm \sqrt{2(Q_1 - \text{TXE}) \frac{m_{HF}m_{IM}}{m_{HF} + m_{IM}}}, $$

and

$$ p_{HF} = -p_{IM} = \mp \sqrt{2(Q_1 - \text{TXE}) \frac{m_{HF}m_{IM}}{m_{HF} + m_{IM}}}. $$

There are two solutions, corresponding to the two directions along the fission axis. The final system is fully accelerated when all the energy released in the second decay has gone into kinetic energy

$$ E_{kin,2} = Q_2 + E_{IM}^*, $$

where $E_{IM}^*$ is the IM excitation energy, and the second scission Q-value is

$$ Q_2 = M_{IM} - M_{LF} - M_{TP} - M_{\nu_2}. $$

The final momenta of the TP and the LF are related through the expressions

$$ p_{LF} + p_{TP} = p_{IM}, $$

and

$$ E_{kin,2} = \frac{p_{LF}^2}{2m_{LF}} + \frac{p_{TP}^2}{2m_{TP}} = \frac{p_{LF}^2}{2m_{LF}} + \frac{(p_{IM} - p_{LF})^2}{2m_{TP}}. $$

Solving for $p_{LF}$ and $p_{TP}$ gives

$$ p_{LF} = \frac{p_{IM}m_{LF} \pm \sqrt{m_{LF}m_{TP} \left[ 2 \left( Q_2 + E_{IM}^* \right) (m_{LF} + m_{TP}) - p_{IM}^2 \right]}}{m_{LF} + m_{TP}}, $$

and

$$ p_{TP} = \frac{p_{IM}m_{TP} \pm \sqrt{m_{LF}m_{TP} \left[ 2 \left( Q_2 + E_{IM}^* \right) (m_{LF} + m_{TP}) - p_{IM}^2 \right]}}{m_{LF} + m_{TP}}, $$

where $p_{IM}$ is given by Eq. (8). The two solutions corresponds to the LF being born on the outside while the TP is born in the middle, and vice versa. Finally, the kinetic energies are given as

$$ E_{kin,LF} = \frac{p_{LF}^2}{2m_{LF}}. $$
and

\[ E_{\text{kin},TP} = \frac{p_{TP}^2}{2m_{TP}} \]  

(17)

Figures 17, 19 and 20 in Sec. 4.3 present results attained using these equations for $^{235}\text{U}(n_{\text{th}},f)$, for varying excitation energies, mass splits between the HF and IM, mass splits between the TP and LF, and number of prompt neutrons. These results are compared to numerical results attained from Monte Carlo trajectory simulations, and there is a very good agreement. Analytical calculations for the simultaneous decay channel will now be presented.

### 4.3 Simultaneous decay kinematics

In usual ternary fission, the three fragments are all born more or less simultaneously, with the TP in the middle (see Fig. 16). The configuration that gives the highest kinetic energy for the LF is when the TP is born touching the HF, and the LF is as close to them as possible (constrained by energy conservation). This is because the TP is accelerated by the HF, and transmits momentum to the LF (see the results in Fig. 24). Usually in ternary fission, the TP is born in the center between the two main fragments, or in the electrostatic saddle point (where the Coulomb forces from the HF and LF cancel). If the angular momentum is zero, precission kinetic energy is ignored, and energy conservation is invoked, then the configuration at scission can be described with one parameter, $x_r$, denoting the relative distance of the TP between HF and LF. Let $x_r = 0$ and $x_r = 1$ correspond to the TP touching the HF and LF respectively. This parameterization will now be derived. Energy conservation at scission reads

\[ Q = E_C + TXE, \]  

(18)

where TXE is the total excitation energy, the Q-value is

\[ Q = M_{FS} - M_{HF} - M_{TP} - M_{LF} - M_{\nu}, \]  

(19)

and the Coulomb potential energy is

\[ E_C = k \frac{e^2 Z_{TP} Z_{HF}}{x} + k \frac{e^2 Z_{TP} Z_{LF}}{d} + k \frac{e^2 Z_{HF} Z_{LF}}{D}, \]  

(20)

where $k$ is the Coulomb constant, $e$ the elementary charge, and the center-to-center distances are $x$ between the TP and HF, $d$ between the TP and LF, $D$ between the HF and LF. Let
$r_{TP}$, $r_{HF}$ and $r_{LF}$ denote the radii of the TP, HF and LF respectively. The center-to-center distances $x$ and $d$ can then be written in terms of the radii, $D$ and the parameter $x_r$ as

\begin{align}
  x &= r_{TP} + r_{HF} + x_r (D - 2r_{TP} - r_{LF} - r_{HF}), \\
  d &= D - x.
\end{align}

Putting this into the Coulomb potential in Eq. (20), and substituting it into the energy balance in Eq. (18), $D$ (and consecutively $x$ and $d$) can be solved as a function of $x_r$. This is done by multiplying the denominators on the right hand side, and solving the resulting third degree polynomial for $D$. This polynomial only has one real (positive) root that satisfies the conditions that $(Q - TXE) > 0$ and that the HF is to the left, TP in the middle and LF to the right. For a given fissioning system, the scission configuration is then described by the single parameter $x_r$. To obtain the configurations yielding the maximum and minimum kinetic energies of the LF, $x_r$ is set to 0 and 1 respectively. The final kinetic energies can then be attained in an analytically closed form, by performing the following steps:

1. define three new translation-invariant coordinates as functions of $x$, $d$ and $D$,
2. describe the Coulomb potential and the particle momenta with the new coordinates,
3. write down the Lagrangian for the system,
4. solve the final kinetic energies when taking the time limit $t \to \infty$.

Instead of doing this, the final kinetic energies were attained by iteratively solving the equations of motion with the starting configurations described above. The system was iterated until most of the Coulomb potential energy was converted into kinetic energy. This is the method that the simulations are based upon, and they will now be described in more detail.

### 4.4 CCT dynamics with trajectory simulations

This section describes how the trajectory simulations were done to get a numeric estimate of the kinetic energy distributions. The initial particle configurations after scission were derived from energy and momentum conservation, and expressed as a function of the other parameters/degrees of freedom in the system. All possible starting configurations were generated with Monte Carlo calculations, by sampling the parameters over all possible values in the phase space. The generated configurations were used as input to simulate the trajectories of the fission fragments, by solving the equations of motion arising from a repulsive Coulomb interaction and an attractive Yukawa plus exponential nuclear interaction\cite{49,50}. The trajectories were evolved until most of the potential energy was converted into kinetic energy. The size of the time step was $10^{-25}$ s, which is reasonable since fission fragments are accelerated on a time scale of $10^{-20}$. The Coulomb potential has the form

\begin{equation}
  V_{C,ij} = k \frac{e^2 Z_i Z_j}{r_{ij}},
\end{equation}

where $k$ is the Coulomb constant and $e$ the elementary charge. The Yukawa plus exponential nuclear attractive potential has the form

\begin{equation}
  V_{N,ij} = -4 \left( \frac{a}{r_0} \right)^2 \sqrt{a_i a_j} \left( g_i g_j (4 + \eta) - g_j f_i - g_i f_j \right) \frac{\exp(-\eta)}{\eta},
\end{equation}
where \( \eta = \frac{R_{ij}}{a} \), and the functions \( g \) and \( f \) are

\[ g_k = \zeta \cosh \zeta - \sinh \zeta \]  

(25)

and

\[ f_k = \zeta^2 \sinh \zeta \]  

(26)

where \( \zeta = \frac{R_k}{a} \) with the radius of the nucleus as \( R_k = r_0 A_k^{1/3} \), and \( r_0 \approx 1.25 \text{ fm} \). The diffusivity parameter is \( a = 0.68 \text{ fm} \), and the asymmetry parameter \( a_{2k} = a_s (1 - \omega I^2) \) is given by \( a_s = 21.13 \text{ MeV}, \omega = 2.3 \) and \( I = \frac{N-Z}{A} \). The nuclear potential had little to no effect on the limits of the kinetic energy, as the particles were generally born far enough apart to make its influence vanish. Even for shorter distances, its effect was negligible. Note however that particles have to be put at initial distances where \( F_{\text{nuclear}} < F_{\text{Coulomb}} \), since they would be absorbed into each other otherwise (which is either unphysical, or means that the fissioning system does not decay). This means that the upper and lower limits (\( x_r = 0 \) and \( x_r = 1 \)) are hard to achieve in reality without a pre-scission kinetic energy. A specific description of the sequential and simultaneous decay simulations will now be given, followed by results.

### 4.4.1 Sequential decay trajectory simulations

In the sequential decay channel, the simulations started just after the second scission. The HF and IM are at that point fully accelerated, which is realized by reducing the Coulomb potential energy between the HF and IM to approximately zero MeV, and by setting their separation distance to some 1000 fm. The momentum distribution at this point was obtained from momentum conservation. The starting distance between the TP and LF was obtained based on energy and momentum conservation under the constraint that they should have the same center of mass as the IM. The final kinetic energies were attained by solving the equations of motion iteratively, until the Coulomb potential energy between all particles had been transformed into kinetic energy. The simulations reproduce the analytic results very well, as can be seen in Fig. 17 in Sec. 4.5.1.

### 4.4.2 Simultaneous decay trajectory simulations

In the simultaneous decay channel, the parameter \( x_r \) is varied between 0 and 1. The resulting center-to-center distances \( x, D \) and \( d \) were calculated as described in Sec. 4.3, and used as a starting configuration for the system. The final kinetic energies were attained by solving the equations of motion iteratively, until the Coulomb potential energy between all particles had been transformed into kinetic energy.

### 4.5 Results

This section presents the results of the analytic calculations and simulations for \( ^{235}\text{U}(n_{th},f) \). Results on \( ^{252}\text{Cf}(sf) \) can be found in App. A. Those results are in very good agreement with the work of Vijayaraghavan et al. [14].

#### 4.5.1 Sequential CCT results

In the sequential decay channel, the parameters that were varied are the IM excitation energy \( E_{IM}^* \), the amount of prompt neutrons \( \nu \), the mass split between the HF and IM, as well
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as the mass split between the TP and LF. A comparison of analytic and simulated kinetic energies versus mass split for nickel and silicon is shown in Fig. 17. The figure also presents a comparison between the cases when nickel is born on the outside (left figure) and in the middle (right figure). The corresponding Q-values are shown in Fig. 18. There is a good agreement between analytic calculations and simulations. Small differences are due to the fact that simulations have to start and end at a finite potential energy. The mass range was chosen based on the mass resolution reported by FOBOS ($\delta M \approx 6$), centered around $^{68}\text{Ni}$ and $^{34}\text{Si}$. The parabola-like shape follows directly the Q-value in the fission of the IM. The further away from $^{68-70}\text{Ni} + ^{34-32}\text{Si}$ the mass split is, the less energetically favourable it becomes. The sawtooth-shape is a direct consequence of odd-even staggering. Grids of similar plots with nickel on the outside are composed, where each plot in the horizontal direction varies the mass split between the HF and the IM (Fig. 19), or the amount of prompt neutrons $\nu$ (Fig. 20). The plots in the vertical direction vary the IM excitation energy $E^{*}_{\text{IM}}$. The purpose of these grid plots is to illustrate the difference in kinetic energy when varying all the parameters.

![Figure 17](image1.png)

Figure 17: Kinetic energy of nickel (red solid line) and silicon (black dashed line) versus their mass split, in the sequential CCT $^{235}\text{U(n}_{\text{th}}, f) \rightarrow ^{132}\text{Sn} + ^{102}\text{Mo} + 2n \rightarrow ^{132}\text{Sn} + ^{68}\text{Ni} + ^{32}\text{Si} + 2n$. The IM excitation energy is $E^{*}_{\text{IM}} = TXE = 30$ MeV. The kinetic energies were calculated analytically (○, △) and with Monte Carlo trajectory simulations (+, ×). The nickel is born on the outside (left figure) and in the middle (right figure) of the other two fission fragments.

![Figure 18](image2.png)

Figure 18: The Q-value versus the mass split between nickel and silicon in the spontaneous fission $^{102}\text{Mo} \rightarrow ^{A_{\text{Ni}}}\text{Ni} + ^{A_{\text{Si}}}\text{Si}$. The shape matches the left part in Fig. 17 almost perfectly.
Figure 19: Kinetic energy of nickel (born on the outside) and silicon (born in the middle) versus their mass split, in the sequential CCT \(^{235}\text{U}(n_{th},f) \rightarrow ^{A_{Sn}}\text{Sn} + ^{A_{Mo}}\text{Mo} + 2n \rightarrow ^{A_{Sn}}\text{Sn} + ^{A_{Ni}}\text{Ni} + ^{A_{Si}}\text{Si} + 2n\). The mass split between the HF and IM is varied in each plot horizontally, and the IM excitation energy \(E_{IM}^{*} = TXE\) vertically. The energies are calculated analytically (○,△) and with Monte Carlo trajectory simulations (+,×). Simulations only show results that are energetically allowed and have a tip distance (Sec. B) at the second scission of \(\leq 7\) fm.

When varying \(A_{Sn}\) or \(\nu\), the only noticeable difference is that the sawtooth-shape gets smaller for odd masses of \(A_{Mo}\). When increasing the excitation energy, the TP and LF are allowed to be born closer together, yielding a higher acceleration in the rest frame of the IM. Since the frame itself is moving, the outside fragment will be further boosted, and the inside fragment will be further retarded. Values at the edges are sometimes missing due to negative Q-values or non-existing mass splits. Note that simulation results are missing where the decays are energetically forbidden \((Q_2 + E_{IM}^{*} < 0)\), or have an unrealistic tip distance (Sec. B) at the
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<table>
<thead>
<tr>
<th>( \nu = 0 )</th>
<th>( \nu = 1 )</th>
<th>( \nu = 2 )</th>
<th>( \nu = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{\text{Sn}} = 84.1 \text{ MeV} )</td>
<td>( E_{\text{Sn}} = 80.4 \text{ MeV} )</td>
<td>( E_{\text{Sn}} = 77.6 \text{ MeV} )</td>
<td>( E_{\text{Sn}} = 73.6 \text{ MeV} )</td>
</tr>
<tr>
<td>( E_{\bullet} = 15 \text{ MeV} )</td>
<td>( E_{\bullet} = 15 \text{ MeV} )</td>
<td>( E_{\bullet} = 15 \text{ MeV} )</td>
<td>( E_{\bullet} = 15 \text{ MeV} )</td>
</tr>
<tr>
<td>( E_{\bullet} = 30 \text{ MeV} )</td>
<td>( E_{\bullet} = 30 \text{ MeV} )</td>
<td>( E_{\bullet} = 30 \text{ MeV} )</td>
<td>( E_{\bullet} = 30 \text{ MeV} )</td>
</tr>
<tr>
<td>( E_{\bullet} = 45 \text{ MeV} )</td>
<td>( E_{\bullet} = 45 \text{ MeV} )</td>
<td>( E_{\bullet} = 45 \text{ MeV} )</td>
<td>( E_{\bullet} = 45 \text{ MeV} )</td>
</tr>
</tbody>
</table>

![Graph showing kinetic energy of nickel (born on the outside) and silicon (born in the middle) versus their mass split, in the sequential CCT \( ^{235}\text{U}(n_{\text{th}},f) \to ^{132}\text{Sn} + ^{A\text{Mo}}\text{Mo} + \nu \to ^{132}\text{Sn} + ^{A\text{Ni}}\text{Ni} + ^{A\text{Si}}\text{Si} + \nu \).](image)

The number of prompt neutrons \( \nu \) is varied in each plot horizontally, and the IM excitation energy \( E_{\text{IM}}^* \) vertically. The energies are calculated analytically (○,△) and with Monte Carlo trajectory simulations (+,×). Simulations only show results that are energetically allowed and have a tip distance (Sec. B) at the second scission of \( \leq 7 \text{ fm} \).

Second scission (\( \geq 7 \text{ fm} \)). A high excitation energy is therefore required for the decays to be allowed. The upper limit of \( E_{\text{IM}}^* = 45 \text{ MeV} \) is chosen because at this value, the tip distance between the HF and IM at scission approaches 7–10 fm, an extreme scission configuration which has, to the best knowledge of the author, not been observed in fission \([51]\). Furthermore, it is very unlikely for one of the fragments to carry a higher excitation energy away, and other modes of de-excitation (especially neutron evaporation) start to become competitive, and shell-effects are vanishing. Most importantly however, at these values the kinetic energy
of the silicon starts to become too low to even enter a detector and leave a signal. At such low kinetic energies, both a symmetric and an asymmetric double-armed detector setup would show a clear signature in both detectors, corresponding to the missing ternary particle. This is true both for spontaneous and thermal neutron induced fission. Such an effect was neither seen with the asymmetric setup of the FOBOS experiment, nor the symmetric setup in the experiment by Kravtsov and Solyakin [46]. In Fig. 21 all the results for $^{68}\text{Ni}$ and $^{70}\text{Ni}$ are gathered and shown as a function of mass splits $A_{\text{Sn}} = 128$–134, prompt neutrons $\nu = 0$–4, and excitation energy $E_{\text{IM}}^* = 0$–45 MeV. Missing data points in the lines correspond to $Q_2 + E_{\text{IM}}^* < 0$. Even unphysical tip distances are displayed. In Fig. 22 the area that all the results for $^{68}\text{Ni}$ and $^{70}\text{Ni}$ spans is shown. The only data points missing are the energetically forbidden ones ($Q_2 + E_{\text{IM}}^* < 0$). Again, even results for unphysical tip distance values are displayed. All the data series follow the same trend, quickly rising for low excitation energies but then leveling off. Prompt neutrons carry away energy, effectively lowering the curves. The system $^{132}\text{Sn} + ^{70}\text{Ni} + ^{34}\text{Si}$ has the highest kinetic energy, as it has the highest Q-value. In addition the figure shows the highest and lowest kinetic energies measured in the LOHENGRIIN experiment (thick solid lines). The possible kinetic energies of nickel are well within these limits. A similar plot is shown in Fig. 23, but where the silicon is born on the outside and the nickel on the inside. Again, it has to be stressed that there is no reason to believe that this represents the majority of the CCT decays, should it exist. The nickel is hardly covered at all, but the majority of the silicon is covered. Low/high excitation energies are either energetically forbidden, or correspond to unphysical conditions (see Sec. 4.6.2). Due to high statistics and acceptance, LOHENGRIIN would still detect the silicon. Quantum mechanical fluctuations are expected to further increase the acceptance (see Sec. 4.6).

![Figure 21: Nickel kinetic energy versus IM excitation energy, with varying mass splits, prompt neutron multiplicity and excitation energy. The results are for the sequential CCT model, when nickel is born on the outside. Note that the ordinate does not start at zero MeV.](image-url)
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Figure 22: Area of all $^{68,70}$Ni kinetic energies versus IM excitation energy. The area is spanned by varying the mass $A_{Sn} = 128–134$, prompt neutron multiplicity $\nu = 0–4$ and IM excitation energy $E^*_IM = 0–45$ MeV. The results are for the sequential CCT model, when nickel is born on the outside. The experimental limits of the LOHENGREN measurements are shown. The corresponding silicon kinetic energies are plotted in Fig. 27 in Sec. 4.6.2. Note that the ordinate does not start at zero MeV.

Figure 23: Area of all $^{34,36}$Si (left) and $^{68,70}$Ni (right) kinetic energies versus IM excitation energy. The area is spanned by varying the mass $A_{Sn} = 128–134$, prompt neutron multiplicity $\nu = 0–4$ and IM excitation energy $E^*_IM = 0–45$ MeV. The results are for the sequential CCT model, when nickel is born on the inside and silicon on the outside. The experimental limits of the LOHENGREN measurements are shown. Low/high excitation energies are not expected, as they are either energetically forbidden, or correspond to unphysical conditions (see Sec. 4.6.2). Due to high statistics and acceptance, LOHENGREN would still detect the silicon.
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4.5.2 Simultaneous CCT results

In the simultaneous decay, the parameters varied are the TP relative starting position \( x_r \), the system's total excitation energy \( TXE \), the prompt neutron multiplicity \( \nu \), and the mass split between the fragments. In Fig. 24, the fragment kinetic energies are plotted against \( x_r \), which is varied between \( x_r = 0 \) and \( x_r = 1 \) corresponding to the TP touching the HF and LF respectively. The configuration leading to the highest and lowest nickel kinetic energies occurs when the TP is born close to the HF and LF respectively. The silicon ends up with virtually no kinetic energy, since it is confined between the Coulomb potentials of the two other fragments.

If CCT was a simultaneous decay, both a symmetric and an asymmetric double-armed detector setup would therefore show a clear signature in both detectors, corresponding to the missing ternary particle. In Fig. 25, the fragment kinetic energies are plotted versus the total excitation energy \( TXE \) of the system. By also varying the TP starting position \( x_r \), the resulting kinetic energies are represented by areas. Note that for long range alphas (LRA), the average \( TXE \) is about 16 MeV and rarely higher than 17 MeV [52], and that it decreases with increased ternary particle mass [53]. In the present scenario, the TP \( ^{34}\text{Si} \) is heavier than any previously observed TP in \( ^{235}\text{U}(n_{th},f) \), thus a \( TXE \) over a few MeV is not expected. Furthermore, the LF and HF are born at unphysically large distances as \( TXE \) goes to 45 MeV. The kinetic energies decrease for increased \( TXE \), since the particles are forced to be born further apart, and there is less energy in the system that can be converted into kinetic energy. In Fig. 26, the nickel kinetic energy is again plotted against the total excitation energy with varied \( x_r \), but now the mass split and amount of prompt neutrons are also varied. This gives a kinetic energy area for each value of \( x_r \). The physically reasonable configurations, when the TP is born at the geometric center between the HF and LF, or when it is born at the electrostatic saddle point \( (x_s) \), are well within the experimental limits. The limits include energy dispersion, as well as target and nickel foil losses. The kinetic energies are well covered even without taking these effects into account.

Figure 24: Fragment kinetic energies versus the TP relative starting position \( x_r \). When \( x_r = 0 \) and \( x_r = 1 \), the TP starts touching the HF and LF respectively. The fissioning system in the right figure has a higher Q-value, which is why its total kinetic energy is also higher.

Figure 25: Fragment kinetic energies versus the total excitation energy \( TXE \) of the system.

Figure 26: Fragment kinetic energies versus the TP relative starting position \( x_r \) for varied mass split and amount of prompt neutrons.
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Figure 25: Fragment kinetic energies versus total excitation energy of the system. The areas are spanned by varying the TP relative starting position $x_r$ from 0 (dashed line) to 1 (solid line).

Figure 26: Nickel kinetic energy versus the total excitation energy of the system. The areas in the figure correspond to the TP being born touching the HF ($x_r = 0$), at the geometric center and at the electrostatic saddle point ($x_r = 0.5$ and $x_r = x_s$), and born touching the LF ($x_r = 1$). The areas span all the possible mass splits $A_{Sn} = 128–134$, $A_{Si} = 28–42$, and prompt neutron multiplicity $\nu = 0–4$. Note that the ordinate does not start at zero MeV.
4.6 Discussion
This section discusses the CCT kinematics results and their implications, as well as emphasizes some of the difficulties in the CCT model.

4.6.1 Discussion of the results
The sequential decay results show that the nickel kinetic energies are fully covered in the Lohengrin experiment, when the light fragment is born on the outside. When it is born on the inside, the majority of the silicon kinetic energy distribution is covered. If CCT existed in the latter decay channel, there should be a clear signature in the Lohengrin experiments due to the high statistics. The models used are purely classical, no mention of quantum mechanics is made. The models should still be valid, as they are based on momentum and energy conservation. Taking into account quantum mechanics should add a spread around the derived values, increasing the acceptance of the experiment, thus making it easier to detect the nickel and the silicon fragments. In the simultaneous decay channel, the nickel kinetic energy distribution is fully covered. In both the sequential and simultaneous decay channels, the TP kinetic energy is extremely low when the conditions for CCT are met (confirmed by von Oertzen and Nasirov\cite{54}). The TP would not be able to leave a clear signal in a detector, or at the very least be very easy to discriminate from the light fragment in a correctly designed experiment, due to the highly differing energies and velocities. Both a symmetric and asymmetric double-armed detector setup would therefore show a clear signature in both detectors in a mass versus mass spectrum, corresponding to the missing energy of the non-observed ternary particle. An experiment with a similar setup to that of the FOBOS experiment was carried out by Kravtsov and Solyakin\cite{46}, which had no target backing, giving a fully symmetric setup. This experiment reported no indication of CCT.

4.6.2 CCT model inconsistencies
Although the CCT decay has a positive Q-value in the end, the second fission of the IM is highly unfavourable energetically, due to a negative Q-value. Even if this is compensated for by excitation energy, it does not mean that the IM will always fission. The IM also has to overcome a potential barrier, and the probability of the IM to fission depends on the barrier penetrability. The fissility of the IM is much lower than that of usual fissioning systems ($Z^2/A < 17$ for $^{104}\text{Mo}$). In fact, fission of $^{102,104}\text{Mo}$ (or $^{120}\text{Cd}$) has never been observed. Consequently a high excitation energy is required to enable fission of the IM, and the lowest $E^*_{IM}$ shown in Fig. 21 would not lead to CCT. On the other hand, CCT poses very conflicting requirements on the excitation energy. At high excitation energies fission competes with other de-excitation modes like neutron emission, thus reducing the likelihood of CCT events considerably. A high excitation energy also effectively reduces the final kinetic energy of the ternary particle to close to zero MeV. This is seen throughout the results (in particular in Fig. 19 and Fig. 20, and it is confirmed by Vijayaraghavan et al.\cite{14}). The reduction in kinetic energy as a consequence of increased excitation energy is seen in Fig. 27. For such low kinetic energies, the TP would either always be missing from the detectors, or at least be very easy to discriminate from the LF. In other words, if CCT existed, it should have been seen in countless experiments before. There are even more conflicting requirements on the excitation energy if the tip distance is taken into account. There is a competition between the first and the second fission to have a narrow configuration, as seen in Fig. 23 (calculated according
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The figure illustrates that a high excitation energy is required for a physically reasonable tip distance at the second scission of the IM, but this increases the tip distance at the first scission of the FS. The nuclear potential could not be responsible for bringing the particles closer together at scission, as it vanishes quickly at about 2 fm.

Figure 27: Area of all possible $^{34,36}$Si kinetic energies versus IM excitation energy. The area is spanned by varying the mass split $A_{Sn} = 128–134$, prompt neutron multiplicity $\nu = 0–4$ and IM excitation energy $E_{IM}^* = 0–45$ MeV. The results are for the sequential CCT model, when nickel is born on the outside and silicon on the inside. For higher excitation energy, the ternary particle would barely be able to leave a signal in a regular detector.

Figure 28: Required excitation energy versus tip distance at scission of the IM (left), and the available excitation energy versus tip distance at the first scission (right). The system is $^{235}U(n_{th},f) \rightarrow ^{132}Sn + ^{102}Mo + 2n \rightarrow ^{132}Sn + ^{68}Ni + ^{34}Si + 2n$. The figure illustrates the difficulty in keeping both tip distances reasonable. Any pre-scission kinetic energy would raise the required/lower the available excitation energy accordingly.
Pre-scission kinetic energy poses another problem for CCT. If there is any pre-scission kinetic energy, energy conservation either forces the excitation energy to be lower, or the initial tip distance to be higher. Any of these conditions makes it harder to realize CCT. Furthermore, all neutrons were considered to be prompt neutrons in the calculations. If these neutrons should instead originate from evaporation, they would directly lower the excitation energy (by about 10 MeV per evaporated neutron), and possibly influence the collinearity of the system due to the small, but non-negligible, recoil. In binary fission, evaporated neutrons are responsible for spreading the fragments by approximately 2°. This lowering of the excitation energy would make it harder to realize CCT. The collinearity of the decay would be further threatened by angular momentum. In spontaneous fission, there is no initial angular momentum. In thermal neutron-induced fission of uranium, there is a small contribution of p-wave capture, with non-zero angular momenta. Such states could de-couple the fission axes of the first and the second sequential decays, leading to non-collinear events.

4.6.3 Instability of collinearity

The discussion so far has shown that the decay into CCT is improbable. Furthermore, collinearity itself is extremely improbable in a simultaneous three-body decay, since it occurs at an unstable equilibrium point. The slightest deviation in the TP position or momentum direction from the fission axis would break collinearity. The stability of collinearity is examined in Fig. 29 as a function of the TP offset from the fission axis (with zero initial momenta), and in Fig. 30 as a function of the TP kinetic energy perpendicular to the fission axis (when all fragments are born collinearly). For the final angle to be $\leq 2°$, the TP can deviate no more than $y_{\text{max}} \approx 0.1$ fm from the fission axis, or have a kinetic energy above $E_{\text{max}} \approx 10^{-4}$ MeV.

![Figure 29](image_url)

(a) TP initially closer to LF.  
(b) TP initially closer to HF.

Figure 29: Scattering angle between the LF and TP, versus TP offset from the fission axis. The data was generated from $> 10^6$ particle trajectories simulated using a Monte Carlo approach (see Sec. 4.4 for details). The initial configurations were generated by varying the LF to HF distance between the energetically closest possible up to an additional 50 fm, the TP offset between the HF and LF, and the TP offset from the fission axis between 0–1 fm. All initial momenta was zero. The figure shows the extreme instability of collinearity, due to the dominantly repulsive interaction after scission. The region close to the HF is more unstable due to the stronger repulsion.
From a quantum mechanical perspective, it seems rather unlikely that both the position and momentum should be constrained in such a narrow region. The uncertainty principle gives

\[
\frac{y_{\text{max}}p_{y,\text{max}}}{\hbar} = \frac{y_{\text{max}}\sqrt{2E_{\text{max}}M(\text{^{34}Si})}}{\hbar} \approx 0.00128 \ll \frac{1}{2} \leq \frac{\Delta y \Delta p_y}{\hbar}. \tag{27}
\]

Note that a combination of both offset and momentum at the same time reduces the threshold significantly, as does introducing the second off-axis dimension. This gives a hint that the required constraint imposed by collinearity is very improbable from a quantum mechanical point of view.

Figure 30: Final scattering angle between LF and TP, versus TP kinetic energy perpendicular to the fission axis. The data was generated from \( > 10^6 \) particle trajectories simulated using a Monte Carlo approach (see Sec. 4.4 for details). The initial configurations were generated by varying the total kinetic energy perpendicular to the fission axis between 0 and 0.05 MeV (top figures) and 0 and 0.0005 MeV (bottom figures). Note that the energy in the figure is given in keV. Initially, all particles were set collinearly, and the momenta along the fission axis were set to zero. Conservation of energy, linear momentum and angular momentum then fully determines the particle initial momenta away from the fission axis. Additionally, the LF to HF distance was varied between the energetically closest possible configuration up to an additional 50 fm, and the TP offset between the HF and LF was varied. The left and right figure shows events where the TP is born closer to the LF and HF, respectively. The figure shows the extreme instability of collinearity, due to the dominantly repulsive interaction after scission. The region close to the HF is more unstable due to the stronger repulsion.
5 LOHENGRIN experiments

LOHENGRIN is to date the most sensitive spectrometer for measurement of neutron-induced fission products, enabling accurate studies of fission yields down to $10^{-10}$. It uses both electrostatic and magnetic fields to separate fission fragments of actinide targets exposed to neutrons from the high-flux reactor of the Institut Laue-Langevin (ILL) in Grenoble, France. LOHENGRIN (see Fig. 31) is used to determine the fission fragment yields, kinetic energy, mass and ionic charge distributions. It also acts as a radioactive ion beam facility for nuclear spectroscopy of exotic neutron-rich nuclei. In this work, LOHENGRIN was used to determine upper limits of the yield of fission fragments compatible with CCT in $^{235}\text{U}(n_{th},f)$.

5.1 Experimental setup and data acquisition

LOHENGRIN is a single-arm spectrometer that covers a small solid angle of a fission target. Fission fragments emitted under this angle goes through a static dipole magnet and an electrostatic dipole, which separate fragments according to their mass over ionic charge ratio, and kinetic energy over ionic charge ratio, respectively. An ionization chamber (IC) is used to measure the nuclear charge and kinetic energy of the fission fragments. The total flight time from target to IC is below 2 $\mu$s, which is why decay losses of the studied fragments with half-lives longer than milliseconds can be neglected. This section covers a detailed description of the setup of the instruments, which is followed by calibration and data analysis.

![Figure 31: Schematic view of the LOHENGRIN recoil separator.](image)

5.1.1 Target

A fissile actinide target is placed in a vacuum tube 50 cm from the 58 MW ILL reactor core. There it is exposed to a thermal neutron flux of $5 \times 10^{14} \text{s}^{-1} \text{cm}^{-2}$. The target is deposited as an oxide on a platinum-coated titanium backing. These backing materials were chosen for several reasons, in particular to

- decrease diffusion of actinide atoms into the backing,
• provide stability at high temperatures and
• provide high emissivity and low activation by thermal neutrons.

Apart from diffusion, it is also possible for target atoms to get sputtered by collision with fission products out into the vacuum. To reduce this effect, a 0.25 µm thick nickel foil is used to cover the target. The actinides chosen need to have a high isotopic purity to provide a clearly defined fissioning system. This is because measurements are not done of fission fragments in coincidence at LOHENGRIN, but rather of single fragments. Discrimination between fragments originating from binary and ternary fission is still possible due to the widely different kinetic energy distributions (see Sec. 2). In the present experiment $^{235}$UO$_2$ targets enriched to an abundance greater than 99% $^{235}$U were used. Targets had a length of 7 cm, a width of 0.3 – 0.8 cm, and a thickness of 144 – 240 µg/cm$^2$. The size of the target greatly affects the resolution and performance of the measurements. This is further elaborated in Sec. 5.1.5.

5.1.2 Fission fragment ionic charge

Fission fragments are highly accelerated due to the large energy released. A fast moving atom loses electrons upon interaction with matter. Electrons occupying higher orbitals are stripped with a higher probability than electrons in lower orbitals, as are electrons in a faster moving fission fragment. Lighter fragments, like ternary helium for example, is completely stripped of electrons when going out of the target. A quantity known as the ionic charge is introduced, defined as

$$q = Z - n_e,$$

(28)

where $Z$ is the number of protons and $n_e$ the number of remaining (non-stripped) electrons. Binary fission fragments in the LOHENGRIN separator typically have an ionic charge of $q = 21$. It is vital to determine the ionic charge since it affects the fission fragment deflection in the electric and magnetic field. The ionic charge is not definite for one species of fission fragments, but rather a distribution since the electron stripping is a probabilistic process that depends on many variables. The average ionic charge $\bar{q}$ and its spread $\sigma_q$ for a certain fission product is determined by measuring with several separator settings and by fitting to the empirical ionic charge distribution models of Nikolaev and Dimitriev\textsuperscript{[60]} and Shima\textsuperscript{[61]}\textsuperscript{[62]}. In this experiment, the fitting parameters were extracted by reproducing the measured ionic charge-state of $^{80}$Ge and $^{58}$Ni.

5.1.3 Main magnet

The vacuum tube leads from the target to the main magnet\textsuperscript{[58,17]} of LOHENGRIN, which is a static dipole magnet whose basic properties are illustrated in Fig. 32. A charged particle moves in a circular path in a magnetic field due to the Lorentz force. The curvature of this path is related to the magnetic rigidity of the particle, which is defined as the ratio $p/q$ where $p = mv$ is the momentum and $q$ the ionic charge of the particle. A stronger magnetic field or lower momentum over ionic charge leads to a higher curvature. By equating the Lorentz force with the centripetal force,

$$eqvB = \frac{mv^2}{\rho_m},$$

(29)
and rewriting, the magnetic rigidity can be extracted as

\[ B \rho_m e = \frac{mv}{q} \equiv \frac{p}{q}. \]  

(30)

Here \( \rho_m = 4 \) m is the magnet bending radius, \( e \) is the elementary charge and \( B \) is the magnetic field strength. By adjusting the magnetic field, it is possible to separate particles according to their \( p/q \) ratio. Typical magnetic field strengths used are \( B = 0.1 - 0.24 \) T.

### 5.1.4 Electrostatic dipole

The fragments separated by the magnetic dipole enters an electrostatic dipole which consists of two cylindrical concentric electrodes \(^{[58,17]}\) (illustrated in Fig. 33). An electric field is generated by applying a voltage difference between the electrodes. The electrostatic dipole separates particles according to their \( E/q \) ratio, where \( E = E_{\text{kin}} = \frac{mv^2}{2} \) is the kinetic energy. This is seen by setting the centripetal force equal to the Coulomb force

\[ \frac{mv^2}{\rho_e} = eq|\vec{\epsilon}| = eq\frac{2U}{d}, \]

(31)

and rewriting as

\[ \frac{E_{\text{kin}}}{q} = \phi U. \]  

(32)

Here \( \phi \equiv \frac{e\rho_e}{d} \) is a parameter to be calibrated for the precise plate separation distance \( d \) (\( \approx 0.3 \) m). The bending radius is \( \rho_e = 5.6 \) m, and \( \epsilon \) is the electrostatic field. The maximum theoretical potential is \( U_\pm = \pm380 \) kV, but measurements rarely go over \( U_\pm = \pm330 \) kV due to the increased difficulty in keeping the instrument stable at such voltages. The potential limits the \( E/q \) ratio directly. Setting \( U = 330 \) kV in Eq. (32) gives an upper limit of \( E/q = 6.16 \) MeV/charge. Ions with higher energy per charge state cannot be measured at this voltage.
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5.1.5 Combined field effects

The fringe fields of the magnet and electrostatic dipole act as a double focusing parabola spectrometer. The magnet and electrostatic dipole deflection are in the horizontal and vertical plane relative to the beam direction, respectively. The result is a 1:1 non-magnifying ion-optical system, where the focal lengths are matched to allow for the correct focusing (see Fig. 34). The resulting beam is thus an image of the target, which has the effect that the energy and mass resolution is directly linked to the length and width of the target respectively. Fragments with energy $E_0$ and $E_0 + \Delta E$, emitted from the same point in the target, are separated at the image by a distance $\Delta x$. For small values of the energy difference $\Delta E \ll E_0$, there is a linear relationship

$$\Delta x = D_e \frac{\Delta E}{E},$$

(33)

where $D_e = 7.2 \text{ m}$ is the energy dispersion. The energy resolution is then

$$\frac{\Delta E}{E} = \frac{\Delta x}{D_e}.$$

(34)

A typical target length is 7 cm, which gives an energy resolution of 1%. A smaller target gives a higher resolution but a lower intensity, since the fission rate is lower. Similarly the mass dispersion relation is

$$\Delta y = D_m \frac{\Delta m}{m},$$

(35)

where $\Delta y$ is the spread in the image due to a mass difference $\Delta m$ from the reference mass $m$, and $D_m = 3.24 \text{ m}$ is the mass dispersion. The mass resolution is

$$\frac{\Delta m}{m} = \frac{\Delta y}{D_m}.$$

(36)

Again, a narrower target gives a better mass resolution but a lower intensity. The conclusion is that a large target is chosen in cases where intensity is favoured over resolution.
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Figure 34: Ion-optical scheme of the spectrometer. The bending radius of the main magnet and electrostatic dipole are \( \rho_m = 4 \) m and \( \rho_e = 5.6 \) m, respectively. An additional refocusing magnet, called the Reverse Energy Dispersion (RED) magnet (Sec. 5.1.6), is placed in the image of the target.

An effect of the setup is that ions in the beam are constrained to parabolas. This is seen by combining Eq. (29) with Eq. (32) and plotting the electrostatic versus magnetic deflection (Fig. 35). The velocity of outgoing particles is constrained to

\[
v = \frac{2\rho_e U}{B\rho_m d},
\]

and the mass over ionic charge to

\[
\frac{m}{q} = \frac{(B\rho_m)^2}{2U\rho_e} = \chi \frac{B^2}{U},
\]

where \( \chi \) is a parameter of the magnet, defined as

\[
\chi \equiv \frac{\rho_m}{2\rho_e}.
\]

This is a parameter that needs to be calibrated for the target position. More information about the field settings can be found in Appendix A.2 of U. Köster 2000[7].

5.1.6 Reverse Energy Dispersion magnet

A fission fragment that has an energy dispersion of 10 MeV is spread over a 70 cm length at the focal plane. For certain applications it is more important to have a high ion rate per area rather than the utmost energy resolution. For example, in decay spectroscopy the ions should arrive in a small area of a few cm\(^2\) that can be covered more efficiently by detectors. For this purpose an optional second magnet has been added, which refocuses 40 cm\(^2\) of the mass parabola to a smaller size of a few cm\(^2\). Hence it is named Reverse Energy Dispersion (RED) magnet[63]. It operates up to \( B = 1.6 \) T, and was used in this experiment to increase the energy acceptance to \( \Delta E/E = 2.4\% \).
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Figure 35: Electrostatic deflection (related to $E/q$) versus magnetic deflection (related to $p/q$). Particles with different $m/q$ lie on different parabolas, where the higher ratios are located closer to the x-axis ($m_1/q < m_2/q < m_3/q$). The closer a point on a parabola is to the origin, the higher the velocity is. Therefore variations in $E/q$ and $m/q$ follow the parabola tangent and normal vectors, respectively (shown by arrows).

5.1.7 Ionization chamber

The main magnet and the electrostatic dipole constrain the speed $v$ and the ratio $m/q$ for the incoming fission fragments. Due to different ionic charges, the mass and energy are not uniquely defined, as different masses can satisfy the ratio with different $q$. An ionization chamber (IC) is placed in the focus of the spectrometer to measure the energy loss $\Delta E$ and the total energy $E_{\text{tot}}$ with an intrinsic resolution below 1 MeV. The instrument is illustrated in Fig. 36. The IC has two electrodes separated by a gap filled by a “counting” gas (isobutane in this case), which is easily ionized by incoming radiation. A voltage difference is applied between the electrodes, generating an electric field across the gas. Disassociated electrons and ion pairs generated in the ionized gas are separated by this field and drift to the electrodes of opposite polarity. The current of the electrons collected on the anode is amplified, integrated and transformed into a voltage signal that is proportional to the collected charge, i.e. the

Figure 36: Side view of the ionization chamber. (1) Window holder, (2) entrance windows, (3) $\Delta E$ part of the anode, (4) IC housing, (6) $E_r$ part of the anode, (7) Frisch grid, (8) separation grid located below the splitting of the anode, (9) cathode. (Adapted from Bocquet et al. [64] and Hesse et al. [65].)
number of created electron-ion pairs, and hence to the energy deposited in the counting gas. Corrected for the small energy loss in the entrance window, the energy measured in the ionization chamber is identical to the energy \( E \) selected by the LOHENGRIN spectrometer, provided the gas pressure is set sufficiently high to stop the ions in the IC completely. Hence this independently measured energy resolves the \( E/q \) ambiguity and defines for each incoming ion the charge \( q \) it had in the spectrometer. Consequently the mass \( m \) is also uniquely defined. The combination of LOHENGRIN with an ionization chamber (or another independent means to measure the ion energy) thus provides an energy and mass identification of the separated ions.

The ionization chamber shown in Fig. 36 has some additional features. A Frisch grid is mounted in front of the anode to screen the latter from the drifting electrons (and ions) until they pass the Frisch grid. The integrated signal thus becomes independent of the distance from the anode at which the ion-electron pairs were created. The ionization chamber also has a split anode. The energy deposited in the first part of the chamber, called \( \Delta E \), and the second part, called \( E_r \), can be read out independently. The total energy is

\[
E_{\text{tot}} = \Delta E + E_r,
\]

and will be used to determine \( q \) and \( A \) as explained above. However, the ratio \( \Delta E/E_{\text{tot}} \) provides additional information. It depends on the specific energy loss of the ions in the gas, which in turn depends on the nuclear charge \( Z \) of the incoming ion according to the Bethe-Bloch equation. For a particle with speed \( v \), energy \( E \), traveling a distance \( x \) into a target of electron number density \( n \) and mean excitation potential \( I \), the Bethe-Bloch equation at low energy reads \([66]\)

\[
-\frac{dE}{dx} = \frac{4\pi n Z^2}{m_e v^2} \left( \frac{e^2}{4\pi \epsilon_0} \right)^2 \ln \left( \frac{2m_e v^2}{I} \right),
\]

where \( \epsilon_0 \) is the vacuum permittivity, \( m_e \) the electron rest mass and \( e \) the electron charge.

### 5.2 Instrument calibrations

#### 5.2.1 Absolute energy calibration

The reaction \( ^6\text{Li}(n,\alpha)t \) produces monoenergetic tritons (2.73 MeV) and alphas (2.05 MeV), and is used for calibration of the absolute energy measured. This is done by placing the \( ^6\text{Li} \) in the target position and simultaneously scanning the electric and magnetic fields for the intensity peaks corresponding to the triton and alpha energies.

#### 5.2.2 Mass calibration

New fission targets are introduced into the beam tube by a dedicated target changing mechanism that has a lateral tolerance of a few mm for the exact target position. After introducing a new target, the ion optical image of it is matched with fixed diaphragms in the focal plane by scanning the magnetic field. Thus the calibration constant of the main magnet (\( \chi \)) is defined.

The magnetic field setting of the RED magnet is a fixed multiple of the magnetic field in the main magnet

\[
\kappa = \frac{\rho_{\text{main}}}{\rho_{\text{RED}}} = \frac{4m}{0.6m} \approx 6.67.
\]
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5.2.3 Ionization chamber calibration

The induced ionization current in the IC is very small, typically nanoamperes, and is therefore fed through a preamplifier (Ortec 142) and a main amplifier (Ortec 571) to facilitate measurement. The amplified signals from the $\Delta E$ and $E_r$ parts are run through an analog to digital converter (ADC) and stored on a computer with a resolution of 1024 channels each. The readouts are saved independently in list mode, as well as combined in a correlated 2D histogram of $1024 \times 2048$ channels (see Fig. 37 for an example). By measuring the most abundant ternary particles ($^3$H, $^6$He, etc.) and scattered stable isotopes ($^{12}$C, $^{24}$Mg, $^{27}$Al), the energy and nuclear charge measurement of the ionization chamber is calibrated. The pressure of the counting gas is set in a range of 15 to 160 mbar for best Z identification, and to ensure full stopping of the incoming ion beam. There is additional scattering and energy loss in the IC entrance window. A thorough account for the calibration with respect to this can be found in Appendix A.3 of U. Köster 2000 [7]. By calibrating the IC, reference spectra are also obtained. An application of this is seen in Fig. 37. Abundant isotopes show up as big peaks. By identifying these from a reference spectrum, the channel numbers can be associated to nuclear charges and masses. Location of less abundant particles can then be inferred. The diagonal line in the figure corresponds to $\Delta E = E_{tot}$, which are events where the fragments are completely stopped in the grid separating the $\Delta E$ part from the $E_r$ part, i.e. never entering the latter. The parabola line corresponds to ions that scatter in the entrance window, thus traversing the IC with large angle and reduced energy.

![Figure 37: A typical $\Delta E$ versus $E_{tot}$ spectrum from the IC. The color bar signify the number of counts. The data was taken with the separator settings $A/q = 4$, $E/q = 5.3$ MeV and a live time of 5.2 h.](image-url)
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5.2.4 Dead time

After a successfully registered event, the IC electronics cannot record another event for a certain period of time, called dead time. The measurement time (called real time) needs to be subtracted with the dead time to give the proper count rate. The result is called the live time (LT). This is automatically done in the data stored from the IC. An additional safeguard is also introduced by having a 66 Hz pulser give constant counts in the IC for measurement of the dead time.

5.3 Data analysis

The goal of the experiment at Lohengrin was to find the mass yields and average kinetic energies of fission fragments compatible with CCT, or an upper limit of the mass yield in case of a non-observation. In particular, the fragments $^{68,70}\text{Ni}$ and $^{34,36}\text{Si}$ from $^{235}\text{U}(n_{th},f)$ were searched for, as these are the reported fragments in the FOBO S experiments [10]. The mass yield, denoted $M_A(Z)$, is defined as the fraction of fission fragments with nuclear charge $Z$ and mass $A$ produced per fission event. The steps in the data analysis consist of getting the count rates as function of kinetic energy and ionic charge, then correcting for spectrometer acceptance, nuclear burn-up of the target and energy losses. The mass and isotopic yields are determined from the integration of the ionic charge state and kinetic energy distributions. Both of the distributions generally follow a normal distribution, but due to the thick target, the energy distribution has a tail towards lower energies, which is well-described by a skew-normal distribution (Sec. C). To convert these relative measurements to absolute fission yields, these values have to be normalized to a reference mass with known fission yield, that is measured and analysed in the same way. For this purpose the mass yield ratio of $A = 80$ to $A = 98$ was determined. Since the fission yield of each of these masses are dominated by one isotope, namely $^{80}\text{Ge}$ and $^{98}\text{Y}$, respectively, these measurements serve also for the determination of the ionic charge-state distribution $q = F(Z,v)$.

5.3.1 Independent isotopic yield determination

The mass yield $M_A(Z)$ of a fragment is obtained by integrating over its energy and ionic charge-state distribution,

$$M_A(Z) = \int q M_A(Z,q,E)dE.$$  \hspace{1cm} (43)

Instead of measuring the kinetic energy distribution for each charge (as it would take too long time) the assumption is made that the two variables are independent [67,68,69]. The mass yield is then attained by measuring different $q$ at $E$ fixed close to the mean energy $\bar{E}$ (called a $q$-scan), and measuring different $E$ at $q$ close to the mean ionic charge $\bar{q}$ (called an $E$-scan). The total fragment yield is then calculated by integrating the $E$ distribution and dividing it by the fractional $q$ yield of $q$ at $E$-mean in the $q$ distribution, according to

$$M_A(Z) = \frac{\sum q M_{A,E}(Z,q)}{M_A(Z,\bar{E},\bar{q})} \int M_{A,q}(Z,E)dE,$$  \hspace{1cm} (44)

where $M_{A,E}(Z,q)$ is the counts in the $q$-scan, $M_{A,q}(Z,E)$ is the counts in the $E$-scan and $M_A(Z,\bar{E},\bar{q})$ the common data point where the data series intersect. Under the assumption of no correlation between the variables, Eq. (44) becomes exactly equal to Eq. (43). In reality
5.3 Data analysis

5.3.1 Data analysis

The $q$ distribution depends slightly on the kinetic energy, since more energetic ions are faster and easier stripped to higher charge states. However, absolute yield measurements are not done, but instead normalized to the known mass yield of a reference mass. The assumption is therefore that the $q-E$ correlation for the measured mass is sufficiently similar to that of the reference mass that it cancels to first order and thus does not introduce a significant error in the integrated yield. Dedicated measurements of this effect have been performed at LOHENGRIN, and demonstrated that the assumption is valid and possible uncertainties introduced are on the percent level\cite{70}.

5.3.2 Mass yields of extremely rare isotopes

When measuring extremely rare masses even the simplified $q$ scan would take too much time. The $q$ distribution is purely given by atomic physics, meaning that it depends on the element ($Z$) but not a specific isotope ($A$). Thus measurements of the $q$ distribution of more abundant isotopes of the element in question are representative for the rare one. The fragments of main interest are $^{68,70}$Ni. Fission fragments kick out atoms from the nickel cover foil that can be separated by LOHENGRIN. Dedicated $q$ scans were then done of $^{58}$Ni at different energies to deduce $\bar{q}$ and $\sigma_q$ as a function of velocity. These are then representative for the $q$ distributions of $^{68,70}$Ni at the same velocity.

5.3.3 Ion passage through foils

It would be cumbersome or impossible to add adequate cover foils for each element to be studied. Therefore a second, more universal approach is taken. Ionic charge-state distributions of a great variety of ions after passage through stripper foils have been measured experimentally. These data sets were used to develop semi-empiric formulae (Nikolaev-Dimitriev\cite{60}, Shima\cite{61,62}, etc.) that describe the ionic charge-state distributions as function of $Z$, $v$ and $Z_{\text{foil}}$. $Z_{\text{foil}}$ is not set to $Z = 28$ for nickel, since the hot nickel foil is exposed to a finite rest gas pressure in the LOHENGRIN beam tube, and is therefore likely partially oxidized. Instead the $q$-scan of $^{58}$Ni ions and those of other abundantly produced ions ($^{80}$Ge, $^{98}$Y) are used to fit an effective $Z_{\text{foil}}$. Using the same formulae with the fixed $Z_{\text{foil}}$ allows predicting the $q$ distribution of other elements (Fe, etc.) nearby that could not be measured directly. Given that the $q$ distributions show a slow and monotonous dependence on $Z$, no major error is introduced by this approximation.

5.3.4 Data corrections

The quantities that enters into the yield are corrected for nuclear burn-up, energy loss in the target/nickel foil and spectrometer acceptance. The energy loss is obtained from SRIM\cite{20} or GEANT4\cite{21,22} simulations of energy loss in the cover foil and (part of) the target. Due to the strong energy dispersion of the LOHENGRIN spectrometer, at a given separator setting only a small fraction of the kinetic energy distribution of a given mass will be transmitted through the analysis slit in the focal plane. The accepted energy range $\Delta E$ is proportional to the set energy $E$, hence the energy acceptance increases with energy $E$ and has to be corrected for. This is done by simply dividing the raw count rate of ions by the set separator energy to obtain ions/(s MeV). Formally, the MeV in the denominator is later removed by integrating over $E$. The count rate is also corrected for the live time of the measurement, and the geometric acceptance that is proportional to the number of open shutters.
5.3 Data analysis

5.3.5 Nuclear burn-up and sputtering

A nuclear target will diminish over time as portions of it fissions and are sputtered. This is referred to as nuclear burn-up. Both of these effects need to be accounted for to give a proper count rate. This is achieved by doing a burn-up measurement in-between regular measurements, consisting of repeated measurements of the kinetic energy and/or ionic charge distributions for a given mass. Fig. 38 shows the result from a typical burn-up measurement. The burn-up data is fitted with two exponentially decaying functions

$$BU(t) = c_1 e^{-\frac{(\ln 2)}{t_1}t} + c_2 e^{-\frac{(\ln 2)}{t_2}t},$$

where $t$ is the time that the target has been in the reactor, $\sigma$ is the neutron capture cross section and $\phi$ the neutron flux. The measured burn-up data is compared to a theoretical exponential decay function $e^{-t\sigma\phi}$, which empirically represents all observed target effects, namely nuclear transmutation, self-sputtering plus possible additional losses due to thermal stress (between target layer and backing when the target that is kept under vacuum heats to high temperatures). The countrate $N_A$ at a time $t$ corrected for target burn-up is then defined as

$$N_A = \frac{M_A(t)}{BU(t)}.$$  

The difference between the theoretical and measured burn-up is mainly due to the sputtering.

On a side note, this method is valid if the charge state and kinetic energy distributions stay the same throughout the experiment. In reality, they drift slightly with time. A shift from the reference $q$ and $E$ would then show up as a decrease/increase in intensity. To avoid this, a full burn-up scan over energy and/or charge states are done, and the separator settings are monitored by scanning the RED and main magnets. The drift is less than a $10^{-3}$ effect.

Figure 38: Theoretical burn-up (solid line) and measured burn-up including sputtering (circles) of the target.
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5.4 Results

This section establishes experimental upper limits of CCT yields, by direct measurement with the fission fragment spectrometer LOHENGRIN, at the Institut Laue-Langevin. Results are presented for \(^{68,70}\text{Ni}\) and \(^{34,36}\text{Si}\) in \(^{235}\text{U}(n_{th},f)\). To validate the count-rate to yield conversion, the mass-yield ratio of the well-known reference masses \(A = 80\) to \(A = 98\) were measured and reproduced. The count rates of all other measured fission products were normalized to these reference masses. As a verification of the capability to measure extremely rare fission processes, the isotopic yield of binary \(^{70}\text{Ni}\) in \(^{235}\text{U}(n_{th},f)\) was measured and reproduced. In addition, a new estimate of the upper limit of the \(^{68}\text{Ni}\) yield in binary fission was established.

5.4.1 Verifying yields of reference masses

In \(^{235}\text{U}(n_{th},f)\), the tabulated yields of masses \(A = 80\) and \(A = 98\) are \(Y^{(80)X} = 0.00129\) and \(Y^{(98)X} = 0.0575\) fragments/fission, respectively\(^{[71]}\). This gives the mass yield ratio \(Y^{(80)X}/Y^{(98)X} \approx 0.0224\). The experimentally measured ratio in this work was

\[
\frac{M_{80}}{M_{98}} = 0.0234(9). \tag{47}
\]

5.4.2 Verifying the isotopic yield of \(^{70}\text{Ni}\) in far asymmetric fission

Sida et al.\(^{[18]}\) measured the mass yield of binary fragments with \(A = 70\) in \(^{235}\text{U}(n_{th},f)\) to be \(10^{-7}\) fragments/fission for even elements, with a mean kinetic energy of \(\bar{E} = 96(2)\) MeV. The databases JEFF\(^{[71]}\) and ENDF-349\(^{[72]}\) tabulates a mass yield of \(3.3 \cdot 10^{-8}\) for \(A = 70\), and an isotopic yield of \(2.5 \cdot 10^{-8}\) for \(^{70}\text{Ni}\). The current experiment measured the isotopic yield to be

\[
Y_{\text{binary}}^{(70)\text{Ni}} = 2.8(7) \cdot 10^{-8} \text{ fragments/fission}, \tag{48}
\]

and the mean kinetic energy was found to be \(\bar{E} = 89(1)\) MeV (see the fit in Fig.\(^{[40]}\)). Note that the current experiment was optimized for higher acceptance, rather than energy resolution.

5.4.3 Isotopic yield of \(^{68,70}\text{Ni}\) and \(^{34,36}\text{Si}\) in CCT

Figures \(^{[39]}\)\(^{[40]}\) and \(^{[41]}\) show the number of fission fragments/fission event/MeV as a function of kinetic energy for \(^{68}\text{Ni}\), \(^{70}\text{Ni}\) and \(^{34,36}\text{Si}\), respectively. Each point is in general composed of several measurement series at different ionic charge states. Circles with arrows signify upper limits, while squares with error bars signify data points in the IC spectra. The bars in energy correspond to the intentionally widened acceptance of LOHENGRIN, rather than an uncertainty. Note that the plots have a logarithmic ordinate, which means that a Gaussian kinetic energy distribution will show up as a parabola. The yield is attained by integrating such a distribution over energy. Since no indication of CCT was found, the current spectra impose strict upper limits. To obtain the upper limit, a distribution must be fitted and integrated. In both binary and ternary fission, the kinetic energy distribution of fission fragments are Gaussian distributed. The theory section (Sec.\(^{[4]}\)) derived which kinetic energies CCT fragments are allowed to have according to energy and momentum conservation. This gives no prediction of the width or the mean of the kinetic energy distribution. As of such, the yield has to be presented as a function of these unknown parameters, which is done in Fig.\(^{[42]}\) for \(^{34,36}\text{Si}\) and \(^{68,70}\text{Ni}\). The global upper limit of the yield is given by the Gaussian with the largest area,
which lie nowhere above the upper limits. The upper limits for the isotopic yields were found to be

\[
Y^{(68}\text{Ni}) < 4.2 \times 10^{-9} \text{ fragments/fission} \quad (49)
\]
\[
Y^{(70}\text{Ni})_{\text{CCT}} < 1.3 \times 10^{-8} \text{ fragments/fission} \quad (50)
\]
\[
Y^{(34,36}\text{Si}) < 3.2 \times 10^{-8} \text{ fragments/fission}. \quad (51)
\]

\(^{36}\text{Si}\) was only measured for a small energy range. With the same conditions as that for \(^{34}\text{Si}\), the measurements of the two isotopes were found to have the same statistical significance, since no events were found. The same upper limit of \(^{36}\text{Si}\) is then assumed at other energies. If the proposed CCT is akin to ternary fission, it is expected that \(^{36}\text{Si}\) is orders of magnitude less abundant than \(^{34}\text{Si}\).

The lowest energy data point in Figs. 39 and 40 has lower statistical significance. At such low energies, the edge of the radius of integration of the sought fission fragments overlaps with the “parabola” of other fragments scattered in the IC window (Fig. 37 on page 47). All overlapping events were selected. An ongoing background analysis indicates that none of the selected events are expected to be anything else than scattered fragments.

5.4.4 New estimation of \(^{68}\text{Ni}\) in binary fission

With the current experimental results, it is possible to derive a new estimate of the yield of \(^{68}\text{Ni}\) in binary fission. Assuming a similar kinetic energy distribution as the one measured for \(^{70}\text{Ni}\), the upper limit is roughly

\[
Y_{\text{binary}}^{(68}\text{Ni}) < 5 \times 10^{-10} \text{ fragments/fission}. \quad (52)
\]

This follows the trend seen in the results of Sida et al. [18].
Figure 40: Measured intensity of $^{70}$Ni in $^{235}$U(n$_{th}$,f) at different energies. The intensity is given as number of fission fragments/fission event/MeV. The Gaussian fit corresponds to far asymmetric fission, and the yield is attained by integrating the distribution. Each point is composed of several measurement series at different ionic charge states. Circles with arrows signify upper limits, while squares with error bars signify data points in the IC spectra. Note that the bars in energy correspond to the intentionally widened acceptance of Lohengrin, rather than an uncertainty. See the text for a comment about the point at the lowest energy.

Figure 41: Measured intensity of $^{34,36}$Si in $^{235}$U(n$_{th}$,f) at different energies. The intensity is given as number of fission fragments/fission event/MeV. All measurements are upper limits. The data point at the highest energy was measured further from the optimum ionic charge state, giving a lower statistical significance. Note that the bars in energy correspond to the intentionally widened acceptance of Lohengrin, rather than an uncertainty.
5.5 Discussion

The experiments were designed to favour energy acceptance and high intensities rather than absolute energy resolution, by having a high geometric acceptance and thick targets, producing energy distributions with tails towards lower energies. This makes it easier to find potential CCT fragments, even at non-optimal energies. Still, the measurements of reference masses and far asymmetric fission yields show that the current experiments are fairly accurate as well. The results of the \textit{Lohengrin} experiments and the existence of CCT will now be discussed, and a brief analysis of possible explanations for the FOBOS results will be presented.

5.5.1 Coverage of kinetic energies

The theory section (Sec. 4) derived the possible kinetic energies of CCT fragments, for different decay modes (simultaneous and sequential decay). This was done considering energy and momentum conservation, with varying mass distributions, neutron multiplicities, excitation energies and scission configurations. In case CCT is a simultaneous decay, the allowed kinetic energies of nickel are fully covered by the current experiments (compare Figs. 39 and 40 with Fig. 26 on page 35). In case CCT arises from two sequential and collinear binary fissions, either the silicon or the nickel can be born in the middle between the three fragments. As argued in the discussion (Sec. 4.6.1 and in other literature \cite{14,48,54}, it is more likely that the silicon is born in the middle. In this case, the allowed kinetic energies of nickel are fully

---

Figure 42: Upper limit of the yield, as a function of the location of the kinetic energy distribution and its FWHM. The location of the distribution is varied between the experimentally measured energies. The fission fragments are $^{34,36}\text{Si}$ and $^{68,70}\text{Ni}$ in $^{235}\text{U}(n_{th},f)$. The local maxima arise when the distribution is “squeezed” to the highest possible amplitude between the data points of Figs. 39 to 41. The local minima generally arise when the mean of the energy distribution is the same as one of the data points. A distribution with smaller FWHM can squeeze higher between data points, but a wider distribution has a bigger area for roughly equal amplitudes. Note that the $^{68,70}\text{Ni}$ results at lower energies are gross over estimations, since they consist of background scatter (see full text).
covered (compare Figs. 39 and 40 with Fig. 22 on page 33). If silicon is born on the outside, most of the allowed kinetic energies of silicon are covered (compare Fig. 41 with Fig. 23 on page 33). If both the silicon and nickel were born on the outside (with the tin in the middle), the silicon and nickel kinetic energies could be slightly increased. Since the writing of this thesis, however, new experiments have been carried out at LOHENGRI N. The new experiments cover different kinetic energies over a wider range, in nickel up to 150 MeV, and in silicon between 30–100 MeV. So far, the analysis of these experiments shows no indication of CCT.

It is not expected that a narrow peak in the yield distribution is located between measurements. This is first of all due to the fact that the FWHM of the kinetic energy distribution of fission fragments is on the order of 10–20 MeV \[^{36}\] (see Fig. 40). In addition, the energy dispersion of LOHENGRI N and the target increases the acceptance by roughly ±2 MeV. This means that a measurement at a kinetic energy of 100 MeV is sensitive to energies in the range 98–102 MeV. Most importantly however, the overall effect of the thick target is that it increases the FWHM by adding a low-energy tail to the energy distribution.

5.5.2 The existence of CCT

In the allowed phase space of CCT, the current experiments show no indication of events, other than that of far asymmetric fission. In this phase space, the upper limit of the yield of CCT was found to be on the order of $10^{-9}$ fission fragments per fission event. It is in principle possible for the kinetic energy distribution of $^{70}$Ni from CCT to overlap with that from far asymmetric fission. This seems rather unlikely however, given that two completely different decays should have different kinematics. Even if the full peak would correspond to CCT rather than binary fission, it would still exclude FOBOS indirect measurement by more than 5 orders of magnitude.

Calculations \[^{14}\] of Q-values and shell structure show that $^{68,70}$Ni are the most energetically favourable CCT fragments. If CCT existed, a considerable excess of events around these masses would be expected. As the theoretical section shows, however (Sec. 4.6.2), even the most favourable CCT configurations are highly improbable, as they, for example, require fission of intermediate fragments which have never been observed to fission. The situation is similar in both $^{235}$U(n\text{th},f) and in $^{252}$Cf(sf). The inability to connect the FOBOS result of $^{235}$U(n\text{th},f) to CCT, and the fact that the signature is identical in $^{252}$Cf(sf) (which in itself is questionable given how different these decays are), points towards a systematic error.

In conclusion, the reported yield of 0.5% of FO BOS is excluded by 5–6 orders of magnitude by the LOHENGRI N experiment. In light of the experimental and theoretical results, it is therefore highly unlikely for CCT to occur in low-energy fission of the actinides.

5.5.3 Interpretation of the FO BOS result

It is relevant to question what the origin of the signature in the FO BOS experiments is, as it does not seem to be compatible with CCT. As alluded to in the discussion of the FO BOS setup (Sec. 3.3), it might be caused by events with missing energy or anomalous time-of-flight, which are then misinterpreted as missing-mass events. Missing energy could be due to scattering, for example in the target backing, the BIC window, the nickel mesh supporting the BIC window, the heavy concentric carrier (which noticeably reduces the transparency of the setup), or in the start/stop detectors. Diffusion of target atoms into the backing will also give a different energy signature. Diffusion will also affect the time-of-flight of fragments,
as does straggling in any of the elements of the setup. The peak interpreted as CCT was attained by subtracting two similar energy distributions. If one of the distributions is slightly wider, or has a low-energy tail (as the arm with the backing has), the result will always give rise to a new peak. The difference in distributions does not need to be large for the illusory peak to appear, and it can appear quite far from the mean of the two other distributions. Geant4\textsuperscript{[21,22]} simulations were performed (Sec. \textsuperscript{E}) of binary fission in the FOBOS setup, to see how the energy profile differs with the addition of the target backing, and if there is an illusory peak when the signals are subtracted. The additional peak is indeed observed in the subtracted spectra from the simulations. The FOBOS experiments selected only events with similar momenta however, in order to reduce scattering effects. Without knowing how narrow the region of accepted events was, there is no way of knowing if this is the cause of the FOBOS signature.

SRIM\textsuperscript{[20]} calculations were performed (Sec. \textsuperscript{D}), to study the angular scattering of both the light fragment (nickel) and the ternary particle (silicon) in the target backing. The FOBOS signature was interpreted as events in which the ternary particle was scattered and implanted in the BIC support structure, missing the detector, while the light fragment was detected. The SRIM calculations show that if this signature was indeed CCT, then there should have been an identical signature for the reverse case, in which the light fragment misses the detector and the ternary particle is detected.

All the simulations assume perfect conditions. In reality, there is always some degree of impurities and problems in the experimental setup. For example, portions of the flight path with partially reduced transparency would give a missing-energy signature, as only a certain percentage of fragments passes through the portion.

Since the FOBOS experiments are based on simultaneous $v - v$ and $v - E$ identification, another possible explanation are events in which the energy but not the velocity significantly differs. This could occur in high-energy collision recoils, in which a binary fragment scatters and possibly knocks out another atom from the experimental setup, for example aluminum or oxygen from the target backing. The possibilities are many, and the simulations and analysis of the FOBOS results are ongoing.
6 Summary and conclusions

Once every few hundred fission events, three charged fragments are formed in a process known as ternary fission, as opposed to just two charged fragments in binary fission. Dedicated experiments since the 1940s show that the third fragment, called the ternary particle, in the great majority of all cases is very light; 90% $^4$He, 9% heavier helium or hydrogen, and 1% a particle with $Z > 2$. Experiments also show that the ternary particle is emitted at roughly 90° towards the fission axis, and that the yield is rapidly decreasing with increased $Z$ and $A$. For sizes comparable to the other two fragments, only upper limits of the yield existed prior to 2010, of roughly $10^{-10}$.

In 2010 a paper was published claiming the detection of Collinear Cluster Tri-partition, which is fission in which three heavy fragments are emitted perfectly collinear along the same fission axis. The paper reported ternary $^{48}$Ca yields of $(4.7 \pm 0.2) \times 10^{-3}$ and ternary $^{34}$Si yields of $(5.1 \pm 0.4) \times 10^{-3}$, in $^{252}$Cf(sf) and $^{235}$U(n$_{th}$,f), respectively. This claim was based on non-detection of the ternary particles, measuring binary coincidences from the respective fissioning systems with the same detector setup, called FOBOS, at the Joint Institute for Nuclear Research in Dubna, Russia. A thin fission target had been deposited on a 50 µg/cm$^2$ thick Al$_2$O$_3$ backing, placed between two detector units. The fragment velocities and energies were measured with the TOF-E method. The backing was positioned such that it created an asymmetry by blocking the flight path towards one of the detectors. The fragment masses were reconstructed from the measured velocities and energies, and compared in a mass-versus-mass spectrum, as well as a mass-difference spectrum. A peak lying far below the mass sum of the fissioning system was apparent in these spectra, which was interpreted as a missing particle. The explanation offered is that these events correspond to three fragments being emitted perfectly collinear, with two being in the same direction, and one of them being scattered by the target backing and implanted in the detector support structure, missing detection.

Any remarkable new discovery requires a verification with an independent experimental setup. Such a verification, or refutation, is possible with the LOHENGRI fission fragment recoil separator, located at the high-flux neutron reactor of Institut Laue-Langevin in Grenoble, France. LOHENGRI is a single-arm spectrometer that covers a small solid angle and separates the fission fragments according to their mass over ionic charge ratio and kinetic energy, with a combination of magnetic and electric fields. The instrument is currently the most sensitive spectrometer for the measurement of neutron-induced fission products, enabling accurate studies of fission yields down to $10^{-10}$ fragments per fission. LOHENGRI detects only one fragment per fission event, due to its small solid angle acceptance. Perfectly collinear fragments are separated from each other by magnetic and electric fields, since they do not simultaneously satisfy the given $A/q$ and $E/q$ separator conditions. The spectrometer is therefore not used to measure coincidence events. On the other hand, if at a given yield level no events are detected at LOHENGRI, it provides a stringent upper limit on the production of these fragments in whatever fission configuration. Hence, a non-observation at LOHENGRI allows refuting experimental claims of CCT.

The result of the LOHENGRI experiments is a new upper limit for the yield of fragments compatible with CCT in $^{235}$U(n$_{th}$,f), on the order of $10^{-9}$. This excludes the previously claimed yield by FOBOS by more than 5 orders of magnitude. The experiments also verify the far asymmetric fission yields of $^{70}$Ni, and presents a new estimate of the production of...
$^{68}$Ni in binary fission, as an upper limit of $5 \cdot 10^{-10}$.

Extended theoretical calculations and simulations demonstrate that the experiments cover a sufficient and representative range of kinetic energies of potential CCT fragments. The calculations also highlight several contradictions in the CCT hypothesis. The CCT interpretation of the FOBOS data is excluded as a likely origin since it assumes fission of low fissility nuclei, and because it is based on energetically unfavourable reactions under implausible conditions. It is further shown that if these conditions would somehow be alleviated, CCT would very easily have been detected by several experiments before.

Theoretical studies\textsuperscript{[14]} of Q-values and shell structure support the idea that if something like CCT exists, it should populate most strongly $^{68}$Ni and $^{70}$Ni. Since no events are found with these fragments, or any neighbouring masses or isotopes, it is safe to say that CCT, in light of the current as well as previous studies, is a highly improbable event in all low-energy fission.
7 Outlook

This work demonstrates the power of a very sensitive instrument and of simple and comprehensible models, to verify, and refute new claims. Moreover it shows that binary fission yields on the $10^{-9}$ level can still be reliably measured at LOHENGREN, i.e. the apparent local maximum that was observed at mass $A = 70$ in the far asymmetric binary fission of various actinides could be explored further to study the existence of an additional fission mode centered at this value.

True ternary fission could be further explored, in particular if the kinetic energy distribution of exotic ternary fragments is sufficiently well predicted by calculations so that a partial measurement of the kinetic energy distribution is sufficient to estimate the fission yields.

The results presented will enable more accurate ternary fission models with greater predictive power, by excluding CCT as a probable decay mode, leading to a greater understanding of the ternary fission process.
Glossary

(nth,f) Thermal neutron-induced fission.

(sf) Spontaneous fission.

a.u. Arbitrary unit.

amu Unified atomic mass unit, approximately the mass of one nucleon.

**Binary Fission** The most common kind of nuclear fission, in which two charged fragments are formed, possibly accompanied by neutron emission and gamma radiation.

**Burn-up** Loss and alteration of fission target atoms.

**CCT** Collinear Cluster Tri-partition, an alleged special kind of fission in which three charged fragments of similar mass are emitted perfectly collinear along the same fission axis.

**Exo-energetic** A reaction that is net exo-energetic releases energy, as opposed to requiring it (endo-energetic).

**FOBOS** Fission fragment spectrometer, positioned at the Flerov Laboratory of Nuclear Reactions of the Joint Institute for Nuclear Research in Dubna, Russia.

**FS** Fissioning System.

**FWHM** Full Width at Half Maximum of a distribution.

**HF** Heavy Fragment, the heavy main fission fragment.

**ILL** Institut Laue-Langevin, international research center focused on neutron science and technology, based in Grenoble, France.

**IM** Intermediate Fragment, a fission fragment which itself undergoes fission.

**Ionic Charge** Number of protons subtracted by the number of non-stripped electrons in an atom or ion.

**LCP** Light Charged Particle accompanied fission, a more correct name for ternary fission.

**LDM** Liquid Drop Model[^5], macroscopic model which treats the nucleus as a charged liquid drop. Successful at describing gross features of the nucleus, like binding energies and Q-values. It fails at describing shell effects and super-heavy nuclei.

**LF** Light Fragment, the light main fission fragment.

**LOHENGRIN** A fission fragment recoil separator located at ILL. LOHENGRIN is currently the worlds most sensitive spectrometer for studying neutron-induced fission fragments, and also acts as a radioactive ion beam facility for nuclear spectroscopy of exotic neutron-rich nuclei.
LRA  Long Range Alphas, another name for ternary alpha particles. This name was introduced since ternary alphas are more energetic than those from radioactive alpha decay, leading to longer tracks in detectors.

**Pre-Scission Kinetic Energy**  The kinetic energy the fragments have at scission.

**Q-value**  Amount of energy released in a reaction.

**RED**  Reverse Energy Dispersion magnet, instrument in the LOHENGRI N setup that refocuses the beam of fission fragments.

**SCM**  Shell-Correction Method, a model developed by V.M. Strutinsky\[26\], which combines the Liquid Drop Model with the nuclear shell model.

**Ternary Fission**  A mode of fission in which three charged fragments are formed, possibly accompanied by neutron emission and gamma radiation. Two of the fragments are usually similar to the light and heavy fragments of binary fission, while the third usually is a lighter fragment like $^4\text{He}$.

**Ternary Particle**  Ternary fission is often viewed as a modified version of binary fission, with an additional particle called the ternary particle. The ternary particle is typically much lighter than the other fission fragments.

**Tip Distance**  The center-to-center distance subtracted by the radii of two particles.

**TKE**  Total kinetic plus Coulomb potential energy.

**TOF-E**  Time-of-flight versus energy, a particle detection method which allows the individual measurement of velocity and energy of one or several fragments. The velocity is inferred from a time-of-flight measurement from a start and a stop signal over a known flight distance.

**TP**  Ternary Particle, the lightest of the fragments in ternary fission.

**True Ternary Fission**  Fission in which three fragments of comparable size are emitted, also known as “real” ternary fission.

**TXE**  Total excitation energy.

**Yield**  The fraction of a fission product produced per fission.
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A CCT Kinematics in $^{252}$Cf(sf)

This section uses the theory and simulations of Sec. 4 and applies it to the spontaneous fission of $^{252}$Cf. The results show a very good agreement with Vijayaraghavan et al. [14].
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Figure 43: Kinetic energy of nickel (born on the outside) and calcium (born in the middle) versus their mass split, in the sequential CCT $^{252}$Cf(sf) $\rightarrow$ $^{A_{Sn}}$Sn + $^{A_{Cd}}$Cd $\rightarrow$ $^{A_{Sn}}$Sn + $^{A_{Ni}}$Ni + $^{A_{Ca}}$Ca. The mass split between the HF and IM is varied in each plot going horizontally, and the IM excitation energy $E^{*}_{IM} = TXE$ vertically. The energies are calculated analytically ($\bigcirc$, $\bigtriangleup$) and with Monte Carlo trajectory simulations ($\times$, $\times$). Simulations only show results that are energetically allowed and have a tip distance at the second scission of $\leq 7$ fm.
Figure 44: Kinetic energy of nickel (born on the outside) and calcium (born in the middle) versus their mass split, in the sequential CCT $^{252}$Cf(sf) → $^{132}$Sn + $^A$Cd + $^B$Si + $^H$Ni + $^P$Si + $^\nu$. The prompt neutron multiplicity $\nu$ is varied in each plot going horizontally, and the IM excitation energy $E_{IM} = TXE$ vertically. The energies are calculated analytically ($\bigcirc, \bigtriangleup$) and with Monte Carlo trajectory simulations ($+$, $\times$). Simulations only show results that are energetically allowed and have a tip distance at the second scission of $\leq 7$ fm.
B Tip distance and energy conservation

This section shows the relationship between tip distance and energy conservation. See Fig. 28 in Sec. 4.6.2 for application. The tip distance between two fragments, labeled 1 and 2, is defined as

\[ r_{td} = r_{12} - R_1 - R_2, \]  

(53)

where \( R_i = r_0 A_i^{1/3} \) are the fragment sharp radii with \( r_0 \approx 1.25 \) fm, and \( r_{12} \) is the center-to-center distance. Typical tip distances at scission are close to \( \sim 2.5 \) fm, while tip distances over 3 – 4 fm are generally not considered as physically possible [51]. The required excitation energy for physically valid configurations can be derived by considering the energy balance in the rest frame of the IM

\[ Q_2 + E_{IM}^* = k \frac{e^2 Z_{TP} Z_{LF}}{r_{td} + r_{TP} + r_{LF}}, \]  

(54)

where \( r_{TP} \) and \( r_{LF} \) are the TP and LF radii, \( r_{td} \) is the tip distance, \( k \) is the Coulomb constant and \( e \) the elementary charge. Take for example the CCT in \(^{235}\text{U}(n_{th},f) \rightarrow ^{\Lambda_{Sn}}\text{Sn} + ^{\Lambda_{Mo}}\text{Mo} + \nu \rightarrow ^{\Lambda_{Sn}}\text{Sn} + ^{\Lambda_{Ni}}\text{Ni} + ^{\Lambda_{Si}}\text{Si} + \nu \). In most of the fissioning systems \(^{\Lambda_{Mo}}\text{Mo} \rightarrow ^{\Lambda_{Ni}}\text{Ni} + ^{\Lambda_{Si}}\text{Si} \), \( Q_2 \) is negative with values down to \(-20 \) MeV (see Fig. 18 in Sec. 4.5.1). By plotting \( Q_2 + E_{IM}^* \) versus the tip distance (Fig. 28 in Sec. 4.6.2), it is seen that a very high excitation energy is required for physically reasonable tip distances at the second scission, but that it is hard to obtain that much excitation energy without making the first scission configuration unphysically large.
Area and uncertainty of the Normal and Skew Normal distributions

The skew normal distribution (SN) is a generalisation of the Normal distribution (N), allowing for non-zero skewness ($\alpha$). In this work, it is used for fitting and integrating the data in the energy distribution scan for fission fragments going through the fission target. The additional skewness parameter $\alpha$ stayed constant within a small uncertainty for all data series, justifying the usage of the skew normal distribution. The normal distribution was used to fit the $q$ distribution of said fission fragments. This section defines the probability density function (pdf) and cumulative distribution function (cdf) of the normal and skew normal distribution. The mean, standard deviation and area are also defined, and the uncertainty of these quantities is derived. To this end, the propagation of uncertainty is used. For a function $f(x_1, x_2, ..., x_n)$, where each of the individual variables $x_1$ to $x_n$ has uncertainties $\sigma_{x_i}$ respectively, and covariances $\text{cov}_{x_ix_j}$ etc., the uncertainty in $f$ is attained as

$$\sigma_f = \sqrt{\sum_{i=1}^{n} \sigma_{x_i}^2 \left( \frac{\partial f}{\partial x_i} \right)^2 + 2 \sum_{i\neq j} \left( \frac{\partial f}{\partial x_i} \right) \left( \frac{\partial f}{\partial x_j} \right) \text{cov}_{x_ix_j}}.$$  \hfill (55)

The following relations between a pdf $f$ and a cdf $F$ will be used

$$\int_{-\infty}^{\infty} f(t) dt = 1$$
$$\int_{-\infty}^{x} f(t) dt = F(x) \Rightarrow \int_{0}^{\infty} f(t) dt = \int_{-\infty}^{\infty} f(t) dt - \int_{-\infty}^{0} f(t) dt = 1 - F(0).$$  \hfill (56)

Definitions

The standard normal distribution has the probability density function

$$\phi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \tag{57}$$

and the cumulative distribution function

$$\Phi(x) = \int_{-\infty}^{x} \phi(t) dt = \frac{1}{2} \left[ 1 + \text{Erf}\left( \frac{x}{\sqrt{2}} \right) \right], \tag{58}$$

where Erf is the error function. The skew normal distribution with location $\mu$, scale $\sigma$ and skewness $\alpha$ has the pdf

$$f(x, \mu, \sigma, \alpha) = \frac{2}{\sigma} \phi \left( \frac{x - \mu}{\sigma} \right) \Phi \left( \frac{x - \mu}{\sigma} \alpha \right), \tag{59}$$

and the cdf

$$F(x, \mu, \sigma, \alpha) = \Phi \left( \frac{x - \mu}{\sigma} \right) - 2T \left( \frac{x - \mu}{\sigma}, \alpha \right), \tag{60}$$

where $T(h,a)$ is Owen’s T function\textsuperscript{73}, defined as

$$T(h,a) = \frac{1}{2\pi} \int_{0}^{a} e^{-\frac{1}{2} h^2 (1+x^2)} \frac{1}{1+x^2} \, dx, \quad (-\infty < h, a < \infty).$$  \hfill (61)
In this work, a slightly differently scaled skew normal distribution was used in order to allow for obtaining start values for fit parameters, defined as

\[
\tilde{f}(x, A, \mu, \sigma, \alpha) = \frac{A}{2} e^{-(x-\mu)^2/2\sigma^2} \left[ 1 + \text{Erf} \left( \frac{\alpha}{\sigma \sqrt{2}} \frac{x - \mu}{\sigma} \right) \right] = A\sigma \sqrt{\frac{\pi}{2}} f(x),
\]

where \( A \) is an amplitude fit parameter.

**Area of the Normal Distribution**

For a normal distribution, the mean is simply the location \( \mu \), and the standard deviation the scale \( \sigma \). This is not true for a skew normal distribution. Let \( \tilde{N} \) denote a differently scaled normal distribution

\[
\tilde{N}(x, A, \mu, \sigma) = A e^{-(x-\mu)^2/2\sigma^2} = A\sigma \sqrt{\frac{\pi}{2}} N(x, \mu, \sigma)
\]

where \( N = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \) is the regular normal distribution (pdf). Using Eq. (56), the area of the scaled normal distribution becomes

\[
a_{\tilde{N}} = A\sigma \sqrt{\frac{\pi}{2}} \int_{0}^{\infty} N(x, \mu, \sigma) dx = A\sigma \sqrt{\frac{\pi}{2}} \left[ 1 - \Phi \left( \frac{\mu}{\sigma} \right) \right]
\]

Let \( \sigma_A, \sigma_\mu, \sigma_\sigma \) be the uncertainties of the amplitude, mean and standard deviation respectively. The square of the uncertainty of the area is then

\[
\sigma_{a, \tilde{N}}^2 = \sigma_A^2 \frac{\sigma^2}{2} \left[ 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) \right]^2 + \\
\sigma_\mu^2 A^2 e^{\frac{\mu^2}{2\sigma^2}} + \\
\sigma_\sigma^2 A^2 \left[ \frac{\mu}{\sigma} e^{\frac{\mu^2}{2\sigma^2}} \sqrt{\frac{\pi}{2}} \left( 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) \right) \right]^2 + \\
cov_{A\mu} A\sigma \sqrt{2\pi} e^{\frac{\mu^2}{2\sigma^2}} \left[ 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) \right] + \\
cov_{A\sigma} A\sigma \sqrt{2\pi} \left[ 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) \right] \left[ \sqrt{\frac{\pi}{2}} \left( 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) \right) - \frac{\mu}{\sigma} e^{\frac{\mu^2}{2\sigma^2}} \right] + \\
cov_{\mu\sigma} 2A^2 e^{\frac{\mu^2}{2\sigma^2}} \left[ \sqrt{\frac{\pi}{2}} \left( 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) \right) - \frac{\mu}{\sigma} e^{\frac{\mu^2}{2\sigma^2}} \right]
\]

Mean of the Skew Normal Distribution

The mean of the skew normal distribution is defined as

\[
\langle f \rangle_{SN} = \mu + \sigma \frac{\alpha}{\sqrt{1 + \alpha^2}} \sqrt{\frac{2}{\pi}}.
\]
One can easily see that the mean becomes identical to that of the normal distribution when $\alpha = 0$. Using the uncertainty propagation in Eq. (55), the square of the uncertainty of the mean is

$$\sigma_{\langle f \rangle, SN}^2 = \sigma_{\mu}^2 + \sigma_{\sigma}^2 \frac{2\alpha^2}{\pi(1 + \alpha^2)} + \sigma_{\alpha}^2 \frac{2\sigma^2}{(1 + \alpha^2)^2} + \text{cov}_{\mu\sigma} \frac{2\alpha}{1 + \alpha^2} \sqrt{\frac{2}{\pi}} + \text{cov}_{\mu\alpha} \frac{2\sigma}{\sqrt{(1 + \alpha^2)^3}} \sqrt{\frac{2}{\pi}} + \text{cov}_{\sigma\alpha} \frac{4\alpha\sigma}{\pi(1 + \alpha^2)^2}.$$  

(67)

**Standard Deviation of the Skew Normal Distribution**

The standard deviation of the skew normal distribution is defined as

$$\sigma_{f, SN} = \sigma \sqrt{1 - \frac{2}{\pi}} \frac{\alpha^2}{1 + \alpha^2}.$$  

(68)

The square of the uncertainty of the standard deviation then is

$$\sigma_{\sigma f, SN}^2 = \sigma_{\sigma}^2 \frac{\pi + \alpha^2(\pi - 2)}{\pi(1 + \alpha^2)^2} + \sigma_{\alpha}^2 \frac{4\alpha^2\sigma^2}{\pi(1 + \alpha^2)^3(\pi + \alpha^2(\pi - 2))} - \text{cov}_{\sigma\alpha} \frac{4\alpha\sigma}{\pi(1 + \alpha^2)^2}.$$  

(69)

**Area of the Skew Normal Distribution**

Let $a$ denote the area of the skew normal distribution

$$a_{SN} = \int_0^\infty \tilde{f}(E, A, \mu, \sigma, \alpha) dE = A \sigma \sqrt{\frac{\pi}{2}} \int_0^\infty f(E, A, \mu, \sigma, \alpha) dE.$$  

(70)

Using Eq. (56), Eq. (70) becomes

$$a_{SN} = A \sigma \sqrt{\frac{\pi}{2}} (1 - F(0, \mu, \sigma, \alpha)) = A \sigma \sqrt{2\pi} \left[ 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) + 4T \left( \frac{\mu}{\sigma \alpha} \right) \right].$$  

(71)

Using the uncertainty propagation in Eq. (55), the square of the uncertainty of the area becomes
\[ \sigma_{a,SN}^2 = \sigma_A^2 \sigma^2 \pi \left[ 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) + 4T \left( \frac{\mu}{\sigma \alpha} \right) \right]^2 + \]

\[ \sigma_A^2 \frac{A^2}{4} e^{-\frac{2}{\pi^2}} \text{Erfc} \left( \frac{\alpha \mu}{\sigma \sqrt{2}} \right)^2 + \]

\[ \sigma^2 \frac{A^2}{16 \pi \sigma^2} e^{-\frac{2}{\pi^2}} \left[ 2 \mu \text{Erfc} \left( \frac{\alpha \mu}{\sigma \sqrt{2}} \right) + \right. \]

\[ e^{-\frac{2}{\pi^2}} \left( 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) + 4T \left( \frac{\mu}{\sigma \alpha} \right) \right)^2 \]

\[ \sigma^2 \frac{A^2 \sigma^2}{\pi (1 + \alpha^2)^2} e^{-\frac{2}{\pi^2}} + \]

\[ \text{cov}_{\mu A} \frac{A \sigma}{2} \sqrt{\frac{\pi}{2}} e^{-\frac{2}{\pi^2}} \text{Erfc} \left( \frac{\alpha \mu}{\sigma \sqrt{2}} \right) \left[ 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) + 4T \left( \frac{\mu}{\sigma \alpha} \right) \right] + \]

\[ \text{cov}_{\sigma A} \frac{A}{4} \left[ 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) + 4T \left( \frac{\mu}{\sigma \alpha} \right) \right] \times \]

\[ \left[ \sigma \pi \left( 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) + 4T \left( \frac{\mu}{\sigma \alpha} \right) \right) - \right. \]

\[ \mu \sqrt{2 \pi} e^{-\frac{2}{\pi^2}} \text{Erfc} \left( \frac{\alpha \mu}{\sigma \sqrt{2}} \right) \right] + \]

\[ \text{cov}_{\mu A} \frac{A \sigma^2}{2(1 + \alpha^2)} e^{-\frac{2}{2 \sigma^2}} \left[ 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) + 4T \left( \frac{\mu}{\sigma \alpha} \right) \right] + \]

\[ \text{cov}_{\mu A} \frac{A^2}{2 \sigma} e^{-\frac{2}{\pi^2}} \left[ \sigma \sqrt{\frac{\pi}{2}} e^{-\frac{2}{\pi^2}} \left( 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) + 4T \left( \frac{\mu}{\sigma \alpha} \right) \right) - \right. \]

\[ \mu \text{Erfc} \left( \frac{\alpha \mu}{\sigma \sqrt{2}} \right) \bigg] \text{Erfc} \left( \frac{\alpha \mu}{\sigma \sqrt{2}} \right) + \]

\[ \text{cov}_{\mu A} \frac{A^2 \sigma}{\sqrt{2 \pi} (1 + \alpha^2)} e^{-\frac{2}{2 \sigma^2}} \text{Erfc} \left( \frac{\alpha \mu}{\sigma \sqrt{2}} \right) + \]

\[ \text{cov}_{\sigma A} \frac{A^2}{2(1 + \alpha^2)} e^{-\frac{2}{2 \sigma^2}} \left[ \sigma \sqrt{\frac{\pi}{2}} e^{-\frac{2}{\pi^2}} \left( 1 + \text{Erf} \left( \frac{\mu}{\sigma \sqrt{2}} \right) + 4T \left( \frac{\mu}{\sigma \alpha} \right) \right) - \right. \]

\[ \mu \sqrt{2 \pi} e^{-\frac{2}{\pi^2}} \text{Erfc} \left( \frac{\alpha \mu}{\sigma \sqrt{2}} \right) \bigg]. \]
This section presents SRIM$^{[20]}$ calculations of the geometric distribution of fission fragments in the FOBOS experiment (Sec. 3). The purpose of the calculations is to show that the target backing spreads fragments over an area much larger than the millimeter nickel mesh holes. Figure 45 shows results for $^{34}$Si at 10 and 70 MeV, and Fig. 46 for $^{68}$Ni and $^{102}$Mo at 100 MeV.

Figure 45: The figure shows the geometric distribution of $^{34}$Si at 10 MeV (left) and 70 MeV (right), 50 cm after passing through a 50 $\mu$g/cm$^2$ thick Al$_2$O$_3$ target backing.

Figure 46: The figure shows the geometric distribution of a 100 MeV beam of $^{68}$Ni (left) and $^{102}$Mo (right), 50 cm after passing through a 50 $\mu$g/cm$^2$ thick Al$_2$O$_3$ target backing.
E Geant4 calculations

This section presents Geant4 simulations of binary fission fragments in the FOBOS experimental setup (Sec. 3). The purpose of the calculations is to show how the subtraction of two binary signals can give the illusion of a missing-energy event. The fragment used in the simulations is $^{102}$Mo from the process

$$n_{th} + ^{235}_{92}U \rightarrow ^{132}_{50}Sn + ^{102}_{42}Mo + 2n.$$  \hfill (73)

Simulations with two different setups were performed, with $10^6$ events in each simulation. In both cases, a source ejecting $^{102}$Mo was placed $\sim 50$ cm from a detector covered by a nickel mesh, with a diameter of 40 cm. The nickel mesh had a thickness of 1 mm and was covered with $2.7 \times 2.7$ mm$^2$ size holes, separated by 0.9 mm. In one of the setups, an additional 50 $\mu$g/cm$^2$ thick Al$_2$O$_3$ piece was placed just next to the source, covering the flight path towards the detectors. The angle of the emitted particles were set to cover the entire detector. $^{102}$Mo was ejected with kinetic energies following a Gaussian distribution with a FWHM of 10 MeV. The mean kinetic energy was set to be 113 MeV, which was derived from energy and momentum conservation of the process in Eq. (73). Fig. 47 shows the spectra of the detector in both simulations, and the difference of the spectra. As can be seen, the difference gives rise to a peak at lower energies.

![Figure 47: Spectra from Geant4 simulations of binary $^{102}$Mo in the FOBOS detectors. Detector 1 and 2 corresponds to the directions with and without the target backing, respectively.](image)
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