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Abstract—Complex system implementations combined with the lat-
est technology nodes allow us to implement hardware for veedile
applications. The ever increasing demand for quick time-temarket
has led to the widespread use of Intellectual Property (IP)rn ASIC
design methodologies. These developments, in addition toamufacturing
limitations, make early prediction of manufacturability for complete
systems challenging. We present MIDAS: a scalable, IP-ingsive model
to predict system manufacturability. Results from applying MIDAS to
an embedded processor system reveals that several usefubights can
be gained towards realizing yield budgets for complex systas allowing
quicker co-optimization of all implementation goals.

Index Terms— Manufacturability, ASIC, IP, DFM Metrics.

. INTRODUCTION

System implementations with a robust cost-effort tradast
standard-cells as a distinct level of abstraction in thegthesf digital

and system-level routing as discrete contributors towandsman-
ufacturability. Critical Feature Analysis (CFA) is used ruotivate

the hypothesis in the next section. We subsequently demadast
the applicability of the proposed model in early analysisDétM
using an embedded processor system. The MIDAS model builds
on existing techniques and extends the ability to coarseddipt
manufacturability early in the design flow.

II. MOTIVATION

We quantitatively motivate the MIDAS model through tragiital
DFM assessment of benchmark circuits from the ISCAS’89 [8] a
IWLS’05 [10] suites, and also an embedded processor syssem (
Section IlI-A for details).

After place and route, the implementations were imported in
the full-custom design environment for DFM assessment,clwvhi

circuits. Due to the growing complexity of design managemeHS enabled through Calibre Critical Feature Analysis (CHA}],

macros of sub-systems have become indispensable [1]. Tihes®s
may be memories or other hard Intellectual Property (IPxfions

needed in the system. Typically, the macros are providediserto

the customer as a black box, with verified functionality gueees
from the vendor. Thus, integrating such blocks into a systases
the functional and performance verification effort on thet pd the

system designers. However, the macros, when considerepldoe

and route, have constraints such as routing blockages wihieh
layout engineer must account for during the place and rowsges
Considering the widespread use of standard-cell methgascand
the ever increasing use of IP in complex yield-limited eoriments,
it is important to consider the implications of integratibigg macros
alongside a collection of small standard-cells on manufadil-

ity [1].

Manufacturability analysis of standard-cells has beemiegrout
from the perspective of yield [2], gate length distributif8], [4],
sensitivity analysis [5], and considerations such as bgiig and
routing [6]. Regular cell layouts have also been proposedaas
means to enhance manufacturability [7]. While qualitativesign
For Manufacturability (DFM) guidelines have been the maious
of existing literature, Gomez et al. [6] explicitly proposequanti-
tative manufacturability metric for standard-cells. Qtlagtempts to
introduce a metric for DFM have been carried out in [7]. Frdra t
perspective of IP, Aitken [8] examines existing DFM metrisd
practises. He does not propose any quantitative metridfgpez IP
but concludes that careful attention to DFM practices islireql in
the face of challenges imposed by explicitly incorporatuagiability
into testing.

In this work, we propose MIDASM odel for IP inclusive DFM

using foundry-provided rule sets. This tool is a part of thates

of full-custom tools enabling Design Rule Checking (DRC)an
Layout Versus Schematic (LVS) checks. CFA relies on deataile
rule- or model-based checks to provide metrics on resiiet@
modeling accuracy, particle defects and process matgiBsores
from individual (categorized) rules are summed to form theighted
DFM Metric (WDM) and the result is normalized to a number lshse
on the number of transistors in the design. A bound is estaduxi
using the negative exponentiation of the normalized vatugive
the Normalized DFM Score (NDS). The WDM can have any value
from O to infinity, while the negative exponentiation restsithe value

of the NDS between 0 and 1. Being cumulative, a lower WDM is
desirable for manufacturability or, conversely, a desigthva NDS
approaching 1 has greater resilience to process defects.
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Fig. 1. CFA for placed and routed designs.

In order to accurately capture the effects of all the sysimral

Assessment ofSystem manufacturability): an additive model toconstraints_, stream data was saved for the placed desigelbasmhe
compute a simple DFM metric to enable early assessment of DARHted design so that the results of CFA could be comparepir&il
for System-on-Chips (SoCs). “Early” in this context refécsthe Shows the results of the CFA analysis. All designs excepletstetwo
earliest stage where realistic physical data become &lailave aré benchmark circuits from the ISCAS'89 [9] and IWLS'05 J10
hypothesize that if DFM costs for the standard-cells and |teKs Lp o refers 1o ol that lavout feataxtibit fo defects induced

. - “Process margln” refers to tolerances that layout reatel It t0 detects Induce
can be eStablllshed' then system-level routlng determimesverall as a result of process steps like lithography, Optical Pndyi Correction (OPC), and
manufacturability of the SoC. We can view standard-cefshllocks chemical Mechanical Polishing (CMP).



suites. The MIPS1 and MIPS2 designs are variants of the etelded
processor system, details of which are outlined in SectibA.I

It is clear from Figure 1 that, irrespective of the designekiz
system-level routing affects the NDS; by as much as 70% inesom
cases. It must be noted here that the generally low NDS vdhres
the MIPS designs occur as a result of the memory macros (the
IP components) present in the design. The hard macros used in
the implementations are geometrically accurate, but hageattive
device layers abstracted out. This results in inaccurdniéise NDS
computation, additionally so due to the area impact of therogon
the overall area. Excluding the macros from consideratiaring
assessment increases the NDS value to match the NDS for the
benchmark circuits proving that complete geometry dat&cessary

for accurate computation.

It can also be seen that the NDS for the placed designs is almos
constant throughout (about 0.75 for the benchmark cirauits 0.14
for the MIPS designs), leading to the conclusion that thdesys
building blocks present a base cost towards manufactitsabilhe
fact that this value degrades to the NDS of the routed desiggans
that the system-level wiring alone contributes to this ddgtion.
Thus, for a coarse estimate, the main contributions towasdessing
DFM can be viewed discretely as the building blocks of theutr
and the system-level routing.

In addition to quantitatively motivating the contributot@wvards
system manufacturability, we use this traditional DFM flawgen-
erate base costs for the standard-cells used in this stidycdst so (b) 'Industrial’ floorplan (FPI)
computed is applied in the early DFM assessment model. Fig. 2. Implemented processor system floorplans.

~ Section IIl outlines the background, presenting the inftasure  yensity (resulting in larger or smaller dies) and the déferlibraries

mvglved at various levels of abstraction. Section IV oéB the available (see Section IlI-B) for implementation, enabéesiable

various components of the proposed model and the overall DRNmper of test points to be generated. The memory macrostased

metric. Validation results from the MIDAS model are presehin implement the cache and tags are the same in all implemensati

Section V followed by a demonstration of IP inclusion inte thodel 54 enforce routing blockages for metal layers up to M5. Theros

in Section VI. Finally, the conclusions of this study aresgnted.  4re placed such that they lie in close proximity to the cdriifocks.

I1l. ENVIRONMENT AND TOOLS The first exploratory floorplan is a custom-made one refetpegl

by the acronym “FPC” from here on. The other, a floorplan smil

. In ct)rdtterttotbe &;ble o f’howtr:hf .appllcatilllty of MIEAES’ It 's.to those seen in industrial processor designs, is refeoeaytthe
important 1o target a system that IS compléx €enough 10 requl cronym “FP1” for the rest of this work. The floorplans aredlaiut

different blocks (cells vs macros). The test vehicle useddbieve A . . . . .
this is an embedded processor system. Additionally, given the as shown in Fig. 2 for implementation with the different &by sets.

MIDAS model is based on component costs, details of the imgjld B. Sandard-Cell Libraries

blocks (cell or IP) are required. The following headingslioetthe ¢ of the most important aspects involved in MIDAS is to bie ab
details at various levels of abstraction. Note that thiskneses EDA assign base costs to standard-cells. To this end, we atevee

tools from Cadence Design Systems [12] for full-custom {4680)  g¢anqard-cells that are used in the implementations. Tlisgus to

and semi-custom (EDI) implementation environments. have complete control over the data generation processtiéwlly,
A. System-Level Implementation cell libraries with distinct characteristics and for whiabcurate costs
cgn be established are availqble for use witl‘_l MIDAS. _

The shapes and geometries of the devices in the first of the
custom libraries match those available in commercial stehdells.
In addition, routing is completed using poly wherever polgsi We

Each of the 16kB L1 data and instruction caches is implendentth will refer. o this "brf"“y using Fhe tag POR from .here on. ah
Eecond library contains cells with device widths which anéarm

four SRAM memory macros of size 1024x32-bit and three 128x3 and, additionally, unidirectional poly routing is adoptéd the case

?gKSIE ';'::A ctzellcl)s(,:ks for tags [14]. The processor datapath hasuaboof this library, routing is completed using M2 in the vertid@rection

Additionally, we implement the processor system using tiied  ONlY- In order to keep the amount of M2 in the cells to a minimum
ent floorplans, which utilize the memory macros in differpasitions it was deC|ded“t0 al!,ow small M1 jogs. Wg will refer to th|5®y
in order to explore the sensitivity of the model to differesystem- USING the tag “M2R” from here on. A variant of the M2R library,
level considerations. The floorplan, in combination wite touting USiNg only M1 routing, is also available and is termed "M1R".
blockages presented by the macros, determines the roulagos Each of the library variants consist of all cells required Ifagical

- L . . . completeness, non-inverting buffers, half- and full-addeomplex
for the system. This, in combination with settings varyimg trow gates (ke And-Or-Invert), XOR gates and flip-flops. Thevelri

2pfter synthesis, s400 has about 100 cells while VGA has aoltcells. The MIPS strengthg were restrlcteq to mm'mum (XZ) and twice the minh
implementations contain about 10K cells and 14 memory nsaeezh. (X4), owing to the effort involved in creating a large numioéicells.

(a) Custom floorplan (FPC)

We use a MIPS processor with a five-stage pipeline [13] and
level-one (L1) cache as the test vehicle in this work. The €BHkists
of the standard pipeline units of fetch, decode, register ALU, and
memory write-back and is augmented with a 32-bit integertipligr.



All the libraries were developed using an industrial 65-uhréustom
flow and industry standard EDA tools.

IV. MIDAS: M ODEL FORIP-INCLUSIVE DFM ASSESSMENT OF
SYSTEM MANUFACTURABILITY

The computation of any DFM metric requires details of the

physical implementation and the sections immediately gy this
have provided the background for the implementation of tsighs
considered in this work. From the motivational data presgrin
Section I, we can identify two main components in a systewell
implementation:

« The device components comprising standard-cells and iEk&lo

« The interconnect components comprising wires and vias.
The cost of standard-cells is computed using CFA in this wask
indicated earlier, while IP cost can either be a pre-conth@€A
metric or coarsely estimated by other means. Predictingrthsu-
facturability of a particular routing solution requirests® knowledge
of the manufacturing process, but is nonetheless simple trecbasis
for computation is established. Thus, complexity intreethbdy way
of estimation of standard-cell and macro costs, is abstthatvay in
the computation of the system-level metric.

The MIDAS model, being additive, does not require extensive

flowchart representation. Once the costs for the variouspooents
are available, a simple script embedded in the implemamtatol

of choice should provide results. This has the added adyartéa
high degree of customizability for the design under consitien. The
hardest part of using this model is establishing the varemsts, and
we demonstrate the process of arriving at those costs irotlosving

sub-sections.

A. Placement Cost

The device components comprise the standard-cells andRhe

which are interconnected in some fashion to form an SoC. Tﬁ‘e, - P
dtis known that each cell in the SRAM memory core consistsixf s

cost for such blocks can be modeled using techniques sucliras

in order to obtain as accurate a value as possible. HoweRar, fj

are typically available as macros for which detailed impatation
details are scarce.

employed to assess a cost for such blocks.
In an IP-inclusive scenario, the tot&#lacement Cost (PC)is
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Fig. 3. Scatter plot of NDS values for cells in the customdiies.

2) IP Cost: Hard macros or IP blocks incur a placement cost in
the system-wide context depending on the floorplan and théng
obstructions that the block enforces. The floorplan, infbeenby the
macros, also affects the core area of the SoC as well as ttiegou
The obstructions presented by the IPs mainly affect theimgutn
the context of placement, the placement cost of incorpugdf’s can

be described as:
mK

PC,, = ZNixCi

®)

Hereml and mK refer to the distinct types of macros present in the
design,N; refers to the number of instances of each type of macro,
and C; refers to the weight of the IP block in question, be it the

WDM or any other measure used.
Availability of an accurate cost certainly increases theuaacy

of MIDAS and assumes great importance when the paradigm of
IP-dominated designs is taken into account. However, fooase
estimate the cost of an IP block can be approximated using/ikno
WDM values. Consider a memory macro of size 1024x32b, wtsch i
hard macro with abstract active layers in the test impleatiems.

i=ml

evices, so if we consider the cost per cell using the WDM of a 6
device logic gate, then the cost per memory cell can be appatzd

In such a scenario. alternate means eust® 1-2- The total cost of the memory cérean then be computed as

1,024x32x1.5 = 49,152. If the number of logic cells in the roem
macro is assumed to be the same as the number of core memisty cel

simply the sum of the placement costs for standard-cells l@nd then this cost can be doubled to give a value of 98,304. Adaugin

blocks. This is expressed as:
PC = PC. + PC,

@

1) Sandard-Cell Cost: We begin by considering the WDM for the

custom cells as a measure of placement cost for the staodlsd-

for the dense, regular nature of the macro, a conservatisé afo
90,000 is used for computations in subsequent sectionsilaBiyn
the 128x32b macro is assigned a cost of 9,000.

B. Interconnect Cost

The PC for standard-cells (RCcan then be modeled as a product Interconnect cost can be split into two distinct componewias

of the number of instances of a given cell and its WDM:
cK

PC.= Y Nix WDM; @
i=cl

Herecl andcK refer to the distinct types of cells in the desigh,
refers to the number of instances of a particular cell, WiaM; is

the cost associated with a single instance of the cell.
In this work, since the size of the cells in the custom likearis

limited, the spread of the NDS is also limited (Figure 3). Tierters
in the libraries display the lowest values of NDS and represiee

and wiring, each requiring individual treatment. The tdtakrcon-
nect Cost (IC) is simply the sum of interconnect cost of vias and
wiring:
IC = 1C, + IC, 4)
The following headings detail each of the componekiisght, as
used in this context, can be considered to be a product ofitieadity
of a component or geometric feature and the risk in a givemggac
context. Indeed, computations of this type are applied irioua
risk assessment schemes such as Failure Mode and Effegtsinal

lower bounds of the spread. We use the product of the averdd@ W (FMEA) [15], [16]. As such, both the criticality and risk vads are
value of the library and the number of cells as the PC in order empirically determined and assigned by the foundry. Howewéh
ease the computational effort. A typical commercial ligraontains Some experience, for coarse estimates realistic valuelsecaasumed.
a much larger spread of drive strengths that will make it sgagy to The considerations for weighting are explained for eacle ¢ashe
utilize accurate cost values in order to accurately as$messtandard- following subsections.

cell cost. However, with full automation of the process a mowre
accurate computation can be carried out in order to incrélase
accuracy.

3The WDM for DMA (~25K cells, WDM of 50940) and ETH (~28K cell$YDM
of 62310) benchmarks have comparable values. Note, howtiegrin these cases there
are a number of diverse standard-cells in the design.



1) Layer Change Cost: Manufacturing limitations create risks 0.9; those with twice the minimum spacing are assigned aofi€k2
when vias are introduced while changing layers. Long reizegh and instances at three times the minimum spacing are agségrisk
as one of the yield-limiting features [17], this forms onemgmnent of 0.05. Instances having a spacing greater than this age¢utb be
of the interconnect cost. A general equation to representign cost more or less immune to the vagaries of the manufacturingegsoc

s wme C. Total DFM Cost and Normalization
IC, = > Nix RixC; (5) Sections IV-A and IV-B cover the components of the early DFM

i=vse assessment model. The placement components are governed by

Tge. b(t)rl:nd.s Olf sumrtnz:_tlorvs_(lzhandvqn, re(;‘er tc:c tge type_s of vias Equations 1, 2 and 3, while the routing components are gedern
used in the implementation. These, in order of decreassig dre by Equations 4, 5 and 7.

single-.cut vias and m.ulti-cut. vias. THe term refe.r.s tq the risk for The total Design Manufacturability Cost (DMC) of the desigam
a particular type of via, whileC; refers to the criticality. The risk o pe expressed as:
and criticality associated with a particular type of via ypitally
dependent on empirical values that the foundry determifbss, DMC =PC+1IC (8)
knowing the number of instances of each type of via enable® us This represents the overall cost of manufacturability ef design,
weight it reasonably to compute the cost of vias of a design. while each of the individual components represents a medsuthe
As a matter concerning accuracy, it must be noted here thifiefu manufacturability arising out the more abstract desigrisites of
granularity can be obtained by using instances for layerspaith the respective components. In order for the DMC to be usefulist
more accurate weights to ascertain this cost. The expressicthe be normalized. The normalization in this work is carried against

cost of vias is then modified to: a value representing worst-case cost. This normalizatomt lsolds
vme [ IpK little meaning in terms of a product, but is a theoreticafrespntation

1C, = Y [ D Nig X Rij x Cu] (6)  of the worst-case risk indicative of a non-functional desithis value

i=vee | J=Ipl can be computed by assuming the highest criticality and wans

Equation 5 is used exclusively in this work. Here we assigiiaa Vig, g components of the MIDAS model. For standard-cels is
risk of 0.08 for single-cut vias and 0.02 for multi-cut vi#dssuming simply the product of the total number of cells and the wor&@mW
criticality of 5 and 3 for single-cut and multi-cut vias, petively, 500y them. The macro cost, if applicable, is the producthef t
the weight can be computed as a product of the risk and diffica ,,;mher of macros and the cost of the macros. This cost isaijpic
it:tsgfsc::n:::ngjg?bffpg: teagzstiygr? of via are obtaineduilt  .,ngtant across the calculations, since implementatioailgiéor 1P

‘ . = : . are typically unavailable. For worst-case routing cost, ceasider

.2) Wire Soacmg_Cos_t. In typical seml-custom design flows, theall vias to be single cut and all the wire instances reportgdi

wire layers are directionally constrained to either be zumtal or report _df mmetric to be in the M1 layer with minimum spacing.

vertical in order for he”f's“‘? T°““”9. to work. T_h_us,_ the '9‘“ Equations 9, 10, 11 and 12 show all of the component expiressio
due to a certain layer is limited, since the criticality forirev

segments running in the same direction becomes a functidheof PCewe = Nsc X WDMuorst, ©)

space between them alone. Additionally, the different lay@n be mK

categorized into bins depending on the similarity of theogetries. PCmw. = igl Ni x G, (10)
Typically, lower Ieyers d?epla_y smelle_r geometries ancthps, a_nd 1Cy. — 1\;) % Row X Cha. (11)
thus warrant a higher criticality. Risk is assigned basedhenpair-

wise spacing in a layer, in multiples of minimum spacing agied ICuwwe = Nuwi X Rainspace X Can (12)
of DRC. A pair separated by the minimum space is more promed finally, the normalizer can be expressed as:

to defects than one with a pair with larger spacing. Howeiter, Norm = PCeuwe + PCrawe + ICvwe + ICwwe (13)

is not critical to consider wire widths. While this is an intant
parameter that should be exploited to gain increased ens#i to
electromigration and noise immunity, the measure of wirdewing
is never applied at the cost of area. Hence from an early agtm
perspective, it is more critical to include meaningful Spgctatistics.

The DMC computed in Equation 8 can now be normalized to this
value to express the fraction of the design cost to the totakw
case cost. The Design Manufacturability cost NormalizeMiD is
expressed as:

DMC
Thus, as alluded to earlier, layer-wise data on spacingfficimt to DMN = ——— (14)
compute a coarse cost of routing in order to establish a DFiiecne A figure-of-merit (FoM) for manufacturability can then be-ex
Such a wire spacing cost can be represented as: pressed as:
FoM = (1 — DMN) (15)

iz | =i This value is indicative of the total risk that can dmided as a result

As before, according to this notatiof; represents criticality of of the design decisions related to floorplanning, choicetafdard-
layerj while R is the risk associated with bin In this work, we use cells and IP selection.
layer-wise spacing statistics produced using the EDI conthpali
report_df mnetric “ Layers M1 through M3, in the eight layer
process used for the implementations, comprise the firitality
bin and are assigned a criticality of 5. Similarly, layers kidough
M6 are assigned a criticality of 3 and the top two layers asigasd
a criticality of 1. The risk for computingC, is assigned based on the
spacing bins: instances with minimum spacing are assigrek af

Icw:i {f N]‘XCJ':| X R; (7)

V. MODEL CALIBRATION

In order to test the sensitivity of the MIDAS model to variddEM
considerations, we implemented the datapath portion ofMieS
system described in Section IlI-A. Among the various coasitions
tested at this level were:

1) Senditivity to cell architecture: Different logic libraries, de-

scribed in Section III-B, were employed in the implemermati

4The NanoRoute router actually provides bqidi report _desi gn and pdi of the MIPS datapath to test the sensitivity of MIDAS to

report_dfmnetric. standard-cell architecture.



TABLE |
COMPUTATION OF AN EARLY DFM METRIC FOR THEMIP S DATAPATH.

Lib. PC IC DMC Normalizer DMN FoM % Full % Mod Comment

PoR | 13554.57 | 402756.51| 416311.08 | 1879996.34 | 0.22144 | 0.77856 - - Full datapath.

M1R | 14456.64 | 313253.98 | 327710.62| 1659795.88| 0.19744 | 0.80256 - - FoM calculated

M2R | 14580.96 | 329828.95| 344409.91| 1738066.48 | 0.19816 | 0.80184 - - using the WDM.

PoR | 48699.45 | 339559.49| 388258.94 | 1661614.58 | 0.23366 | 0.76634 -1.57 - ALU as a macro;

M1R | 46063.67 | 294778.73| 340842.40| 1604774.85| 0.21239 | 0.78761 -1.86 - using model for

M2R | 47626.64 | 308431.13| 356057.77| 1716607.05| 0.20742 | 0.79258 -1.16 - FoM computation.

PoR | 14610.22 | 339559.49 | 354169.71| 1627525.35| 0.21761 | 0.78239 0.49 2.09 ALU as a macro;

M1R | 16088.33 | 294778.73| 310867.06 | 1574799.51| 0.19740 | 0.80260 | 0.005 1.90 using WDM for

M2R | 16819.87 | 308431.13| 325251.00| 1685800.28 | 0.19294 | 0.80706 0.65 1.83 FoM computation.

PoR | 97138.78 | 291808.35| 388947.13| 1487075.54 | 0.26155 | 0.73845 -5.15 - Multiplier as a macro;

M1R | 83123.29 | 267881.74| 351005.03| 1485928.15| 0.23622 | 0.76378 -4.83 - using model for

M2R | 80331.74 | 259595.83 | 339927.57 | 1478428.54| 0.22992 | 0.77008 -3.96 - FoM computation.

PoR | 18322.87 | 291808.35| 310131.22 | 1408259.63| 0.22022 | 0.77978 0.16 5.60 Multiplier as a macro;

M1R | 19797.03 | 267881.74| 287678.77 | 1422601.89| 0.20222 | 0.79778 -0.60 4.45 using WDM for

M2R | 19464.91 | 259595.83| 279060.74| 1417561.71| 0.19686 | 0.80314 0.16 4.29 FoM computation.

PoR | 132095.02| 242235.87| 374330.89| 1422552.10| 0.26314 | 0.73686 -5.36 - ALU and multiplier

M1R | 114435.80| 230060.05| 344495.85| 1385292.93| 0.24868 | 0.75132 -6.38 - as macros;using model

M2R | 112717.34| 222045.30 | 334762.64 | 1368710.47 | 0.24458 | 0.75542 -5.79 - for FoM computation.

PoR | 19189.88 | 242235.87 | 261425.75| 1309646.96 | 0.19962 | 0.80038 2.80 8.62 ALU and multiplier

M1R | 21134.20 | 230060.05| 251194.25| 1291991.33| 0.19442 | 0.80558 0.38 7.22 as macros;using WDM

M2R | 21043.74 | 222045.30| 243089.04 | 1277036.87 | 0.19035 | 0.80965 0.97 7.18 for FOM computation.

PoR | 132262.70| 296639.77 | 428902.47 | 1575027.36 | 0.27231 | 0.72769 -6.53 - ALU and multiplier as macros;
M1R | 114574.92| 264961.14 | 379536.06 | 1525187.57 | 0.24885| 0.75115 -6.41 - with routing blockages; using
M2R | 112803.18 | 265044.35| 377847.53| 1518056.29 | 0.24890 | 0.75110 -6.33 - model for FOM computation.
PoR | 19357.56 | 296639.77 | 315997.33| 1462122.22 | 0.21612 | 0.78388 0.68 7.72 ALU and multiplier as macros;
MI1R | 21273.32 | 264961.14 | 286234.46| 1431885.97 | 0.19990 | 0.80010 -0.31 6.52 with routing blockages; using
M2R | 21129.58 | 265044.35| 286173.93| 1426382.69| 0.20063 | 0.79937 -0.31 6.43 WDM for FOM computation.

2) Sensitivity to IP inclusion: The ALU and multiplier which are libraries occur in substantial numbers, which is likely te the
employed in the MIPS datapath were constructed as macmase for a larger design, the effect on the accuracy will beemo
to test the behavior of MIDAS in the presence of macros gfronounced. Additionally, if the actual cell costs are ipoyated
different sizes. instead of the average, the FoM will be more accurate. Fraseth

3) Sensitivity to IP cost: The sensitivity to the cost of including results, however, it can be said that the libraries with nregular
IPs was tested using the MIPS datapath. The overall metisc wgeometries (M1R/M2R) result in a marginally better FoM ttha
computed using the WDM and again, using the cost occurriigss regular library (PoR). Note that this is the case inespftthe
as a result of the MIDAS model. fact that the average WDM is worse for the M1R and M2R libarie

4) Senditivity to routing blockages: In order to test the MIDAS when compared to the PoR library (1.48 vs. 1.31).
model for effects introduced by routing blockages in IP kigc  Table | also shows that when the DFM model is used to create the
the ALU and multiplier were implemented as macros wittgost for macros, the estimation tends to be pessimistics ¢an be
routing blockages. established from the fact that when the FoM for such impleateams

Data required for MIDAS were collected from the differentpie (rows with “using model for FOM computation”) are compared
mentations. The results of the FOM computation are predeinte against the FoM predicted for the “Full datapath” implenagion
Table I. Here, for each of the MIPS datapath implementatitims (for similar libraries), smaller values are predicted. lrege results
first column shows the logic library used in the implementati up to ~7% pessimism is observed. In contrast to this, usaye¥
while the last column describes the constraints of the impl&ation. (rows with “using WDM for FoM computation”) for assigning @
Columns two through seven indicate the PC, the IC, the DME, tizosts is more optimistic with predictions up to ~3% highdre FoM
normalizer, the DMN, and the FoM. In the two columns follogiin does not change substantially when both the ALU and mutiie
the FoM, the percentage change of the FoM is displayed for tvlcluded as macros showing that the sensitivity to IP irioluss
cases: The FoM for a particular implementation comparetgdfull  tolerable.

datapath” implementation (titled % Full) and the FoM caited ~ On a related note, using WDM values for macros during com-
using the WDM as compared to the FoM calculated using MIDABUtation of the FoM results in more optimistic predictionarh
(titled % Mod). Note that the “Full datapath” implementatiserves Using the model itself. Note that the implementation for ebhthe
as a reference since, consisting entirely of standard;céle most Manufacturability is being assessed stays the same; oalyngthod
accurate costs are available for this implementation. of assigning cost for the macro changes. Up to ~9% higheesane

A number of observations can be made in Table I. The Folken in this comparison. The particular case for which thaurs is

values in the results here are not extremely sensitive toctle the implementation using the PoR library with both the AL dhe
architecture as a result of the fact that average valuessa@ in the multiplier as macros and no routing blockages enforcede Nbét,
estimation. In reality a number of factors other than thiecifthe when compared against the “Full” implementation, the FoNhgis
value. For example, in order to ensure power efficiency, abaimf MIDAS is ~5% less while the FoM using WDM is ~3% more. This
libraries with different threshold voltages are usuallyed, resulting shows that an accurate cost for the IP provides a better astim
in different costs for the cells. If instances of cells frone wifferent for the SoC, confirming the need for accurate DFM metrics Rs. |



That said, the estimation provided by MIDAS shows toleradier
considering that this is early estimation. Considering s two

for standard-cells and IP blocks ascertained using egisbirM
techniques, to determine a FoM for the manufacturabilitg design.

rows in Table |, we observe that the MIDAS model does not seem The MIDAS model is calibrated for different consideratioos a

display any sensitivity to routing blockages. This is beathere is
no penalty assigned to using the upper level metal layersoiaing.

The only consideration is a legal routing solution that isified

through traditional means.

Blockages affect the wire length and the number of vias. Ritoen
design statistics for M1R-based datapath implementatwitis the
ALU and multiplier implemented as macros, as a result ofdehtely
introduced blockages, there are 94 more cells, 11% morégand
2% more vias. A similar trend is seen for implementationshvtiite
other libraries as well and this in turn will affect paranietyield
and timing closure if not accounted for during later desitagss.

VI. METRICS INIP-LIMITED DESIGNS

The results in Table | show that MIDAS provides a reasonable

estimate of the manufacturability of a design. However, éffects
of floorplan and cell density in an IP-limited scenario remt& be
tested. For this purpose we use implementations of the MyB& 1%
described in Section IlI-A along with the libraries in Sectilll-B.

The initial cell density is specified during the configuratiphase

MIPS datapath design and is then demonstrated on a procsstem
with an L1 cache. Commercial memory macros were used in the
implementation of the cache. Different floorplans and austogic
libraries demonstrate the capabilities of MIDAS. From tlesuits
presented in Sections V and VI, it can be concluded that thd Fo
so established indicates the amount of risk that carpdentially
avoided in a design implemented with a given set of standard-cell
libraries and IP-blocks. By considering cost of constitueglls and
blocks as a base cost, the technology-related details cabdteacted
out allowing for the computation of the cost of system-lenaiting.
Additionally, by relying on weighting factors provided Hyet foundry,
the FoM can track the yield-ramp of a given technology node.
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