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Göteborg, Sweden 2014



iii

Probing quantum and classical noise in nano circuits
ARSALAN POURKABIRIAN
Department of Microtechnology and Nanoscience
Chalmers University of Technology, 2014

Abstract

This thesis presents measurements of classical and quantum noise in nano circuits.
The first part of the thesis, covers extensive measurements on charge noise sources.
Low-frequency charge noise with the power spectrum close to 1/f (where f is the
frequency) has been observed in a variety of systems. Despite the large theoretical
and experimental efforts during the past three decades, the origin of this noise is still
unknown. One of the best platforms to study this noise is the single electron transistor
(SET) which is extremely sensitive to charge. We have exploited this unique charge
sensitivity to probe the charge noise sources.

We have measured the temperature and the bias dependence of the charge noise
and concluded that the two-level fluctuators (TLFs) which cause the charge noise
have a temperature which is closer to the temperature of the electrons on the SET
rather than to the temperature of the phonos underneath the SET. This suggests that
most probably the charge noise sources are in the vicinity of the SET and can ther-
malize with SET electrons through quantum tunneling which limits their distribution
to within a few nanometers around the SET.

In another set of measurements, we have probed the TLFs when they are pushed
out of equilibrium by an external electric field. The relaxation process of the TLFs
causes a charge drift which we have measured using a SET over four decades of time.
We found that this drift is logarithmic in time and by comparing it to theory we could
extract the density of TLFs. Studying how the drift depends on temperature and
electric field, we can also conclude that the switching of the TLFs is due to quantum
tunneling and not due to thermal activation.

The second part of the thesis covers experiments related to vacuum fluctuations.
Vacuum fluctuations are one of the most interesting predictions of the quantum me-
chanics. We have demonstrated the first observation of the dynamical Casimir effect,
which is generation of real photons out of the vacuum by modulation of a mirror
at relativistic speeds. We show broad band generation of photons and demonstrate
two-mode squeezing of this radiation. In another experiment, we have measured the
strength of these vacuum fluctuations by using an artificial atom in front of a mirror
as our quantum probe. In the last part of the thesis, we present preliminary results for
characterization of the system consisting of two artificial atoms in front of a mirror, a
system which can potentially exploited for studying the interaction of artificial atoms
through exchange of photons.

Keywords: charge noise, two-level fluctuator, SET, SQUID, transmon, vacuum fluc-
tuations, circuit-QED, dynamical Casimir effect, artificial atom.
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Chapter 1

Introduction

Robert Millikan performed the first measurement of the elementary electronic charge,
e, in 1909 in his famous oil drop experiment and showed that electrical charge is
quantized [1]. He received the Nobel prize in physics 14 years later for that but it
took almost half a century before the single electron effects were observed in granu-
lar films [2, 3, 4, 5, 6]. In the 1980’s the first electrical circuits which could deal with
individual electrons were demonstrated [7]. Today, the electrical systems in which
the discrete nature of the electrons is studied are known as the single electronics
[8, 9, 10].

The working principle of these circuits are based on quantum tunneling through
a very thin insulating layer sandwiched between two conductors, a structure which
is known as a tunnel junction [11, 12].

Consider a very small metallic granule which is isolated from the environment
by a tunnel junction. Electrons can only move in and out of the granule by tunnel-
ing through this junction. If the granule is uncharged in the beginning and then an
electron tunnels in, it charges the granule with negative charge, −e. Now, if another
electron wants to tunnel in, it should overcome the repelling Coulomb force between
the negative electron charge and the negatively charged granule. If the granule is
small enough, this repelling Coulomb force can be large so that, for the right cir-
cumstances, it prevents the extra electron to tunnel in. This effect is known as the
Coulomb blockade and allows us to isolate exactly one extra electron on the metallic
granule. If one compares electrical current, the flow of electrons through a con-
ductor, to the water flowing in a pipe, then the tunnel junction acts as a dripping tap,
letting the electrons to pass (tunnel) one at a time [9]. Today, exploiting the Coulomb
blockade, more complex circuits and devices have been developed which allow us to
control and manipulate the individual electrons.

Single electron devices, due to their working principle, are very charge sensitive.
They detect charges as small as a fraction of an electron charge. This unique charge
sensitivity, has led to several potential applications for these devices as electrom-
eters. In practice, however, there is a problem to exploit these devices as reliable
electrometers. They not only detect the charge changes in the system under study,
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2 Introduction

but also any other charge motion or charge reconfiguration in their vicinity will af-
fect their output. From the early days of single electronics, many efforts have been
made to improve the fabrication and measurement techniques in order to overcome
this problem and isolate these devices from the external noise sources [13].

Even when one uses advanced measurement techniques and instruments to elim-
inate the external noise [14], there are still intrinsic charge movements at the atomic
and molecular levels which disturb the performance of these devices. One of this
noise processes is the low frequency charge noise with a power spectrum close to
1/f , where f is the frequency. This type of noise has been observed in the variety of
systems and has been studied for many decades, but its exact origin is still an open
question [15].

The general belief is that, an ensemble of fluctuating charged particles in the
vicinity of the devices cause the 1/f noise (Figure 1.1). Each of these charged parti-
cles fluctuates between two neighboring positions and are hence known as two-level
fluctuators (TLFs). In principle, these fluctuations can be thermally activated (red
arrows in Figure 1.1) or can be due to the quantum tunneling (green arrows in Figure
1.1).

In the first part of the thesis (experiments in Chapter 4, paper I-II), we discuss
the experiments we have performed to probe these TLFs under different conditions.
Using single electron transistors [16], we probe the ensembles of TLFs both when
they are in equilibrium state and also when they are pushed far out of equilibrium
by a strong external electric field. We draw several new conclusions about their
microscopic description and their activation mechanisms.

In the second part of the thesis (experiments in Chapter 5, paper III-V), we study
the noise processes which originate from a more fundamental phenomenon, namely
vacuum fluctuations. Quantum fluctuations of the vacuum, are one of the surprising
predictions of quantum mechanics: energetic particles (like photons) can temporarily
appear out of the vacuum and then disappear. This briefly violates energy conserva-
tion as allowed by the uncertainty principle [11]. These fluctuations of the vacuum
are referred to as quantum fluctuations or vacuum fluctuations and the particles which
come and go are called virtual particles. For many years, the existence of these vir-
tual particles was mainly considered as a theoretical curiosity.

Later, experiments showed that indeed these vacuum fluctuations have several
real, measurable impacts. For example, spontaneous emission of atoms are governed
by the vacuum fluctuations. It was also predicted that moving a perfect conducting
plate (a mirror) in the vacuum at relativistic speeds, can push these virtual particles
into existence, before they get annihilated and disappear [17, 18, 19]. This effect is
known as the dynamical Casimir effect (DCE) [20]. In Chapter 5, we explain the first
experimental observation of the DCE where we modulated the boundary condition of
an electrical circuit instead of moving a real mirror. We observed microwave photons
which were generated out of vacuum.

In recent years along with advances in quantum information experiments, several
types of quantum bits (qubits) have been designed and realized as building blocks of
the future quantum computers. A qubit is the quantum analogue of the classical bit,
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Figure 1.1: Schematic illustration of two-level fluctuators. Charged particles (cyan)
can fluctuate between two different positions either by quantum tunneling (green
arrows) or due to their thermal energy (red arrows).

a quantum two-level system which not only, similar to the classical bits, can be in
one state or the other but also, can be in the quantum superposition of the two states
[21].

One of the major obstacles to perform logical gates with solid state qubits is that
they decohere relatively fast, i.e. they loose information to the environment which
they are coupled to [22, 23]. One of the reasons for this process is the interactions
of the qubits with vacuum fluctuations. As described by Lambrecht [24], preserving
qubits in their excited states is like holding a sharp pencil upright on the end of
your finger, any small perturbation will make the pencil fall down to a more stable
equilibrium state. For qubits, similarly, interaction with vacuum fluctuations cause
them to relax to their ground state.

In Chapter 5 we present another experiment, where we have probed the strength
of the vacuum fluctuations by measuring the life time of the qubit. Placing a qubit at a
distance from a mirror, we demonstrate that we can shape the vacuum fluctuations by
creating regions in space where they are suppressed. In the most recent experiment
we also probe the properties of two qubits in front of a mirror.

The outline of this thesis is as follows: Chapter 2 describes the theoretical back-
ground related to the experiments. That chapter covers a short introduction to sin-
gle electronics, single electron transistors (SETs) and different noise processes in
charge-sensitive devices. Later in Section 2.4, we discuss two-level charge fluctua-
tors (TLFs) and how they can affect these devices. We also investigate the collective
effects when an ensemble of these TLFs are active in the vicinity of an SET. Specif-
ically, we derive equations for the response of this ensemble when it is pushed out
of equilibrium by an external electric field. In Section 2.5, we explain the building
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blocks of the circuit quantum electrodynamic (circuit QED) experiments and discuss
vacuum fluctuations. In Chapter 3, we briefly describe the experimental techniques
in fabrication of the samples and the working principle of our cryogenic and mea-
surement systems. In Chapter 4, we discuss the experiments on probing the TLFs.
The results of these experiments are presented in paper I and paper II. Finally, in
Chapter 5 we describe the experiments on probing the vacuum fluctuations and their
interaction with qubits. We explain the observation of the dynamical Casimir effect
(paper III), and how the interaction of a qubit with vacuum fluctuations are modi-
fied by a mirror (paper IV). Finally, we describe characterization of a system which
consists of two qubits in front of a mirror (paper V).



Chapter 2

Theoretical Background

In this Chapter the background theory related to the experimental results in Chapter
4 and Chapter 5 will be discussed. The first part of this Chapter from Section 2.1 to
Section 2.4 will be a brief introduction to the field of single electronics, the working
principle and noise mechanisms of single electron transistors (SET), and finally the
description of different theories regarding noise sources in charge-sensitive devices.
In the second part of this Chapter from Section 2.5 to Section 2.7, we first explain
the building blocks of experiments in circuit quantum electrodynamic (circuit QED)
and later we discuss how we use the circuit QED experiments to probe the vacuum
fluctuations.

2.1 Single electronics

Electrical current is the flow of electrons in a conductor. Since all electrons have
equal amount of charge (e, the elementary charge) one may expect that the electrical
current should be quantized in multiples of the elementary charge, but why can we
measure any arbitrary amount of current in our circuits?

The reason is that conduction electrons in a metal form an extended wave func-
tion which is not localized [8]. Displacement of this ”electron cloud” causes conduc-
tivity and this displacement can be done by any arbitrarily small amount.

It is interesting to study circuits which pass electrons one by one [7, 8, 9]. These
circuits not only enable us to study basic physics and quantum mechanics on a chip
but also have a great potential to be used in technology.

The key component to realize such circuits is a sufficiently small tunnel junction,
which is a device consists of a thin insulating layer (∼1 nm) sandwiched between
two conductors. Quantum mechanics predict that electrons can go through such a
thin barrier by quantum tunneling [11, 12].
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6 Theoretical Background

2.2 Single electron box (SEB)
Figure 2.1(a) shows the simplest device in the family of single electronics, the single
electron box (SEB). It consists of a metallic island which is connected to an electrode
via a tunnel junction with capacitance of, CJ , and a tunnel resistance of, RJ . It is
also capacitively coupled to a gate voltage source, Vg , via capacitance Cg .

This device is controlled by the gate voltage. When Vg = 0, the system is neutral
i.e. there are no excess electrons on the island. If we start to increase Vg , it induces
charge Qg = Cg Vg ≡ ng e on the island where ng is the the normalized gate charge.
To compensate this charge, electrons tunnel from the electrode (reservoir) to the
island. After tunneling n electrons onto the island the net charge of the island changes
from neutral to Qg − ne. This corresponds to electrostatic energy of

E(n, ng) =
(Qg − ne)2

2CΣ
= EC (n− ng)2 (2.1)

where CΣ = Cg + CJ is the total capacitance and EC = e2/2CΣ is the charging
energy of the island. To add an electron to the island one has to supply an energy
which is larger than E(n, ng). If the capacitances are small enough, this energy
can be so large that it prevents more electrons from tunneling. This phenomenon is
known as the Coulomb blockade.

In order to observe the Coulomb blockade, the charging energy should be much
larger than the thermal energy, EC � kBT (kB is the Boltzmann constant and T is
the temperature), otherwise thermal fluctuations will smear the effect of the Coulomb
blockade. Considering the tunnel junction as a simple parallel plate capacitor with
dimensions of about 100 nm and dielectric thickness of ∼ 2 nm will result in CJ ≈
10−15 F and corresponding EC of ∼ 1 K. This limits the operation of devices based
on Coulomb blockade to sub-Kelvin temperatures, unless the junctions are made
even smaller.

Also the tunnel junctions should be resistive enough to localize the charge. In
other words, on the time scale of τ ∼ RJ CJ , the uncertainty of energy in the junc-
tion, δε, due to Heisenberg’s uncertainty relation for energy-time, should be much
smaller than the charging energy, δε ≈ ~/δτ � EC , which will result in a condition
on the resistance RJ > RK = h/e2 ∼ 25 kΩ. In practice, to observe the Coulomb
blockade clearly, the resistance of each junction must be several times higher than
this limit.

There exist many different devices which exploit Coulomb blockade as their
working principle such as single electron transistor (SET) [16], electron pumps [25],
quantum dots [26] and many others. Although these devices help us to have control
over motion of individual electrons, their applications have been limited mainly to
research and they have not been used in industrial and commercial applications yet.

One obvious problem, as mentioned before, is their operation temperature. To
observe Coulomb blockade in higher temperatures one needs to fabricate devices
with very high charging energy (very small capacitors). We can overcome this prob-
lem by using advanced fabrication techniques which enable us to make very small
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Figure 2.1: Single electronic devices: (a) Schematic of a single electron box (SEB).
(b) Schematic of a single electron transistor (SET), where source and drain are biased
symmetrically. The blue rectangles represents the tunnel junctions and the yellow
electrode is the gate. (c) The transfer function: ISET vs. Vg is periodic with period
of e/Cg . The green and the red dot represent the closed and open state of the SET,
respectively. (d) ISET vs. Vb for open state (red) and closed state (black) of the SET.



8 Theoretical Background

devices. Several groups have already reported single electron devices working in
higher and even room temperature [27]. The other problem to exploit such circuits
is charge noise. Charge noise, as will be discussed later, limits the functionality of
these devices.

2.3 Single electron transistor (SET)

One of the most studied devices in the field of single electronics is the single electron
transistor (SET) [16]. A SET consists of three metallic electrodes; source, drain and
gate. Two tunnel junctions connected in series between source and drain form an
island. The gate electrode is capacitively coupled to this island [Figure 2.1(b)].

If we apply a bias voltage, Vb, to the SET electrodes, electrons will flow from
source to drain by tunneling through the tunnel junctions. To travel from source to
drain, electrons should overcome the charging energy of the island which can be large
considering the small size of the junctions and island. The charging energy, similar
to the SEB, is EC = e2/2CΣ, where CΣ is the total capacitance of the island to
the environment including the gate capacitance, Cg , the sum of junction capacitance,
CJ1 + CJ2, and any other stray capacitance, C0, which are usually negligible.

If a voltage Vg is applied to the gate electrode of the SET, it induces charge
Qg = CgVg on the island. Then, the electrostatic energy of the island is given by
Equation 2.1. By tuning Vg one can tune ng and consequently E(n, ng).

The special case where ng = n+0.5, is called the degeneracy point. In this case,
the island electrostatic energy for n and n+ 1 extra electrons on the island is equal.
This allows electron to tunnel into the island through one junction (n −→ n + 1)
and then tunnels out (assuming a SET with symmetric junctions) through the other
junction (n + 1 −→ n), causing a net flow of current through the SET even at
very low bias voltage. By changing Vg , so that the above condition is satisfied (for
any integer n) there will be a current, ISET , through the device (open state) and
otherwise when tunneling is not energetically favorable, the device is in Coulomb
blockade state and no current will flow (closed state)[Figure 2.1(b)]. This causes a
periodic ISET as a function of Vg with period of e/Cg which is referred to as the
charge-transfer function or simply the transfer function [Figure 2.1(c)].

A very small change in the island charge induced by the gate (or as we show
in the next section, by any other source) will drastically change the current passing
through the SET. This makes the SET a very charge sensitive device and indeed SETs
are the most charge sensitive electrometers [28, 29].

If the bias voltage between source and drain is large enough, electrons can gain
enough energy to overcome the Coulomb blockade by transferring from source to
drain [Figure 2.1(b)]. In order to operate the device in a Coulomb blockade-sensitive
region, the bias voltage should be lower than a threshold value, Vth = EC/e =
e/2CΣ. Well above this value, the current will flow through the device according to
Ohm’s law, independent of Vg .
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2.4 Noise in SETs

2.4.1 Random fluctuations and noise
The outcome of any electrical measurement is a signal together with some additional
noise. Although the information regarding the outcome of the experiment is carried
in the measured signal, measurements on the noise can also reveal useful information.
Noise studies can give information regarding the noise sources, their location and
their dynamics. Electrical noise is often a stochastic random process. This means that
we can not predict noise as a function of time but we can study the noise statistics.

The mathematical tool to study to what extent a system is deterministic, is called
the auto-correlation function. If a variable x(t) changes with time randomly and
generates noise, the auto-correlation function as a function of separation time, τ ,
indicates how much the value of x at time t + τ is related to value of x at time t. It
is defined as

rx(τ) = lim
T→∞

1

T

∫ T/2

−T/2
x(t)x(t+ τ)dt. (2.2)

In experiments, noise is measured by spectrum analyzers and reported as a power
spectral density, Sx, (noise power per unit of bandwidth).

The Wiener-Khinchin theorem states that the power spectral density and the auto-
correlation function are related to each other through the Fourier transform [30]:

Sx(ω) =

∫ ∞

0

rx(τ)exp(−iωτ)dτ, (2.3)

and

rx(τ) =
1

2π

∫ ∞

0

Sx(ω)exp(iωτ)dω. (2.4)

where ω is the angular frequency. There are many random processes which cause
noise in electrical circuit measurements. These noise process can either be intrinsic
or have an external source. The intrinsic noises in electrical circuits are thermal
noise, shot noise and low-frequency charge noise.

2.4.2 Thermal noise
Thermal noise or Johnson-Nyquist noise are the thermal fluctuations of electrons in
the circuit [31, 32]. The thermal motion of electrons leads to small fluctuations and
according to the fluctuation-dissipation theorem, these fluctuations cause noise [32].
At low frequency where f < kBT/h (h is the Planck constant), the power spectral
density of this noise is given by 4kBTR where T is the temperature and R is the
resistance.

This noise is white i.e. it is not frequency dependent and since it scales linearly
with the temperature, for cryogenic measurements it is very small.
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Figure 2.2: Two-level fluctuator (TLF) in the vicinity of the SET cause random
telegraph noise (a) Schematic of a TLF: a charged particle fluctuates between two
nearby positions. (b) Depending on its position, a TLF induce different charges
on the SET island and consequently different currents pass the device. (c) Random
telegraph noise is the signature of the TLFs in the vicinity of charge-sensitive devices.

2.4.3 Shot noise
The ultimate charge sensitivity limit of any device which pass electrical current is set
by shot noise. Shot noise is the current fluctuations due to discreteness of charge car-
riers, i.e. electrons. If the tunneling events in the SET are uncorrelated (statistically
independent) they follow Poisson statistics. In this case, the frequency-independent
power spectrum of this noise is given by the Schottky formula [33]

Sshot(f) = 2 e 〈I〉 (2.5)

where 〈I〉 is the average current through the device. Shot noise can be the limiting
factor for the sensitivity of single electron devices, especially when they operate at
higher frequencies like the radio-frequency SET (rf-SET) [34, 35].

Extensive measurements of shot noise in aluminium rf-SETs and devices based
on nanowires have been performed previously in our group [36, 37]. The perfor-
mance of charge-sensitive devices at lower frequencies is limited by the low-frequency
charge noise rather than by the shot noise.

2.4.4 Low-frequency charge noise
At low frequencies, the extreme charge sensitivity of SETs and all other charge-
sensitive devices is limited by the low-frequency charge noise. This noise, also
known as 1/f noise, has a power spectrum SQ ∝ 1/fα (f is frequency and α ∼1)
and has been observed in all types of electrical circuits.

There have been extensive studies in the last three decades about 1/f noise in
different systems including single electron devices [15, 38, 39, 40, 41, 42], nanowires
[43] and even recently in graphene devices [44]. Despite all these studies, the exact
origin and physics of this noise is still an open question.

The most accepted scenario is that this noise originates from an ensemble of
two-level fluctuators (TLFs), which reside in the vicinity of the device. Typically
a TLF consists of a charged particle which fluctuates between two nearby positions
(potential wells)[Figure 2.2(a)].
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If a TLF is active in the vicinity of a SET, it will cause a random telegraph noise in
the signal. Random telegraph noise (or burst noise) is a noise process in which signal
jumps back and forth randomly between two (or more) discrete levels [Figure 2.2(c)].
This type of noise can be observed very frequently while measuring with SETs and
can be explained as follows; if a TLF is coupled to the SET island, depending on its
state, it will induce different amounts of charge on the SET island and consequently
change the current passing through the device [Figure 2.2(b)].

This extreme charge sensitivity of SETs is a ‘’double-edged sword”. Although
due to this extreme charge sensitivity they have been used extensively in research, at
the same time fluctuations of any small charged particle in the vicinity of them, can
disturb their performance.

2.5 Ensembles of two-level fluctuators
As mentioned in the previous Section, each TLF is a charge particle fluctuating be-
tween two different positions. If the energy difference between the two states is ∆E
and the TLF switches with rate ω0 = 1/τ0 (τ0 is the characteristic time), this will
induce a random telegraph noise on the SET which in the frequency domain will be
translated to a Lorentzian spectrum with a knee-frequency of ω0 [45],

SQ,i(ω) = (δq)2 cosh−2(
∆E

2kBT
)

ω0

ω2
0 + ω2

. (2.6)

where δq is the charge induced on the SET island and T is the temperature. As we
can see, the spectrum of a single TLF can not explain the observed 1/f noise but the
superposition of an ensemble of such TLFs with different switching rates will result
in a 1/f noise power spectrum. Assuming an ensemble of N TLFs, we can find
the total noise induced from this ensemble, by simply summing the power spectral
density of individual TLFs since we assume that the switching events in different
TLFs are independent,

SQ(ω) =

N∑

i=1

SQ,i (2.7)

and if N is large enough, this will lead to an integral as,

SQ(ω) =

∫
SQ,i(ω)D(τ0)dτ0 (2.8)

where D(τ0) is the probability density of characteristic times.

With the natural assumption that the energy differences, ∆E, between the two
energy levels in the TLFs are uniformly distributed, the characteristic times will be
logarithmically spaced in frequency which in turn results in the observed SQ(ω) ∝
1/ω.

Here we should note that if one replaces SQ ∝ 1/ω into Eq. 2.4, the auto-
correlation function integral would not converge. This is not a problem for physical
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systems since any ensemble of TLFs will have a lower and upper limit for the char-
acteristic times, i.e. τmin � τ0 = 1/ω0 � τmax, where τmin and τmax are the
characteristic times for the fastest and the slowest TLFs in the ensemble respec-
tively [46]. This physical assumption limits 1/f noise between ωmin = 1/τmax
and ωmax = 1/τmin frequencies and for the rest of the thesis, we assume that TLFs
transition frequencies are well within these limits. Although 1/f noise has been
measured for more than 7 decades of frequencies [47], the exact values of ωmin and
ωmax are not known.

2.5.1 Microscopic models for two-level fluctuators
Sofar we have discussed the general mathematical background for description of
TLFs. In order to study the TLFs further, one needs to consider a microscopic model
for them. Any microscopic model should address several open questions about TLFs;
their microscopic origin (what are they), their distribution (where are they) and their
densities (how many of them). Also one more important question is what is their
activation mechanism i.e. does the charged particle fluctuate between two potentials
due to thermal activation or quantum tunneling. Sofar, there is no generally accepted
model which answer these questions about TLFs.

Regarding the location of TLFs, different experiments point in different direc-
tions. Zorin et al. have measured the correlation in noise between two nearby SETs
and concluded that the TLFs most likely are distributed in the bulk of the substrate
[48]. Song et al. suggest that most likely source of 1/f noise is the random motion of
TLFs inside the tunnel junctions [49]. Zimmerman et al. conclude that charge noise
originate from a cluster of TLFs and further since the switching rates depend on the
gate voltages rather than the source-drain voltage they conclude that ”unambiguously
TLFs are not located in the tunnel barrier”[50].

Suspended SETs [51] and SETs on thin Si3N4 membranes were made [52] to
check the role of the substrate but the observed charge noise level in both cases were
within the range of the conventional SETs. In the case of the suspended SET, the
authors suggest that the noise arises from the self-heating of the SET [51]. In another
approach, SETs were fabricated in a stack design i.e. the SET island was made on
one of the electrodes without direct contact to the substrate [42]. The reported charge
noise level in this case was substantially lower than for ordinary SETs.

Kafanov et al. [53] and Brown [54] et al. proposed that the origin of TLFs can
be the stray microscopic metallic grains which form during the fabrication of SETs
(see Chapter 3 for fabrication methods). They propose that electrons can jump back
and forth between the SET island and these grains, producing the charge noise.

2.5.2 Thermal properties of TLFs
Regardless of their location, TLFs are commonly modelled as a charged particle
fluctuating in a double-well potential. An alternative model is a single well close to
a metallic surface where charged particles can fluctuate between the metal and the
potential well.



2.5 Ensembles of two-level fluctuators 13

If the charge particle is thermally activated, then following the Boltzmann distri-
bution,

τ0 =
1

ωatt
eε/kB T (2.9)

where ωatt is the attempt frequency and ε is the activation energy (or barrier height)
of the TLF. Dutta and Horn showed that for thermally activated symmetric TLFs with
a uniform distribution of activation energies, D(ε), the charge noise will be 1/f -like
and will increase linearly with increasing the temperature, SQ ∝ T/f [55].

We have shown in paper I that if the charged particle in the TLF fluctuates be-
tween the two positions by quantum tunneling rather than by the thermal activation,
this process also leads to SQ ∝ T/f .

Kenyon et al. assumed an asymmetric model for the TLFs with two different
activations energies which were uniformly distributed over the ensemble of TLFs
[56]. Under these conditions, they found SQ ∝ T 2/f .

Thus measuring the temperature dependence of the charge noise gives important
information about TLFs and help to verify the microscopic models. Previous tem-
perature dependence measurements of charge noise show either T -dependence or
T 2-dependence [56, 57]. In paper I, we have made a careful study and measured a
linear temperature dependence for charge noise for more than 200 different temper-
ature points.

2.5.3 TLFs in an external electric field
The majority of previous measurements on TLFs are preformed in thermal equilib-
rium. When TLFs are studied in thermal equilibrium, e.g. in noise measurements,
there is no straightforward way to distinguish whether the charge in the TLF switches
position due to thermal activation above the barrier or by quantum tunneling through
the barrier (Figure 1.1). Given a flat distribution of barrier heights and energy level
differences, both mechanisms gives rise to the same linear temperature dependence
of the noise.

In paper II, we apply a step voltage to the gate electrode of the SET. This will push
the TLF ensemble out of equilibrium. Measuring the relaxation of the TLF ensemble
after the step, enable us to draw more firm conclusions regarding the microscopic
model of TLFs and their activation mechanism.

2.5.4 Step response; single TLF
We start by finding the charge induced on the SET island by switching an individual
TLF. When we apply a voltage to the gate electrode, an electric field, ~EG(~r), is
generated between the gate and the other electrodes which we refer to as the gate field
(solid lines in Figure 2.3). We can define the normalized gate field as ~eG(~r) =

~EG(~r)
∆V .

The voltage step of ∆V applied to the gate, shifts the potential of the TLF with
displacement vector ~d [Figure 2.3(b)], by
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Figure 2.3: TLFs and field distributions in the dielectric surrounding a SET: (a)
Schematic three dimensional image of the SET, gate and the field distributions. Solid
green lines show the gate field, ~EG(~r), and the black dashed lines show the virtual
field, ~EV (~r). (b) Simplified two dimensional geometry where the SET and the gate
are considered in a parallel-plate capacitor model. An individual TLF with displace-
ment vector ~d is shown in the center. The red and black circles represent the volume
and surface distributions of TLFs, respectively.
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δE(~r, ~d) = e~d · ~EG(~r) = ed∆V eG(~r) cos(θ), (2.10)

where θ is the angle between ~eG(~r) and ~d.
Next we should calculate how much charge is induced on the SET island when

the charged particle in the TLF moves between two positions. To do so we use
the reciprocity method which is described in Refs. [58, 59]; we consider a virtual
situation where the island is connected to a potential V0 and all other electrodes
are grounded. This will produce an electrical field, ~EV (~r), which we refer to as
virtual field (dashed lines in Figure 2.3) and again we define the normalized field as
~eV (~r) =

~EV (~r)
V0

. For an individual TLF at any point ~r in space, and displacement

vector ~d, the charged induced on the SET island is

δq(~r, ~d) = e~d · ~eV (~r, ~d). (2.11)

The spatial distribution of the gate field and virtual field for real geometries can be
calculated using finite element method (FEM) software packages (see Supplemental
Material of paper II).

2.5.5 Step response; ensemble of TLFs

We assume an ensemble of N TLFs with different displacement vectors, ~d, initial
energy differences, ∆E, and different switching times, τ . To find the total charge
induced on the SET island, Q, we sum up the contribution from individual TLFs.

We note that the equilibrium population of the excited state of the TLF is given
by the Fermi function f(∆E), where ∆E is either the energy of the single well
compared to the Fermi energy, or the (positive) energy difference between the two
wells of the double well, then

Q(t) =

N∑

i=1

δqi [f(∆Ei)− f(∆Ei + δEi)] (1− e−t/τi). (2.12)

where subscript i denotes the individual values for each TLF. The factor (1−e−t/τi),
is the probability for a TLF with characteristic time τi to switch after time t. Fol-
lowing the derivation in the Supplemental Material of paper II, the summation can
change to an integral assuming N is large enough,

Q(t) =

∫
n(~r, ~d,∆E, τ)δq(~r, ~d) [f(∆E)− f(∆E + δE)] (1−e−t/τi) d∆Ed~r d~d dτ.

(2.13)
where we have introduced n(~r, ~d,∆E, τ), the density of TLFs. We can simplify the
integral further if we assume the following physical assumptions:

• We assume that the initial energy differences, ∆E, has a flat distribution.

• We also assume that the logarithm of the switching times, log(τ ), has a flat
distribution between minimum (τmin) and maximum switching times (τmax).
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Then, for τmin � t� τmax we find,

Q(t) =
ln (ωmaxt) + γ

ln (10)

∫
n(~r, ~d) δq(~r, ~d)δE(~r, ~d) d~r d~d, (2.14)

where γ is Euler’s gamma and n(~r, ~d) is the TLF density per decade of frequency and
per unit of energy difference. Here we have defined the density of TLFs, per decade
of frequency and that is the reason to have the ln(10) term in the denominator.

The further evaluation of Q(t) requires to know the density function of TLFs.
We consider two special cases for the distribution of TLFs, (i) a homogeneous vol-
ume distribution [red dots in Figure 2.3(b)], with a volume density nv , and (ii) a
homogeneous surface distribution of TLFs [black dots in Figure 2.3(b)], with a sur-
face density ns. For the homogeneous volume distribution, we assume that TLFs are
randomly oriented in the bulk of the substrate. We find,

Qv(t) =
1

3
e2d2∆V nv

ln (ωmaxt) + γ

ln (10)

∫

V

eG(~r) eV (~r) cos θV d~r. (2.15)

For the homogeneous surface distribution, where electrons can tunnel between
the fermi surface of the metallic electrodes and local surface states, we obtain

Qs(t) = e2d2∆V ns
ln (ωmaxt) + γ

ln (10)

∫

S

eG(~r) eV (~r) cos θV d~r. (2.16)

This shows that measuring Q(t) can give information regarding the distribution
and densities of TLFs.
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2.6 Circuit quantum electrodynamics (circuit QED)
Quantum electrodynamics (QED) is the quantum theory of light and matter interac-
tion [60, 61]. It deals with relativistic quantum description of electromagnetic fields
and their interaction with charged particles. QED has been one of the most successful
theories to explain the light-matter interaction experiments so that, Richard Feynman
as one of the pioneers of this field once mentioned : ‘’...sofar, we have found nothing
wrong with the theory of quantum electrodynamics. It is, therefore, I would say the
jewel of physics- our proudest possession”[61].

One of the most studied platforms to explore and test the QED predictions is the
field of cavity QED [62, 63, 64, 65, 66]. In this field, ‘’Rydberg atoms”, which are
real atoms with very large dipole moments, are prepared inside a cavity, a supercon-
ducting metallic box. When photons are sent through the cavity, they bounce back
and forth between the cavity walls many time before they leak outside. There is a
chance that these photons are absorbed by the atom and bring it to the excited state.
An exited atom can go back to its ground state by spontaneously emitting a photon
(a process which is known as spontaneous emission). This coherent exchange of a
photon between the atom and the filed in the cavity is known as the vacuum Rabi
oscillations. The regime where the rate of this atom-light interaction, i.e. the rate of
absorbing and re-emitting of the photons by the atom, is much higher than the photon
leakage rate out of the cavity and other dissipation mechanisms, is called the strong
coupling regime of the cavity QED. The unique quantum behaviour of the atom-light
systems (like vacuum Rabi oscillations) is revealed in this strong coupling regime.
Although impressive results have already been obtained in the cavity QED experi-
ments [67, 68, 69], it has always been very challenging to prepare and probe the real
atoms inside a cavity.

In recent years, advances in nanofabrication and cryogenic microwave measure-
ment techniques, have resulted in a new type of QED experiments, namely circuit
QED [70, 71, 72]. In circuit QED, instead of real atoms, superconducting circuits
with engineered energy spectra are used. These superconducting circuits act as ‘’ar-
tificial atoms” and have dipole moments orders of magnitude larger than real atoms,
which enhance the atom-light interaction significantly. Furthermore, in circuit QED
the three dimensional cavity, is replaced by a superconducting microwave resonator,
where photons are confined to travel in one dimension [73, 74].

The circuit QED setup has several advantages over cavity QED. Firstly, the arti-
ficial atoms are fixed in space. Secondly, the artificial atoms are orders of magnitude
larger than the real atoms, and therefore have much larger dipole moments. Thirdly,
we can engineer and tune their transition energies and their coupling to the environ-
ment.

Different types of artificial atoms (qubits) have been proposed and realized within
the context of circuit QED [75], such as flux qubits [76, 77], phase qubits [78], and
charge qubits [79, 80, 81, 82]. The charge qubit, the single Cooper pair box (SCB)
[83, 84, 85], can be either capacitively or inductively shunted and are then called
transmon [86] and fluxonium [87] respectively. The SCB and the transmon will be
described in more details later. These qubits have different working principles but
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the common key element in all of them is the Josephson junction.

2.6.1 Josephson junctions and SQUID
In 1911, Kamerlingh Onnes discovered that when certain materials are cooled down
below a characteristic critical temperature, Tc, their electrical resistance abruptly
drops to zero [88]. This phenomenon is known as superconductivity [89].

About 40 years later, Bardeen, Cooper, and Schrieffer presented the first micro-
scopic theory of superconductivity (BCS theory) [90]. In a nutshell, they assumed
that when a superconductor is cooled down below its critical temperature, Tc, an ef-
fective attraction force is formed between its electrons as a result of the coupling of
electrons to the crystal lattice. This net attraction force causes electrons to overcome
the Coulomb repulsion between them and form pairs which are known as the Cooper
pairs [91]. These Cooper pairs show bosonic behaviour (in contrast to the electrons
which are fermions) and can condense into a collective ground state which is de-
scribed by a common macroscopic wave function since the phase of each Cooper
pair is coherent with the rest.

Brian Josephson in 1962, predicted that when two superconductors are separated
by a thin insulating barrier, still a current can flow between them due to the tunneling
of Cooper pairs [92, 93]. Today, this effect is known as the Josephson effect and the
weak link structures which exhibit this effect are known as the Josephson junctions
[94].

According to Josephson, the supercurrent through the junction, Is, depends on
the phase difference across the junction, φ (the DC Josephson effect),

Is = Ic sin φ, (2.17)

where Ic is the critical current of the junction, the maximum current which can pass
through the junction with zero voltage. Secondly, the voltage drop across the junc-
tion, V , is proportional to the time derivative of the phase difference (the AC Joseph-
son effect),

V =
~

2 e

dφ

dt
. (2.18)

Josephson junctions are characterized by two energy scales, the charging energy,
EC and the Josephson energy, EJ . As discussed in Section 2.2, the charging energy,
is defined as EC = (2e)2/2CJ , where CJ is the capacitance of the junction. Note
that the elementary charge is now the charge of the Cooper-pair, 2e. The charging
energy can be understood as the energy stored in the junction.

The Josephson energy is defined as EJ =
∫
V Isdt and can be interpreted as the

energy of the tunneling Cooper pairs. It can easily be derived from the Josephson
relations 2.17 and 2.18,

EJ(φ) =

∫
V Isdt =

∫
(
~

2 e

dφ

dt́
)(Ic sin φ)dt = EJmax

(1− cos (φ)), (2.19)
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Figure 2.4: The superconducting quantum interference device (SQUID) as a tunable
inductor. (a) Schematic illustration of the SQUID: two Josephson junctions (in blue)
are situated in a superconducting loop. (b) The inductance of the SQUID changes
with the external magnetic flux, Φext applied through the SQUID loop. Here the
inductance of a SQUID with symmetric junctions and I0 = 1µA is plotted as a
function of the Φext.

where EJmax
, the maximum Josephson energy, is defined as EJmax

= ~Ic/2e.
Combining the Josephson relations we find that a Josephson junction can be

viewed as an inductor,

V = LJ
dIs
dt
, (2.20)

where LJ = Φ0/(2πIc cosφ), is defined as the nonlinear inductance of the Joseph-
son junction. The nonlinearity of the Josephson junctions plays an important role in
their application in circuit QED. It causes an unequal spacing between the energy
levels of the artificial atoms, which allows us to address the energy levels separately
[95].

Devices based on the Josephson effect, are widely used in circuit QED and quan-
tum information [75, 96, 97]. One of these devices is the superconducting quantum
interference device (SQUID) which consists of two Josephson junctions in parallel,
forming a loop [Figure 2.4(a)][98]. For SQUIDs, the phase difference across the two
junctions is a function of the external magnetic flux in the loop, Φext,

φ2 − φ1 = 2π
Φext
Φ0

, (2.21)

where φ1 and φ2 are the phase differences across the individual junctions and Φ0 is
the magnetic flux quantum. Using Kirchhoff’s circuit law we find,

Is = Is1 + Is2 = Ic1 sinφ1 + Ic2 sinφ2, (2.22)

where Ic1 and Ic2 are the critical current of individual junctions. For a SQUID with
identical junctions (Ic1 = Ic2 = I0), using Eq. 2.21 we obtain,
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Is = 2I0 |cos(πΦext/Φ0)| sinφ, (2.23)

where φ = (φ1 + φ2)/2. This is similar to Eq. 2.17 which allows us to treat the
SQUID as a single Josephson junction with the tunable critical current of Ic =
2I0 |cos(πΦext/Φ0)|.

Further, similar to Eq. 2.20, we can find the effective nonlinear inductance of the
SQUID as,

LJ(Φext) =
~

4eI0 |cos(πΦext/Φ0)| . (2.24)

This shows that by changing the external flux inside the SQUID loop, we can
exploit it as a tunable nonlinear inductor. Figure 2.4(b) shows the inductance of a
SQUID with I0 = 1µA, as a function of the Φext. Similarly, the Josephson energy
of the SQUID is also tunable with respect to Φext. For a symmetric SQUID,

EJ(Φext) = EJmax |cos(πΦext/Φ0)| , (2.25)

where EJmax
here is the sum of the maximum Josephson energy of the individual

junctions.

2.6.2 Artificial atoms
As mentioned earlier, different types of artificial atoms have been already studied in
circuit QED experiments. Exploiting the unique properties of Josephson junctions,
different systems manipulate the quantum states of artificial atoms in different ways
[81, 75, 99, 100, 97, 96].

In this thesis, we focus on experiments which are performed with transmon qubits
[86]. The transmon qubit, as will be explained later, can be viewed as a capacitively
shunted Cooper pair box where the electric charge difference across the Josephson
junctions is the primary knob to control the system [81, 85]. In the following sections,
we describe the working principle of the Cooper-pair box and discuss its interaction
with light, in this case, photons with microwave frequencies.

2.6.3 Single Cooper pair box (SCB)
The single electron box (SEB), is already discussed in Section 2.2. The supercon-
ducting version of the SEB is the single Cooper pair box (SCB) [83, 84, 85]. The
single Cooper pair box was the first version of charge qubit, which was experimen-
tally realized in 1999 [79]. It consists of an isolated metallic island connected via a
tunnel junction to another electrode. Similar to the SEB, the potential of the island
can be controlled by a gate electrode which is capacitively coupled to the island.
Cooper pairs can tunnel in or out of the island through the tunnel junction.

The operation of the SCB is described by the charging energy, EC , and the
Josephson energy, EJ , of the junction. If we replace the SCB tunnel junction by
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a SQUID, then as mentioned in previous section, we can tune its EJ by applying the
external magnetic flux through the SQUID loop.

The general recipe in quantum mechanics to find the dynamics of a quantum
systems is [11]:

• First, find the Hamiltonian of the system.

• Then, try to simplify the Hamiltonian if possible, by finding the conjugate
variables.

• Finally, diagonalize the Hamiltonian which yields to different energy levels of
the system.

Here, we take the same approach to find the dynamics of the SCB. If n Cooper
pairs have tunneled into the island and the phase difference across the junction is,
φ, then the Hamiltonian of the SCB with the junction capacitance, CJ and the gate
capacitance, Cg is described by,

H = EQ (n̂− ng)2 − EJ cos(φ̂), (2.26)

where EQ = 4EC = (2e)2/(2CΣ) is the charging energy of the Cooper pairs. The
total capacitanceCΣ = Cg+CJ and ng = Cg Vg/(2e) is the normalized gate charge.
We have omitted the terms in the Hamiltonian which are independent of n since
they do not participate in the dynamics of the system. n̂ and φ̂ are the Cooper pair
number and phase difference operators respectively. They are conjugate operators
are therefore related to each other in the following way,

n̂ = i
∂

∂φ
, (2.27)

and

φ̂ = −i ∂
∂n

. (2.28)

Consequently, n and φ are conjugate variables which means they are related to
each other through Heisenberg’s uncertainty relation [11]. This allows us to express
one of them in terms of the other. Rewriting the Hamiltonian in the charge basis, |n〉,
results in,

H =

∞∑

n=−∞
EQ(n̂− ng)2 |n〉 〈n| − EJ

2
(|n〉 〈n+ 1|+ |n+ 1〉 〈n|). (2.29)

Now we can diagonalize this Hamiltonian and find the energy levels of the system
as a function of ng , our control knob in the system. If we limit the operation of the
SCB to the two lowest energy levels, |0〉 and |1〉, and the gate charge to 0 < ng < 1,
then the Hamiltonian simplifies to,
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Figure 2.5: (a) The Single Cooper par Box (SCB) and the transmon. (a) Schematic
of the SCB when the Josephson junction is replaced by a SQUID. (b) Schematic of
the transmon. An extra shunted capacitor reduces the charging energy of the island.
(c) The lowest three energy bands of a SCB versus the normalized gate voltage, ng ,
for EJ/EC = 0.5. (d) Similar to (c) but for EJ/EC = 25.

H =
1

2
EQ (2ng − 1)σz −

EJ
2
σx. (2.30)

where σz and σx are the Pauli spin matrices [21]. The eigenvalues of this Hamilto-
nian (energy levels of the system) are,

Eg,e = ∓1

2

√
E2
Q(1− 2ng)2 + E2

J . (2.31)

Using these two lowest energy levels allows us to exploit the SCB as a qubit with
energy levels which is given by Eq. 2.31 and the energy difference between the two
levels which varies as function of ng .

2.6.4 Decoherence in a qubit
There are different noise sources in the environment which affect the performance of
the SCB. Noise causes the qubit to decohere after some time. This means that after
this time, the coherent superposition state will evolve to one of the |0〉 or |1〉 states.
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The effect of the environment on the qubit is characterized by the decoherence
time T2 (or equivalently decoherence rate, γ = 1/T2)

γ =
1

T2
=

Γ1

2
+ Γφ, (2.32)

where Γ1 is the relaxation rate (or equivalently T1 = 1/Γ1 is the relaxation time) and
Γφ is the pure dephasing rate. Γ1 is the rate at which qubit relaxes from its excited
state to its ground state. It depends on the fluctuations of the electromagnetic fields
which are coupled to the qubit at frequencies close to the qubit transition frequency.
Γφ on the other hand, originates from fluctuations in the energy difference between
the two states. For a charge qubit the dominant source of this pure dephasing is
charge noise. Koch et al. suggested a modified version of the SCB, the transmon,
which has a substantial lower charge sensitivity and subsequently has much less pure
dephasing [86].

2.6.5 Transmon

The transmon qubit (short for ”transmission line shunted plasma oscillation”) is
based on the SCB [86]. The difference is that the charging energy of transmon has
been substantially decreased by shunting it with an additional capacitor, CS , result-
ing in a higher EJ/EC ratio. Figure 2.5 shows the lowest energy bands of the SCB
for two different values of EJ/EC ratio. By increasing the EJ/EC ratio the en-
ergy bands become flatter. This makes the energy difference between the |0〉 and |1〉
states (transition frequency) less sensitive to charge and as a result more immune to
the charge noise. We refer to the regime with EJ/EC > 20 as the transmon regime.

In the transmon regime, the eigenenergy of the n’th energy level can be approxi-
mated as [86],

En ' −EJ +
√

8EC EJ(n+
1

2
)− EC(6n2 + 6n+ 3), (2.33)

which results in

E01 '
√

8EC EJ − EC , (2.34)

for the lowest energy levels.

2.6.6 Atom-light interaction

Now that we have introduced our artificial atom, we can study its interaction with
light. We consider a simple geometry, a transmon qubit embedded in an one dimen-
sional open transmission line. Resonant propagating photons through the transmis-
sion line excite the qubit. As discussed earlier, the qubit will relax to its ground state
by emitting a photon. The interference between the incident field and the radiated
photon will be destructive in forward direction which gives rise to the extinction of
the forward propagating photons.
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Figure 2.6: Transmon at the end of a single-ended transmission line. (a) Schematic
illustration of the transmission line, ground planes and the transmon. The incident
field will be reflected by the mirror or due to interaction with the atom. (b) Reflection
coefficient versus power for a resonant field according to Eq. 2.35 and assuming
Γ1/2π = 20 MHz and Γφ/2π = 2 MHz. In low power regime, the photons are
reflected by the atom and in higher powers they are reflected by the mirror (see text).

Astafiev et al. and Peropadre et al. have studied such a system theoretically
by finding the Hamiltonian of the quantum circuit model. Thanks to the relatively
simple geometry of the device, they have derived analytical expressions for the scat-
tering properties of the system i.e. the transmission coefficient, t, and the reflection
coefficient, r of the incident field [101, 102].

Both Astafiev et al. [102] and Hoi et al. [103] have measured such a system
and found the perfect agreement between the measurements and the theoretical pre-
dictions. They have used this platform to study several well-known quantum optic
effects including the Mollow triplet and the Autler-Townes splitting. Hoi et al. have
demonstrated that this system can be used to realize quantum devices like a single-
photon router and a photon-number filter [103, 104, 105, 106].

A modified version of this system is when the transmon is embedded at the end
of a single-ended transmission line (Figure 2.6). This system is interesting since it
confines the emitted photons to propagate in one direction. The open or shorted end
of the transmission line where qubit is situated, is always at a voltage antinode. If
we probe the system with a strong resonant field, photons will reflect from the mirror
without interacting with the qubit. This results in |r| = 1. For a weak resonant
incident field, the reflection coefficient is simplified to [101]

r = 1− 2

1 + 2Γφ/Γ1
. (2.35)

We note that according to Eq. 2.34 if the atom-filed coupling is strong enough
(Γ1 � Γφ), this also leads to r = 1. The difference is that in low power regime,
the photons are reflected by the atom but with a π-phase shift, similar to the previous
case.
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As the power of the incident field increases, Eq. 2.34 does not hold anymore. For
a resonant field with power Pp, the reflection coefficient is expressed as

r = 1− 2

1 + 2Γφ/Γ1 + 2(Ωp/Γ1)2
, (2.36)

where Ωp =
√

2Γ1Pp/~ωa is the Rabi frequency and ωa/2π is the transition fre-
quency of the atom. Figure 2.6 shows the reflection coefficient as a function of the in-
cident power according to Eq. 2.35 for a resonant field. As explained before, in lower
power regime, the photons are reflected due to the interaction with the qubit where
as in higher power regime they get reflected by the mirror. As power increases, at
some point there will be a perfect destructive interference between the filed reflected
from the mirror and the field emitted by the atom. This results in r = 0 (Figure 2.6)
and happens when Ωp =

√
Γ2

1 − Γ1γ. At this power, all the coherent incident field
is absorbed by the atom and emitted incoherently with a random phase.

In Chapter 5 we describe an experiment where we characterize the scattering
properties of two transmons at the end of an open transmission line. We can control
each transmon individually and study them when they are far detuned or when they
are both in resonance with the incident field.
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2.7 Vacuum fluctuations

Vacuum is usually considered as the absence of anything. The classical physics
recipe to reach the vacuum is simple : empty a container from all the particles and
you have vacuum. This classical picture of the vacuum also agrees with the conser-
vation of energy.

In quantum physics, however, vacuum is not a simple concept anymore [107].
According to the Heisenberg energy-time uncertainty relation, ∆E∆t ≥ ~/2, where
~ is Planck’s constant divided by 2π. The consequence of this relation is that, the
actual value of any observable (for example the electromagnetic field) at a specific
time, fluctuates around a constant value. This is also valid for the vacuum i.e. even
in the absence of any external electromagnetic field and at absolute zero temperature,
there exist fluctuations known as vacuum fluctuations. Although these fluctuations
are so small that for any classical measurement they can be averaged out, they lead
to some interesting measurable effects such as the Lamb shift [108, 109, 110, 111],
spontaneous emission from atoms [110, 111] and the Casimir effect [112].

The Lamb shift is the discrepancy between the experimentally observed energy
and the Schrodinger equation solution of the energy levels of the hydrogen electron
[108, 109]. The theory predicts that the 2S1/2 state and the 2P1/2 state should have
the same energy but Lamb showed that the 2S1/2 has slightly higher energy level than
the 2P1/2 [108]. This difference was explained by Bethe as a result of the interaction
between the electron and the vacuum fluctuations [109]. Fragner et al. resolved the
vacuum fluctuations in a transmission-line resonator by measuring the Lamb shift of
a transmon qubit [113].

Spontaneous emission of atoms, as mentioned before, is a more familiar effect
since it generates most of the visible light around us in the form of thermal radiation
[110, 111]. If an atom is in its exited state, interactions with vacuum fluctuations will
cause the atom to go to its ground state and spontaneously emit a quanta of energy, a
photon.

2.8 Dynamical Casimir effect

In 1948, Hendrik Casimir predicted that if two uncharged conductor plates (mirrors)
are brought very close to each other in vacuum, surprisingly they experience an at-
tractive force between them [112]. Today, this effect is called the Casimir effect (or
more precisely the static Casimir effect) and the force between the plates is known
as the Casimir force [114].

This effect is due to the quantum mechanical nature of the electromagnetic fields
in the vacuum. More virtual photons are present in the space outside of the plates
than between them, in other words, the electromagnetic mode density is different
inside and outside the plates [Figure 2.6(a)]. This results in a radiation pressure from
the vacuum fluctuations which pushes the plates together. This static Casimir effect
has been extensively measured by different groups [115, 116].



2.8 Dynamical Casimir effect 27

(a) (b)

Figure 2.7: Schematic illustration of the Casimir effect. (a) Static Casimir effect: the
difference between the electromagnetic field density in vacuum inside and outside the
plates, produces different radiation pressures which pushes them towards each other.
(b) Dynamical Casimir effect: the interaction of the vacuum fluctuations with a time-
dependent boundary condition generates photons. A moving conducting plate acts
aa the time-dependent boundary condition for the vacuum field.

A simple experiment can demonstrate the classical water-wave analog of the
Casimir effect [117]. If two parallel plates are submerged into the bath of water
which contains an ultrasonic sonicator, the plates attract each other once the sonica-
tor is turned on. Here, the force between the plates arises from the water waves rather
than from the vacuum fluctuations and the plates are pushed towards each other since
fewer waves are formed in the space between the plates compared to the outside.

In 1970, Gerald Moore predicted that oscillating the mirrors of a cavity generates
real photons [18]. This effect is known as the dynamical Casimir effect (DCE) [118,
20], and originates from the interaction of the vacuum fluctuations with the time-
dependent boundary condition of the field. Later, it was shown that a nonuniform
acceleration of a single mirror in vacuum is enough to generate photon radiation
[17, 19]. All of these early predictions of the DCE [18, 19, 17], were published in
mathematical physics journals which indicates that they were considered as abstract
thoughts rather than the measurable physical properties.

A simple way to interpret the DCE is to explain the photon emission in analogy
with optical parametric processes [119]. The mechanical oscillation with frequency
of Ω will be transformed into two photons of frequency ω and ω′ which add up to
the oscillation frequency (Ω = ω + ω′). This implies that the DCE radiation is
always generated in the form of a pair of correlated photons which is one of the most
important signatures of the DCE. It also explains why the DCE does not violate the
conservation of the energy, since the energy of radiated photons is supplied by the
moving mirror.

Lambrecht et al. calculated the spectrum of the generated DCE photons, n(ω),
for an oscillating mirror with oscillation amplitude of, a and found [120],

n(ω) ∝ (
a

c
)2 ω(Ω− ω) (2.37)
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which is a parabolic shape between zero frequency and the oscillation frequency, Ω,
with a maximum at ω = Ω/2. This parabolic spectrum is a characteristic feature
of motion induced radiation, and is considered as another important signature of the
DCE.

Furthermore, Lambrecht et al. showed thatN , the number of emitted photons per
period T is proportional to the square of the ratio of the mirror maximum velocity,
vmax, to the speed of light, c,

N

T
=

Ω

3π
(
vmax
c

)2 (2.38)

where vmax = aΩ is the maximum velocity for a mirror with the oscillation fre-
quency of Ω. This expression shows that to achieve a considerable photon genera-
tion rate the mirror should move with relativistic velocities, i.e. velocities close to
the speed of light.

This expression shows why the experimental realization of this effect is very
challenging. It is not feasible to move any massive object with relativistic velocities.
For example, moving a nano sized plate in a nano mechanical oscillators with an
amplitude of 1 nm and frequency of 1 GHz yields to the photon production rate
of 10−9 photons per second (corresponds to approximately 3 photons per century)
which is too low to detect experimentally. There have been several theory proposals
to instead change the boundary conditions of the field by some effective motion rather
than by moving a massive mirror [121, 122, 123, 124].

In 2009, Johansson et al. proposed that the DCE can be observed experimentally
in the context of the circuit QED [125, 126]. They proposed a simple system which is
a coplanar waveguide coupled to the SQUID (Figure 2.7). Their idea was to apply an
oscillating magnetic flux to the SQUID, which would modulate the effective length
of the optical waveguide analogous to moving the mirror in the original conception
of the dynamical Casimir effect.

They consider a superconducting transmission line with a characteristic capac-
itance, C0, and a characteristic inductance, L0, per unit length. In this case, the
photon propagation velocity in the transmission line will be v = 1/

√
C0 L0. The

transmission line is terminated at one end by the SQUID loop.
We already showed in Sec. 2.5.1 that the inductance, LJ (Eq. 2.24), and the

Josephson energy,EJ (Eq. 2.25) of the SQUID can be tuned by changing the external
magnetic flux inside the SQUID loop. Here, by exploiting these properties of the
SQUID, they find the effective electrical length of the transmission line, Leff ,

Leff (Φext) =
LJ(Φext)

L0
(2.39)

where LJ(Φext) is defined as Eq. 2.24. This shows that the effective length of
the transmission line can be changed by changing the Φext. In order to generate
the DCE radiation, Leff should change with a nonuniform acceleration for example
a sinusoidal function. For a small-amplitude sinusoidal drive, the effective length
modulation is also harmonic, Leff (t) = L0 + δLeff cos(Ωt), where δLeff is the
amplitude of the effective length modulation.
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Figure 2.8: DCE in circuit QED: (a) Schematic illustration of the proposed set up to
observe DCE photons in a transmission line coupled to a SQUID. (b) Output photon-
flux density for the setup in (a) predicted by the theory where we have assumed
temperature of 10 mK and δLeff = 0.1Leff . Even in the presence of the input
thermal photons, the DCE parabola is visible. This indicates that it is possible to
detect the DCE photons in realistic conditions.
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By assuming a small-amplitude sinusoidal drive signal, at frequency Ω, they can
calculate the output photon-flux density, noutω ,

noutω = ninω +
(δLeff )

2

v2
ω |Ω− ω|nin|Ω−ω| +

(δLeff )
2

v2
ω(Ω− ω)Θ(Ω− ω) (2.40)

where Θ is the Heaviside step function and ninω is the input thermal photons density
at temperature T ,

ninω =
1

exp(~ω/kBT )− 1
(2.41)

Here, the first term in Eq. 2.35 is the elastic reflection of the input thermal pho-
tons from the end of the transmission line. The second term is the up-converted
thermal photons. These two first term represent purely classical effects and are zero
at zero temperature. The third term is the photon-flux density of the DCE photons.
Figure 2.7 shows noutω for the realistic experimental parameters (see Figure caption).
The parabola (green), as mentioned before is a signature of the DCE photons.

Another important signature of the DCE radiation, as mentioned earlier, is that
the photons are generated in pairs. This effect manifests itself as correlations between
photons at symmetric frequencies around half of the driving frequency i.e. correla-
tions between photons generated at Ω/2 + δω and Ω/2− δω where δω < Ω/2.

In principle these correlations can be measured in a coincide-count experiment.
The normalized second-order correlation function, g(2), is a direct measurement of
the intensity-intensity correlations and defined as,

g(2)(τ) =
G(2)(τ)

G(1)(0)G(1)(τ)
(2.42)

where G(2)(τ) is the probability to have two photons after delay time τ and G(1)(0)
(G(1)(τ)) it he probability to have one photon at zero time delay (after delay time τ ).
If the generation of two photons is not correlated, i.e. the generation of two photons
are independent events, thenG(2)(τ) = G(1)(0)G(1)(τ) and the g(2)(τ)=1. For zero
time delay, the g(2)(0) can be simplified to

g(2)(0) = 2 +
1

ε2
(2.43)

where ε = δLeffΩ/2v. This implies that for zero delay time, we should observe
g(2)(0) > 2 , which is known as the superbunching of photons.

Direct measurement of the correlation functions is very challenging in the mi-
crowave regime since firstly, sofar there is no reliable single photon detector in the
microwave regime and secondly, amplifiers add a substantial amount of noise, which
smears the statistics. However, it is shown that instead in the microwave regime g(2)

function can be measured by averaging the output power of the linear amplifiers for
long periods of time [127].
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Figure 2.9: Squeezing of light: (a) Schematic illustration of the Gaussian error circle
for an unsqueezed state. (b) By suppressing the noise in one quadrature, we produce
a so called squeezed state. The error in the other quadrature subsequently increases.
(c,d) In two-photon processes the quadratures of each individual mode remains un-
squeezed (c), but the are cross-correlations between quadratures of different modes
producing two-mode squeezed states (d).

Another way to probe the correlations is to look at the squeezing of quadratures.
In general, if one measures for example the voltage, there will be uncertainties both
in the measured magnitude and phase. These uncertainties manifests in the form of
Gaussian noise around a certain average value. If we now plot these errors in magni-
tude and phase versus each other we get a circle [Figure 2.8 (a)]. According to quan-
tum mechanics, conjugate variables are related to each other through the Heisenberg
uncertainty relation. These means that it is possible to suppress (squeeze) the error
in one observable below the standard quantum limit (where δI = δQ) at the cost of
increasing it in the other observable. In this case, the field is in a squeezed state and
the error circle changes to an ellipse [Figure 2.8 (b)].

If one measure the quadratures of the field, as we do in practice (see Chapter 3),
the the squeezing of a single mode is defined as,

σ1 =
〈I2〉 − 〈Q2〉
〈I2〉+ 〈Q2〉 (2.44)

where 〈...〉 denotes the time average. In a two photons process like the DCE, it is
natural to express the correlations of squeezing between two modes which is known
as two-mode squeezing (TMS). Experimentally we measure four quadratures of the
upper(I+ and Q+) and lower sidebands (I− and Q−) of the carrier frequency. TMS
is the voltage-voltage correlations of the output fields and can be defined in terms of
the quadratures as,

σ2 =
〈I+I−〉 − 〈Q+Q−〉

Pavg
(2.45)

where Pavg is the total average power. TMS is a natural way to explore correlations
in two photon processes. Theory predicts that if you measure the σ1 of the lower
or the upper sidebands, they are not squeezed, but if you look at cross-correlations
between the lower and upper sidebands then, 〈I+I−〉 = −〈Q+Q−〉 if we choose the
phase between the two modes such that 〈I+Q−〉 = 〈I−Q+〉.
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In Chapter 5, we discuss the experimental observation of the DCE and verify the
signatures discussed here in the output radiations.



Chapter 3

Experimental Techniques

Microfabrication and measurement techniques have improved rapidly during the last
decades. This has enabled us to build circuites with elements as small as few nanome-
ters and study them in temperatures close to absolute zero, i.e. under conditions
where they reveal quantum properties.

In this chapter, I briefly describe the main steps in fabrication of the samples
and the working principle of our cryogenic and measurement systems. The detailed
fabrication recipe can be found in Appendix I. The samples were fabricated in the
Nanofabrication laboratory at Chalmers University of Technology.

3.1 Fabrication
The fabrication steps are similar but slightly different between SETs (samples in
papers I-II) and SQUIDs and qubits (samples in papers III-IV-V). The common major
steps include photolithography (for larger structures) and electron-beam lithography
(for smaller structures).

The first step to write the larger structures with photolithography is to cover
the wafer surface with a thin layer of photo-sensitive polymer (photo resist) [Fig-
ure 3.1(a)]. The next step is to expose the resist to UV light through a photomask
which is a piece of glass covered with the desired pattern in chromium metal [Figure
3.1(b)]. The parts of the resist which are exposed to UV light will undergo chemi-
cal reactions and will be dissolved when emerged in a bath of the proper developer
[Figure 3.1(c)]. Later, thin films of metal (trilayer of Ti,Au,Pd) will be deposited on
these developed patterns using metal evaporators [Figure 3.1(e)].

In practice, we use two layers of photo resist on top of each other. The top layer
resist as explained, is sensitive to UV light but the bottom layer is a liftoff layer
which is not sensitive to UV but will nevertheless dissolve during the development,
this creates an undercut profile [Figure 3.1(d)], which improves the liftoff process
[Figure 3.1(f)].

The working principle of the e-beam lithography (EBL) is similar to the pho-
tolithography. The difference is that the special resist which is used is sensitive to

33
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(a) (b) (c)

(d) (e) (f)

Figure 3.1: Different steps in photolithography : (a) The wafer is covered with
resist layers. (b) Through a photomask, the resist layers will be exposed to UV
light. (c) Development of the top layer in a proper developer reveals the pattern. (d)
Developing the bottom layer produces an undercut profile. (e) Thin layers of metal
are evaporated through the resist mask. (f) The final step is to remove the excess
resist in a liftoff process.

electrons rather than to UV light. For EBL, the pattern will be written directly on the
wafer and there is no photomask.

In the EBL machine, electrons are accelerated to energies as high as 100 keV
before reaching the sample. These high energy electrons can partially back-scatter
from the substrate and expose areas which are not parts of the pattern. This effect is
called the proximity effect and limits the final resolution of the finest structures. To
compensate for this, different parts of the patterns should receive different doses of
the exposure. The small and isolated structures should receive higher doses whereas
dense and large structures should receive lower dose. These adjustments are per-
formed using a dose calculation software package (in our case ‘’PROXECO”) for
each individual pattern.

Another issue to take into account is the charging effect of the substrate. Since
electrons are negatively charged, e-beam irradiation will charge the substrate. For
relatively conductive substrates, like silicon this is not a problem since the accumu-
lated charge will dissipate into ground through the wafer.

For insulating substrates, like sapphire, charge can accumulate in the substrate
and deflect the e-beam resulting in pattern distortion. To overcome this problem,
a thin layer of aluminium can be evaporated on top of the resist layer to dissipate
the charge. This layer will be etched away after the e-beam and before the resist
development. As an alternative, one can use commercial charge dissipation liquids
which contain a conductive polymer on top of the resist (for example Espacer 300 Z
is available in our cleanroom).

This charging effect can potentially cause another problem for fabricating charge-
sensitive devices like SETs. The clusters of charge can form in the bulk of the insu-
lating substrates. SETs are very charge sensitive and these charge clusters may affect
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100 nm

Figure 3.2: SEM image of the top layer resist after developing the bottom layer,
without using Ge layer as hard mask. Here, 2 nm of gold is evaporated on the resist
to make a conducting layer for taking the SEM image. The edge of the structures are
not sharp and this will affect the final resolution.

their performance. We have studied this effect systematically as a master project
(supervised by the author) [128], and found that in general, this effect is not pro-
nounced for the usual doses we use for writing the SETs (∼350µC/cm2) but when
the dose has increased significantly (∼3500µC/cm2), we could see an increase in
the charge noise level measured by SETs. Due to statistical scattering in the results
more measurements are required to draw any firm conclusions regarding this effect
on fabrication of SETs and other charge-sensitive devices.

Although the EBL machine in our cleanroom (JEOL JBX-9300FS) can write
patterns with dimensions down to ∼10 nm, the final structure resolution is limited
by other factors. One of these factors is that in the two layer resist system, the top
layer will become wider while developing the bottom layer to make the undercut
for the liftoff process (Figure 3.2). The solution for this problem will be to transfer
the top layer pattern to another layer which is not sensitive to development before
developing the bottom layer or to use fully selective developers. Another factor is
the grain size of the aluminium [129].

We have used the former method and evaporated a thin layer of germanium (∼
20 nm) between the e-beam sensitive resist and the liftoff resist (in the case of an
insulating substrate, this germanium layer acts as charge dissipation layer as well).
After the trilayer system has been exposed to e-beam it will be developed. The only
layer which is sensitive to e-beam irradiation is the top layer and the pattern will
appear in this layer after the development. After that, this pattern will be transferred
to the germanium layer by plasma etching (in this case we use CF4 gas for etching).
This means that, during the etching process, the uncovered parts on the top layer
(the pattern) will be etched away. The key point here is that the etching rate of
the top layer should be much slower than for the germanium layer. After etching,
the development of the bottom layer can be done without degrading the resolution,
since the pattern has already transferred to the germanium layer which is chemically
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first evaporation
second evaporation(a) (b)

Figure 3.3: Two-angle evaporation method for fabrication of tunnel junctions : (a)
The first layer of aluminium is evaporated at an angle, then without breaking the
vacuum, a thin aluminium oxide layer will be formed on the surface of this layer by
letting oxygen into the chamber. Finally, the second layer of aluminium is evaporated
at an opposite angle (b) An SEM image of a tunnel junction made by this method

stable. This method is known as hard mask lithography and can result in very high
resolution structures. We have used hard mask lithography for fabricating all the
SETs measured in paper I and paper II. For SETs it is crucial to achieve the smallest
junction size to increase their charging energy as explained in Chapter 2.

For fabrication of all of the samples presented in this thesis, we have used the
double-angle evaporation method which was developed by Dolan in 1977 (Figure
3.3) [130]. First, the desired pattern is written by EBL using either a two or a three
layer resist system. The first layer of metal (aluminium) is evaporated through the re-
sist mask at an angle. The next step is to oxidize the surface of aluminium by letting
oxygen into the chamber without breaking the vacuum. A thin layer of aluminium
oxide will form and act as the insulating layer of the tunnel junctions. The thickness
of this layer can be adjusted by tuning the oxidation pressure and time [131, 132].
The second layer of metal will be evaporated at an opposite angle. Finally, the last
step will be to remove all the excess metal by liftoff. This is done simply by immers-
ing the sample in a proper solvent which dissolves the bottom layer resist.

3.2 Cryogenics
Today many different cryogenic systems are commercially available and widely used
in research labs. These systems exploit different methods and reach different base
temperatures ranging from several K down to several µK. The measurements pre-
sented in this thesis are performed in 4He/3He dilution refrigerators.

The working principle of a dilution refrigerator relies on the fact that if a mixture
of 4He/3He is cooled down to temperatures below ∼ 800 mK it undergoes a phase
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separation. Since 3He atoms are lighter than 4He, the 3He rich phase stays on top
(similar to phase separation in a mixture of oil and water). The key point is that the
4He rich phase always contains 6.6% of 3He even at the lowest temperatures.

If we start to pump on the 4He rich phase, the lighter 3He atoms evaporate first
and disrupt the equilibrium. To compensate that, 3He atoms migrate from the top to
the bottom phase. This process is endothermic and if repeated in a continues cycle
can effectively cool down the system to approximately 10 mK.

Figure 3.4 shows the picture from the two dilution refrigerators used in our mea-
surements. The cooling insert and the sample will be placed inside a vacuum cham-
ber. This vacuum chamber is called the inner vacuum chamber (IVC) and will be
submerged in a 4He bath. The 4He bath will effectively cool down the system to 4.2
K and also together with a layer of a special thermal insulator (”super insulation”)
protect the IVC form room temperature thermal radiation.

In order to condense the mixture, it will pass through another stage, the 1 K
pot. Here, by pumping on a small volume of 4He which is drawn from the bath, the
temperature of∼1.5 K will be achieved which is enough for condensing the mixture.
The condensed mixture will be accumulated in the mixing chamber where the phase
separation happens. The 4He rich phase of the mixture will extend through a tube to
another chamber (the still). By heating on the still, 3He atoms will be evaporated and
pumped out and then injected to the system again to close the cooling cycle.

All the measurements in papers I-II were performed in a dilution refrigerator
model TLE 200 from Oxford instruments (‘’Mr. Freeze”) with a base temperature of
∼ 15 mK [Figure 3.4(a)]. Mr. Freeze is a top-loading refrigerator which means that
the samples can be exchanged and mounted directly on the mixing chamber stage
using a mounting stick, while the refrigerator is cold. This enables to exchange the
samples without warming up the refrigerator to room temperature.

A 5-Tesla superconducting magnet is mounted on this refrigerator which applies
a homogeneous magnetic field perpendicular to the surface of the sample substrate.
Superconducting magnets (a coil with superconducting wire) are widely used in cryo-
genic systems since they do not dissipate heat. We have used this magnet to quench
superconductivity in aluminium SETs measured in paper I-II. A resistor mounted on
the mixing chamber acts as a heater while passing the current through it. This is used
in paper I, during uniform temperature sweeps.

The measurements in papers III-V were performed in another dilution refriger-
ator from Oxford instruments model Kelvinox-400-HA with the base temperature
of ∼ 30 mK (‘’Juliana”). This cryostat had a 2-T superconducting magnet and was
equipped for microwave (MW) reflectometry measurements [Figure 3.4(b)].

Coaxial cables (with SMA connectors, specified from DC to 18 GHz) were used
to transfer the MW signals via different temperature stages to the sample holder
which was mounted on the mixing chamber. Careful choice of the cables for different
temperature stages is crucial to reach the minimum base temperature of the cryostat
and reduce the helium consumption. For example, it is useful (but expensive) to
use superconducting cables (like niobium or niobium-titanium) reaching the stages
with the lowest temperature (mixing chamber), since superconductors have very low
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Figure 3.4: Dilution refrigerator used in different measurements in this thesis: (a)
The refrigerator which was used in low-frequency measurements (Mr. Freeze). (b)
The refrigerator which was equipped with microwave setup and used for measure-
ment in paper III-V (Juliana)
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losses and low thermal conductivity which can prevent the thermal leaks from higher
temperature stages.

At each stage, the outer conductor of the cables were thermalized using feed
throughs or signal attenuators. Substantial attenuation of the incoming signal to the
sample reduces the thermal noise at different temperature stages (typically 60 dB in
total). Also all the MW components used in the measurement setup were heat sunk
to a proper temperature stage using copper wires, since it has a high thermal conduc-
tivity. Considering all these precautions, enables us to send MW signals which are
generated from instruments in room temperature to the temperatures close to absolute
zero and study their interactions with artificial atoms.

3.2.1 Low-frequency measurements setup
The low-frequency measurements in papers I-II were performed in Mr. Freeze [Fig-
ure 3.4 (a)]. The sample was mounted into the mixing chamber in a sample holder
with spring-loaded pogo pins (Figure 3.6). This refrigerator is situated in an electro-
magnetic interference (EMI) shielded room and is heavily filtered with low-pas filters
and powder filters [133, 134] in different stages making it an ideal choice for sen-
sitive low-frequency measurements. In addition, to cancel out external noise, the
measurement lines in the refrigerator were twisted in pairs.

Figure 3.5 shows the low-frequency measurement setup. All the measurements
with SETs were performed in voltage-biased configuration. The SETs were biased
symmetrically with respect to the ground through two home-built transimpededance
amplifiers (TIAs) [135]. The current through the SETs were measured and amplified
by these amplifiers differentially and a low-noise preamplifier (SIM-911) configured
in differential mode was used to sum and post-amplify the output of TIAs. In or-
der to reduce the external noise we used batteries to power the voltage sources and
TIAs. Afterwards, the output signal was measured either by a data-acquisition card
(National Instruments PXI-6259) or by a spectrum analyzer (Stanford Research Sys-
tems SR785) for noise measurements and by a digital voltmeter (Keithley-2001) for
current-voltage characterizations.

3.2.2 Microwave reflectometry setup
The microwave reflectometry measurements in papers III-V were performed in Ju-
liana. Here, the samples were wire bonded to a gold plated microwave printed circuit
board (PCB) (Figure 3.6). We used gold bonding wires to have a high thermal con-
ductivity in cryogenic temperatures between the chip and the sample holder which
was mounted on the mixing chamber.

The basic requirements for MW reflectometry measurements are the MW source
and the MW receiver. The source produces a signal which is sent towards the Device
Under Test (DUT) and the response is received and analyzed by the receiver. Here I
briefly discuss the general concepts in MW measurements. The MW measurement
setups are slightly different and modified in different experiments and hence are de-
scribed separately for each experiment in Chapter 5.
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Figure 3.5: Simplified low-frequency measurements setup. The sample is mounted
at the lowest temperature of the fridge and is connected to measurement instruments
in room temperature with twisted pairs wires. The battery operated voltage sources,
were used as gate and voltage bias sources. The current through the SET were mea-
sured differentially by two TIA and then another amplifier (SIM911) was used to
sum and amplify the signal.

Vector network analyzer (VNA)

Microwave characterization measurements were performed using a vector network
analyzer (VNA). The VNA is a complex and expensive piece of radio frequency
test equipment. It is a two-port instrument consisting of a microwave source and a
receiver which measures the magnitude and phase of the reflected or transmitted sig-
nal for DUT by measuring the scattering parameters (S-parameters) of the electrical
network [74].

The source, generates the sinusoidal signal which is applied to the DUT. The
response signal coming from the DUT, with different magnitude and phase, is mea-
sured by the receiver. The amplitude ratio of the reflected and the incident waves
gives the magnitude of the S-parameters and the phase of the S-parameters is given
by the phase difference between the wave quantities.

We have used a VNA model E8364B from Agilent Technologies in our measure-
ments which had a measurement band from 10 MHz to 50 GHz.
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(a)

(b)

(c)

1 mm

0.5 mm

Figure 3.6: Sample holders and connections to chips : (a) Different kinds of sample
holders were used for mounting samples in ”Mr. Freeze” and ”Juliana” cryostat. The
left sample holder use pogo pin contacts to connect the measurement lines to the gold
pads on the chip (b) and in the right sample holder which was used for microwave
measurements, bonding wires were connecting the chip to a PCB.

MW sources and receivers

Another way to generate and measure the MW signals is to use separate instruments
as source and receiver. In our case, MW frequency signals were generated either
by using a MG3695B signal generator from Anritsu or by using the signal generator
modules 3025 from Aeroflex. In both cases, phase coherent continuous waveforms
were generated for spectroscopic measurements.

The transmitted or reflected signals coming from the sample, after several stages
of amplification, were down converted and digitized by a digitizer module 3035 (or
3036) from Aeroflex. The physical sampling rate of MW digitizers are normally
limited to 200 MS/s. This limits the bandwidth of these digitizers to frequencies
much below the measurement band of our interest (4-8 GHz). The standard solution
for measuring the signals with higher frequencies is to down-convert the incoming
signal. The main working principle is to use a mixer (a nonlinear element which
multiplies two incoming signals and creates signals with lower and higher frequen-
cies) and mix (multiply) the incoming signal with frequency of ωs/2π, with a signal
coming from a local oscillator (LO) with a known oscillation frequency ωLO/2π.
Using the basic trigonometry we find,
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A cos(ωst+ φ)︸ ︷︷ ︸
incoming signal

×A cos(ωLO)︸ ︷︷ ︸
LO signal

=
1

2
A[cos([ωs−ωLO]t+φ)+cos([ωs+ωLO]t+φ].

(3.1)

The case where ωLO = ωs is referred to as homodyne detection and the cases
which ωLO 6= ωs is referred to as heterodyne detection. The digitizers we used to
down convert the signal were working in a heterodyne detection scheme. They also
use a special type of mixers known as IQ-mixers which allow them to detect the
signal decomposed in its quadratures.

I-Q Quadrature
An effective way to transfer information in telecommunications is to modulate the
frequency (FM) or amplitude (AM) of a sinusoidal waveform (carrier signal). For a
carrier signal with amplitude, A, frequency, f , and phase, φ, using simple trigonom-
etry we find,

A cos(2πft+ φ) = A cos(φ) cos(2πft)−A sin(φ) sin(2πft). (3.2)

Now if we define I = A cos(φ) and Q = A sin(φ), we can alternatively express
the signal in terms of these I andQ quadratures (I-Q representation). Amplitude and
phase of the carrier signal can be recovered by measuring the I and Q quadratures
as,

A =
√
I2 +Q2 and φ = tan−1

(
I

Q

)
. (3.3)

Amplitude-phase representation and the I-Q representation of the waveform carry
the same information and can be interpreted as the transformation from the polar co-
ordinate system (amplitude-phase) to the Cartesian coordinate system (I-Q).

Noise temperature
The quantum properties of atom-light interaction are revealed at power levels corre-
sponding to one or a few single photons per interaction time. For microwave pho-
tons, this requires heavy attenuation of the incoming field before reaching the sample.
Subsequently, the response signal from the device (reflected or transmitted) is very
weak and needs to be amplified in different stages with a chain of amplifiers before
reaching the receivers at room temperaturer.

It is very crucial to characterize the noise properties of the system for such low
power measurements. The important measure, is the signal-to-noise ratio (SNR)
which compares the level of signal to the level of noise and depends on the total
noise temperature of the system, Tn = Pn/kB RBW , where Pn is the noise power
in units of Watts and RBW is the resolution bandwidth (the smallest frequency that
can be resolved in the measurement). The most reliable technique to determine Tn
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is to use shot noise thermometry [136]. We have characterized a measurement setup
very similar to ours using shot noise thermometry and found Tn ' 7K [105].

When a chain of amplifiers are used to amplify the signal, then the total noise
temperature is

Tn = Tamp,1 + Tamp,2/G1 + Tamp,3/G1G2 + ..., (3.4)

where Tamp,i and Gi are the noise temperature and gain of the i’th amplifier respec-
tively. This implies that Tn is mainly governed by the noise temperature of the first
amplifier. In our measurement setup the first amplification stage is a low-noise am-
plifier (LNA) from Low Noise Factory (model LNF-LNC4-8A) mounted at 4 K stage
with the noise temperature of ∼4 K (and ∼2 K for a newer version) for a bandwidth
of 4-8 GHz.
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Chapter 4

Results: Probing Two-Level
Fluctuators

General properties of SETs and their noise sources are discussed in Chapter 2. In
order to investigate the properties of low-frequency charge noise and TLFs we have
performed extensive measurements with SETs. The experiments presented in this
chapter are performed in collaboration with another PhD student Martin Gustafs-
son. In our experiments, we have used SETs as sensitive electrometers to study the
properties of TLFs.

In the first section of this Chapter, we describe experiments where TLFs are stud-
ied under equilibrium conditions. We study the charge noise measured by the SETs
under different bias conditions and temperatures. Assuming that this noise is gener-
ated from an ensemble of TLFs, we can draw conclusions regarding the activation
mechanisms and thermal properties of the TLFs ensemble. The results of the exper-
iments discussed in this Section are published in paper I.

In the second Section, we describe experiments where we push the TLFs out of
equilibrium by application of a strong external electric field and study their relaxation
process using SETs. The results of these experiments are presented in paper II.

4.1 Equilibrium properties of TLFs: Temperature de-
pendence of noise

Bias and temperature dependence of the charge noise have been already measured
by different groups [49, 56, 57, 41, 137]. Although the general conclusions are that
charge noise is increasing with increasing bias voltage and temperature, generally it
has been difficult to draw firm conclusions due to the scattering in the data points. In
paper I, we have measured the charge noise with SETs with relatively high charging
energies at many different bias points and at many different temperatures.

The aluminium SETs were made on silicon substrates covered with 400 nm of
SiO2 using the standard double-angle evaporation method explained in Chapter 3.

45
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The samples were cooled down in a dilution refrigerator to ∼ 20 mK and the super-
conductivity in aluminium devices was quenched by applying a 1 T (or 600 mT in
some of the measurements) magnetic field.

The SETs were voltage biased in a measurement setup similar to the setup which
is explained in Section 3.2.1. The current noise in these measurements is acquired
with a spectrum analyzer (SR785) for frequencies from 1 Hz to 401 Hz. Each spec-
trum was averaged 250 times in the spectrum analyzer and the final averaged trace
was transferred to a control computer for post-processing. A ”pilot” signal at a fre-
quency of fp = 377 Hz was applied to the gate together with the DC gate voltage.
The amplitude of this pilot signal was a known fraction of the gate period which is
equivalent of one electron charge induced on the island. The measured current noise
spectrum was translated to the equivalent charge noise spectrum, by normalizing to
this pilot signal level. We report a single value, S̃Q, as the charge noise level of each
spectrum by averaging the charge noise spectrum between 381 Hz to 401 Hz.

In the first set of measurements, we measured the charge noise of the SETs con-
tinuously, while increasing the cryostat temperature T0 gradually using a resistor
heater mounted close to the mixing chamber of the cryostat. Each temperature sweep
from 20 mK to 4 K took about 20 hours. As the temperature increases the thermal
energy of electrons become large enough to overcome the Coulomb blockade (see
Section 2). This decreases the difference in current between the open and the close
state of the SET i.e. the modulation of the charge transfer function. Thus, for these
measurements the SETs were biased in such way that the charge transfer function
modulation was maximum at the base temperature (this optimal bias point is the
threshold bias voltage to observe Coulomb blockade in the device) [blue dot in Fig-
ure 4.1(a)].

The measured charge noise level strongly depends on the charge sensitivity of
the SET, dI/dQg [138]. For Imax [red dot in the inset of Figure 4.1(a)] and Imin
[blue dot in the inset of Figure 4.1(a)], the charge sensitivity is minimum and for
the highest slope of the transfer function [cross in the inset of Figure 4.1(a)] the
charge sensitivity is maximum, which is the optimal point to exploit the SET as the
electrometer. In practice, during this experiment for each temperature point we did
a gate sweep over several periods to find Imax and Imin and then tuned the gate
voltage to have the optimal current, Iopt, as the average of Imax and Imin.

Figure 4.2 shows the temperature dependence of the charge noise measured for
two different samples (S1 with Ec/kB = 10.6 K and S2 with Ec/kB = 6.0 K). Here,
we have measured the charge noise for about 200 different temperature points (in
comparison with all the previous reports which had maximum ∼ 15 temperature
points). We found that for higher temperatures, the charge noise increases linearly
with the cryostat temperature. This result is in sharp contrast with some of the previ-
ous reports of T 2-dependence of the charge noise [57, 56]. Similar to other reports,
we also found that at lower temperatures, around 300 mK, charge noise saturates and
become temperature independent [41, 49, 137, 51, 56, 40, 57].

This saturation can not be explained by the ”standard model” which assumes
charge noise originates from the thermally activated TLFs with uniform distribution
of barrier heights. In this case, as temperature decreases the thermally activated
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Figure 4.1: Characterisations of a SET measured in paper I (device S1). (a) I-V
characteristics for different gate voltages. The inset shows the charge-transfer func-
tion of the SET i.e. ISET as a function of Qg . The blue and the red dot represent
the situations where the minimum and the maximum current pass through the SET
respectively and the cross shows the optimal working point, where the charge sen-
sitivity of the SET is maximum. (b) Solid lines : I-V characteristics of device S1
for blockade and open state of the SET. The dots represents about 300 points with
different values of Vb and ISET which were used to measure the charge noise as
a function of the power dissipated in the SET. The square, triangle and the cross
are the different bias points which were used to measure the bias dependence of the
saturation temperature (see text).

TLFs will ‘’freeze out”. This means that, assuming the charged particle in the TLF
is in thermal equilibrium with the environment, at lower temperatures it can not gain
enough thermal energy to fluctuate between TLF states. For a uniform distribution
of barrier heights, this reduces the number of effective TLFs at lower temperatures
and subsequently the charge noise should approach zero at zero temperature.

The origin of this saturation in charge noise is not completely known although
different mechanisms have been suggested:

• The first scenario assumes that noise is generated by TLFs residing in or close
to the tunnel junctions. In this case, the transport electrons flowing through the
junctions with energy of eVb, are assumed to inelastically scatter the TLFs and
activate them [56].

• The second possibility is that the current passing through the SET, generates
heat which will dissipate in the island electron gas and the substrate. If the
SET bias voltage is Vb, then the power dissipated in the device is PSET =
VbISET /2. This process is known as the self-heating of the SET and results
in the elevated temperature of the SET, even at the base temperature of the
cryostat [139].

We performed a second experiment to check if the saturation temperature de-
pends on the bias voltage. In this experiment, we repeated the temperature sweep for
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Figure 4.2: Temperature dependence of the charge noise : (a) Measurements of S̃Q
for device S1 (blue dots) and S2 (red dots), as a function of the cryostat temperature,
T0, and in a fixed bias voltage. The solid blue and red lines are the linear fits in the
logarithmic plot for T0 > 0.5 K for S1 and S2 respectively and the solid black line
is showing the linear temperature dependence. (b) Temperature dependence of the
charge noise for device S1 while alternating the bias point between 3 different values.
The bias point symbols corresponds to those in Figure 4.1(b). The black solid line is
a linear fit for T0 > 1 K constrained to pass through the zero.

device S1 while alternating the bias point between three different bias values. These
bias values are marked in Figure 4.1(b) as square, cross and triangle. Figure 4.2(b)
shows the result of this experiment. It is clear that at higher temperatures, the charge
noise scales linearly as S̃Q = βT0, independent of the bias point. At lower temper-
atures, S̃Q, saturates to a level which strongly depends on the bias value. We refer
to this saturation temperature (intersect of the horizontal line through the saturation
level of the noise and S̃Q = βT0 ), as TTLF , the temperature of the TLF ensem-
ble. At higher temperatures, the noise level is higher because the TLF ensemble is
warmer and consequently more active but when the cryostat gets colder, the noise
level stops decreasing at TTLF , because the TLFs remain at temperature TTLF and
do not get colder.

The fact that the bias dependence is valid only to temperatures around 600 mK
suggests that the inelastic scattering of transport electrons can not explain the noise
saturation. Transport electrons with energy of eVb, activate more TLFs as Vb in-
creases, but we see that this bias dependence disappears at the temperatures much
lower than eVb/kB ∼ 11 K [Figure 4.2(b)]. Thus, our data speaks against the first
scenario and agrees more with the self-heating scenario.

To investigate this bias dependence further, we performed the third experiment.
Here, for sample S1 we measured the charge noise at base temperature for∼ 300 bias
points with different values of Vb and ISET . These points are shown with small dots
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Figure 4.3: Bias and power dependence of the charge noise for device S1 at cryo-
stat base temperature. (a) Measurements of S̃Q for different points in Figure 4.1(b).
Here, the bias points with equal ISET are connected together with solid lines. Charge
noise increases with increasing the bias voltage and the current passing through the
SET. (b) The same data in (a) plotted as a function of the power dissipated in the SET,
PSET = VbISET /2. (c) Blue points show the extracted TLFs temperature as a func-
tion of the PSET and the green dashed line is the fit to the logarithmic plot. Square,
cross and triangle are the saturation temperatures extracted from Figure 4.2(b). Solid
red line represents phonon temperatures underneath the SET, obtained from the finite
element calculations. The black dashed line is the calculated SET electron gas tem-
perature from the electron-phonon thermalization theory and the black cross shows
the electron temperature extracted from the temperature dependence of the Imin and
Imax (see text).

in Figure 4.1(b). The total measurement took about 13 hours and the result is shown
in Figure 4.3(a). Data points with the same ISET are connected to each other with
solid lines. It is clear that the charge noise increases with increasing both the bias
value and the current through the SET. In Figure 4.3(b) we have plotted the charge
noise for each individual measurement point as a function of the power dissipated in
the SET, PSET . We see that the charge noise, increases with increasing the dissi-
pated power in the SET. Figure 4.3(c) shows the extracted saturation temperatures,



50 Results: Probing Two-Level Fluctuators

TTLF , for each individual point as a function of the power dissipated in the SET on
a logarithmic scale where we used the β obtained from the previous measurement.
The square, cross and triangle are corresponding TTLF extracted from Figure 4.3(b).

The next step was to calculate the temperature of the electron gas in the SET, Te,
and compare it with TTLF . The power dissipation in the SETs and similar devices
is well studied by other groups [140, 141, 142, 143, 144]. If the power PSET uni-
formly dissipates in the SET in a volume of Ω then, electrons reach a steady-state
temperature Te,

Te = (
PSET
Σ Ω

+ T 5
ph)1/5 (4.1)

where Σ is a parameter involving the electron-phonon coupling and Tph is the phonon
temperature underneath the SET [144]. The black dashed line in Figure 4.3(c) shows
the calculated Te as a function of the dissipated power assuming Tph ' T0. The
parameter Σ depends on the material properties and we have used Σ = 0.4 ×
109 W K−5 m−3 as suggested for aluminium [141].

We can extract Te in another way as well to compare it with the theoretical val-
ues. As explained before, both values of Imax and Imin depends on the electron
temperature. The standard theory model for SETs (orthodox theory) predicts this
temperature dependence [145]. By fitting the theory model to the measured values
of Imin and Imax at different temperatures (see Figure 5 in paper I), we find that
as the cryostat temperature decreases, Imin saturates to a value Isat, which is much
higher than the values predicted from the theory. This can be interpreted as a higher
temperature of the electrons due to the self heating. We extract the electron tempera-
ture of Te ∼ 0.59 K from the crossover of the theory and the experimental Imin curve
(Figure 5.(b) in paper I). This data point is shown with a cross in Figure 4.3(c) for the
corresponding power of PSET = Vb Isat/2. The two methods, predict the electron
temperature rather close to each other and the difference between them stems from
the uncertainties in the parameters of the theoretical model.

Sofar we have assumed that Tph ' T0, which is due to the weak electron-phonon
coupling at cryogenic temperatures [142, 143, 144]. However, using finite element
method we can estimate the phonon temperature underneath the SET island and com-
pare it with TTLF . In our finite element model, we approximate the SET with a disk
with the same area as the real device and assume that the dissipated power, is emitted
as phonos from the aluminium electrode to the SiO2 layer underneath (for the details
of the model see [146]). The calculated phonon temperature underneath the SET
island is plotted as the red solid line in Figure 4.3(c), where we have assumed T0

= 20 mK and used the reported values in the literature for the thermal conductivity
of Si and SiO2 [147, 148]. The calculated Tph is 5-6 times lower than the electron
temperature on the island, confirming the weak electron-phonon coupling.

By comparing TTLF with Te and Tph in Figure 4.3(c), we find that, phonons
temperature underneath the island is 5-6 times lower than the TTLF , where as the
electron temperature is 2-3 times higher than TTLF . This suggests that the phonon
temperature is too low to explain the elevated temperature of the TLFs and that the
TLFs are in stronger thermal contact with the electrons rather than with the phonons.
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Relating this result to the microscopic models suggested for the TLFs, we can
argue that the TLFs with double-well potential residing in the bulk of the substrate
cannot thermalize with the electrons on the SET island [48]. On the other hand,
models which assume tunneling of the electrons between the SET island and the
local states agree well with the thermal properties of TLFs and result in a TTLF
slightly lower than the electron temperature since electrons tunnel back and forth
between the hot island and the colder localized state.

As mentioned in Chapter 2, different models suggest the TLFs location as local
states within tunneling distance from the SET island. For example they can be stray
aluminium grains which form during the fabrication of the SETs [53, 54]. Another
possibility is the localized metal-induced gap states (MIGS) [149, 150]. Localized
MIGS, in the interface of the metal and the substrate, have already been suggested
for the origin of the flux noise in the flux-sensitive devices like SQUIDs [151].

4.2 Non-equilibrium probing of TLFs: Step response

In paper II, we have measured the response of the TLF ensemble to a large external
electric field. The measurement protocol is rather simple; first we let the system
reaches its equilibrium condition. We allow around 24 hours waiting time between
two consecutive measurements. Then, we apply a voltage step to the gate electrode
abruptly, and measure the following charge drift caused by the relaxation of the TLFs,
exploiting the unique charge sensitivity of the SET.

If one applies a voltage step of ∆V , to the SET gate, the response of an SET
residing on an ideal dielectric (by ideal we mean in the absence of a TLF ensemble)
will be that the initial working point of the SET will be shifted by ∆V/(e/Cg) pe-
riods, since (as explained in Section 2.2) each period of the charge-transfer function
is equal to e/Cg [Figure 4.4(a)]. In reality, there is also another effect on top of
this ideal response. The gate voltage step will change the potential landscape of the
TLFs [Figure 4.4(b)]. Charged particles in the TLFs will decay to their new ground
state after some characteristic time and cause a charge drift, Q(t), in the nearby SET
[Figure 4.4(c)]. Measuring Q(t) can give information regarding the densities and the
distribution of the ensemble of TLFs causing the drift. This information can not be
obtained from the equilibrium measurements of the TLFs.

We have shown in Section 2.4.4, that by starting from the charge induced on
the SET island due to the switching of an individual TLF [Eq. (2.11)], we can find
Q(t), the total charge drift from an ensemble of TLFs, by adding the effects from the
individual TLFs [Eq. (2.14)]. In this section, we present experimental measurements
of Q(t) and compare it with the theory.

For these measurements, aluminium SETs with nominally identical design (and
similar to the SET design used in previous experiments) were fabricated on different
substrate materials ; silicon covered with ∼400 nm of SiO2 (refered to as silicon
substrate), 500 µm thick borosilicate Pyrex-glass (refered to as glass substrate) and
single crystal, R-oriented, 330 µm thick sapphire (refered to as sapphire substrate).
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Figure 4.4: Schematic protocol of the measurements. (a,b) First we let the system
to reach the equilibrium state (green). Then, applying a sudden voltage step of ∆V
to the gate electrode, pushes the TLFs far out of equilibrium (red). After the step,
the TLF ensemble relax to a new ground state. This charge reconfiguration, causes a
background charge drift which we measure using a SET (blue).
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In the first batch of measurements we use a similar measurement set up as in
previous Section. Here, we tune the gate voltage to the optimal operation point and
sample the SET current, ISET , continuously with sampling frequency of fs = 2 kS/s.
At a specific time (which we define as t = 0), we apply a sudden voltage step to
the gate electrode. Consequently, the operation point moves by hundreds of periods
abruptly. We can not capture these fast oscillations (response of the dielectric) with
our measurement set up, but we can measure the additional slow response of the
TLFs. Figure 4.5 shows ISET (t) after a voltage step of ∆V = 9.8V for a sample
on silicon substrate (device #1 in paper II) at 30 mK. From this data, we can extract
Q(t), by counting the number of the oscillations in the transfer function, since each
of them corresponds to one electron charge induced on the SET island. Figure 4.5(b)
shows the extracted Q(t) and the inset represents the same data using a logarithmic
x-axis. It is clear that the drift increases logarithmically in time over several decades
of time.

In the second batch of the measurements, we used a PID (proportional-integral-
derivative) regulator to measure the Q(t) directly rather than from counting the os-
cillations of ISET . The PID was connected to the gate and set to maintain an optimal
ISET . The error signal was digitized and measured using a data-acquisition card.
This error signal is equal to Q(t) when normalized to the gate period. Figure 4.6
shows an example of such a measurement of Q(t) for ∆V = 9 V, for a SET on sil-
icon substrate for ∼20 hours. The inset shows the first 10 seconds after the voltage
step is applied. These high resolution measurements of Q(t) enable us to study the
drift on different time scales. On one hand, we can extract the logarithmic increase
of Q(t) by observing the Q(t) trend for many hours and on the other hand, we can
resolve the step-like behaviour of the drift on much shorter time scales (Figure 4.6
inset), which can be attributed to the individual switching events of TLFs.

We repeated this measurement for different devices made on different substrates
and for different values of ∆V and observed the logarithmic increase of drift in all
of them (Figure 3 in paper II). From measurements ofQ(t), we extract the parameter
H which is the logarithmic slope of the charge drift normalized to the voltage step,
∆V ,

H =
1

∆V

∆Q(t)

∆log t
. (4.2)

Studying this logarithmic slope H , rather than Q(t), is a better way to monitor the
drift, since the PID regulator is perturbed after the step, and we cannot capture the
first few seconds of the drift. Table I in paper II, summarizes the measurements of
H for different devices. We note that the values of H are fairly similar for different
devices. Also different measurements on device #1 at 30 mK and at 2000 mK shows
rather similar values of H , indicating that the drift is not temperature dependent.

The fact that Q(t) is not temperature dependent, suggests that the charged par-
ticle in the TLF is moving between wells by quantum tunneling rather than by the
thermal activation : In the case of thermally activated TLFs, the switching time, τ ,
is determined by Eq. 2.9. We naturally assume that the barrier heights (activation
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Figure 4.5: Response of a SET (device #1 in paper II) to a 9.8 V voltage step at
30 mK. (a) ISET (t) is measured for about 20 hours. The voltage step is applied at
t = 0 (red dashed line). The inset shows the first 500 seconds after the voltage step.
(b) Charge drift extracted from the oscillations of current in (a). The inset shows the
same data in the logarithmic time scale. The charge increases logarithmically over
four decades of time.

energies) and the attempt rates are temperature independent. Increasing the temper-
ature, for a flat distribution of barrier heights, results in increasing the number of
TLFs per decade. So in the case of the thermally activated TLFs the number of TLFs
per decade and consequently the Q(t) should increase linearly with increasing the
temperate.

To study the drift further, in separate measurements, we applied voltage steps
with different ∆V to the gate electrode of a SET made on glass substrate and mea-
sured the charge drift. We found that the logarithmic slope of the drift is proportional
to ∆V (Figure 4 in paper II). This justifies why we report values of the logarithmic
slope normalized to the step height.

Tracing the charge drift due to its logarithmic behaviour, requires very long mea-
surements. On top of that, the system should reach its equilibrium state before start-
ing a new measurement. These factors make these measurements very time consum-
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Figure 4.6: Measurement of the charge drift, Q(t), using a PID regulator connected
to the gate electrode for a sample on silicon substrate at 30 mK and for a 9 V voltage
step. The arrow shows when the voltage step is applied and the drift is started. We
measure the charge drift for about 20 hours. The inset shows the first 15 seconds
after the voltage step is applied. The PID is perturbed for the first couple of seconds
after the voltage step (plateau after the arrow in the inset), and we can not measure
the drift during the first seconds.

ing.

To overcome this limitation, we also performed another type of measurements in
which, we applied a periodic square-wave voltage signal to the gate and measured
Q(t) using the PID regulator as before, for the intervals of one hour (Figure 4.7).
Starting from Vg = 0, while continuously monitoring the drift, after some waiting
time we applied a voltage step of ∆V = 4.5 V to the gate. After one hour, we
applied a 9 V step from +4.5 V to -4.5 V and after measuring the drift for another
hour we applied another 9 V voltage step from -4.5 V to +4.5 V and so on. We
repeated this cycle, for about 20 hours by applying the voltage steps of 9 V in the
opposite directions every hour [Figure 4.7(a)]. Afterwards, we treated each of these
9 V voltage steps as an individual measurements of Q(t) for one hour. In this way,
we have 20 different step response measurements to study separately or average them
together. Figure 4.7(b) shows 8 different traces for voltage steps from -4.5 V to +4.5
V in black and their averaged trace in green (the averaged trace has been offset for
clarity). Although these measurement ofQ(t) in shorter time scales, also showed the
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Figure 4.7: Continuous measurements of Q(t) while applying a square-wave volt-
age signal to the gate electrode for a sample on silicon (device #1 in paper II) at
about 1.4 K. (a) A square-wave voltage signal with ∆V = 9 V is applied to the gate
electrode with the intervals of one hour. The right (red) axis shows the first and the
last cycles of the voltage step. (b) By treating each voltage step in (a) as an individual
measurement of Q(t) for one hour (here we have plotted only Q(t) for steps from
-4.5 V to +4.5 V), we can average them together (green trace) which has been offset
for clarity. The inset shows the averaged trace in the logarithmic time scale. The red
dashed line is the linear fit in the logarithmic plot resulting in slope of 2.8 (e/decade
of time) which corresponds to H = 0.29 when normalized to ∆V .
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logarithmic increase of drift but, since the system has not reached the equilibrium
state before applying each voltage step, they do not follow our general measurement
protocol and hence we decided not to reported them in paper II and use them more
as a control experiment.

4.3 Conclusions and outlook
We have performed extensive studies of TLFs using SETs as sensitive electrometers.
Measurements of TLFs in equilibrium and non-equilibrium conditions revealed com-
plementary and consistent information about them. In our measurements, we used
SETs made on different substrates to study TLFs at different temperatures, different
bias values and different external fields. Detailed analysis of our data and comparing
it with the theory, allow us to draw the following conclusions regarding the charge
noise and the TLFs:

• We have studied the thermal properties of charge noise and TLFs and found
that at higher temperatures charge noise increases linearly with temperature
but at lower temperatures, it saturates to a level which depends on the bias
voltage applied to the SET. The dependence of this saturation level on the
power dissipated in the device, suggests that it is due to the self heating of the
SET.

• We estimate the TLF ensemble temperature from our measurements and com-
pare it with phonon temperatures underneath the SET and electron gas tem-
perature in the SET island. We find that the TLF ensemble temperature is
approximately 2-3 times lower than the electron temperatures on the island
and 5-6 times higher than the phonons. We conclude that TLFs have to be in
thermal contact with the hot electron gas on the island.

• Our data agrees with the TLF microscopic model where noise is generated by
tunneling of electrons between the SET island and the local surface states like
MIGs.

• Applying a strong external electric field to the TLFs, drive them far out of
equilibrium. Subsequent relaxation of TLFs to a new ground state causes a
charge drift, which we have measured using SETs for more than four decades
of time. This response is logarithmic in time and in agreement with the re-
sponse expected from an ensemble of TLFs.

• We observed that the logarithmic slope of the drift increases with increasing
the voltage step height, but does not depend significantly on the temperature.
Both of these observations indicate that the charged particle in the TLF fluctu-
ates by quantum tunneling rather by thermal activation.

• We extract the logarithmic slope of this drift and by comparing it to the simple
theory which we develop, we are able to find the densities of TLFs assuming
that they are distributed homogeneously on the surface or in the bulk with
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the densities ns and nv , respectively. We estimate nv ≈ 1.5 × 1024 (m3 eV
decade)−1 and ns ≈ 1.6× 1016 (m2 eV decade)−1.

In order to find more missing pieces of this puzzle, extensive systematic mea-
surements are required. Non-equilibrium probing of TLFs suggests a new way to
study charge noise sources and can be exploited in different systems and for different
materials. For example, all of the devices we have measured here, were made of
aluminium and it can be beneficial to study devices with different material properties
and compare the result. Another interesting experiment will be to observe the step
response of a suspended SET [51]. In this case the TLFs in the bulk of the substrate
can not affect the SET, and the step response can solely be interpreted as the response
of the surface TLFs. Also designing samples with simpler geometries will improve
the interpretation of the results. Another aspect is to use advanced microscopic meth-
ods to study the tunnel junctions and the interfaces can shed light to the microscopic
origin and location of TLFs [152].



Chapter 5

Results: Probing Vacuum
Fluctuations

Vacuum fluctuations and their properties were discussed in Chapter 2. We described
that the vacuum fluctuations originate from the quantum mechanical nature of the
electromagnetic field and have measurable consequences. We have performed ex-
periments in the context of circuit QED, to probe these vacuum fluctuations and their
interactions with boundary conditions and artificial atoms made from superconduct-
ing circuits.

In the first part of this Chapter, we explain the observation of the dynamical
Casimir effect (DCE) in a superconducting circuit. This experiment, is the first ex-
perimental observation of the DCE, almost 40 years after its theoretical prediction
by Moore [18]. In the second part of this Chapter, we probe the vacuum fluctuations
by exploring the relaxation process of an artificial atom in front of a mirror since the
spontaneous relaxation process is a consequence of the atom interacting with vacuum
fluctuations. Finally, in the last part of this Chapter we present preliminary results
for characterization of a system consisting of two atoms in front of a mirror.

5.1 Observation of the dynamical Casimir effect
The theory proposal of Johansson et al. to observe the DCE in the circuit QED
was already discussed in Section 2.8 [125, 126]. Here, we investigate this proposal
experimentally. To do so, two aluminium devices, S1 [Figure 5.1(a)] and S2 [Figure
5.1(b)], were made on silicon substrates covered with 400 nm of thermally grown
SiO2. The fabrication process includes e-beam lithography with two layers of resist
and double angle evaporation of the tunnel junctions as was explained in Chapter 3.

The sample design consists of a SQUID at the end of a coplanar waveguide
(CPW) transmission line (Figure 5.1). The length of the transmission line was dif-
ferent in S1 (43 mm) and S2 (0.1 mm). The reason to have different length for the
transmission lines was to push potential stray resonances, due to the reflection of the
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Figure 5.1: DCE samples and the measurement setup. (a) Sample S1 with 43 mm
transmission line. The red line represents the drive line. (b) Sample S2 with 0.1 mm
transmission line in yellow and again the drive line is in red. (c,d) Zoom-in SEM
images for sample S1, showing the SQUID at the end of the transmission line. (e)
Simplified measurement setup used in the DCE experiment.
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field from the bonding wires (Figure 3.6), out of the measurement band of the experi-
ment. The samples were cooled down in a dilution cryostat (known as ‘’Juliana” and
described in Chapter 3) with the base temperature of about 30 mK [Figure 3.4(b)].

A simplified measurement setup is shown in Figure 5.1(e). The SQUID (in blue)
is connected to the transmission line (measurement line) at one end and is connected
to the ground planes of the CPW at the other end. An external superconducting
coil was attached to the sample holder, to provide the DC flux. An on-chip trans-
mission line which here is called the drive line [red lines in Figure 5.1(a)-(d)], was
short-circuited about 20 µm from the SQUID, and used to apply a sinusoidal oscillat-
ing flux signal to the SQUID loop. This drive signal, non-adiabatically changes the
boundary condition imposed on the electromagnetic field in the transmission line.
The output signal from the measurement line was passing two circulators before
reaching the low-noise amplifier (LNA). After this first amplification, the signal was
amplified further at room temperature and finally routed to the vector microwave
digitizers.

Before starting the main experiment, we characterize the SQUID to find the
proper DC flux bias point. We send a continuous microwave signal at a fixed fre-
quency (in this case 5 GHz) through the characterization line [blue dashed line in
Figure 5.1(e)] to the SQUID and measure the phase shift of the reflected signal,
while sweeping the Φext with the coil [blue dots in Figure 5.2 for S1]. It is clear that
we can change the reflection from the SQUID by changing the SQUID inductance.
The SQUID inductance changes as a function of the external magnetic flux passing
through the SQUID loop (see Eq. 2.24). For the fitting [red solid line in Figure 5.2]
we have approximated the SQUID with a resistor, capacitor and a tunable inductor
in parallel. We choose the flux bias point of Φext = −0.35 Φ0 for the rest of the
experiment.

We now continue to the main measurement by applying a sinusoidal drive signal
with a frequency of fd to the drive line and measure the output power coming from
the measurement line. The result of this measurement is presented in in Figure 2 of
the Supplementary information, paper III. Here, we have swept the drive frequency
and the drive power while listening at half of the drive frequency, fd/2, where we
expect to get the maximum DCE radiation (see Section 2.8). To do so, in practice we
set the vector microwave digitizers to track the drive frequency at fd/2. We observe
the photon generation in both samples and for all the drive frequencies and powers.
Next we investigate the signatures of the DCE radiation which were discussed earlier
in Chapter 2.

Figure 5.3(a) and (b) show that we have broad band radiation for the full mea-
surement band from 4 GHz to 6 GHz. Here, for sample S1 we set fd= 10.3 GHz and
measure the output flux density, nout, as a function of the drive power and the digi-
tizer detuning from the half of the drive frequency (5.15 GHz). Figure 5.3 (a) shows
the positive and Figure 5.3 (b) shows the negative detuning from half of the drive
frequency. The positive and the negative detunings were measured simultaneously
using two digitizers in bands of 400 MHz. It is clear that the broadband spectrum is
symmetric around fd/2, although there are some stray resonances on both sides.

The red circles in Figure 5.3(d) show a line cut from (a) at a detuning of -764
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Figure 5.2: Modulation of the reflected phase from the measurement line. The
measurement was performed for sample S1 and at probe frequency of 5 GHz. The
flux bias point of Φext = −0.35 Φ0 was chosen for the main measurement. The
red line is a fir to the data considering the SQUID as a combination of a resistor,
capacitor and a tunable inductor.

MHz (white dashed line). The blue line represents a fit to the theory described by
Johansson et al. [125, 126]. We should note that the analytical formula for nout(ω)
[Eq. 2.37], is only valid for small drive amplitudes. Here, we are modulating the
flux with amplitude of up to 0.15 Φ0. In this case the nout(ω) should be calculated
numerically.

Another important signature of DCE too look for is the parabolic spectrum of
the generated photons (Figure 2.7). In this setup our measurement band is not broad
enough to cover the whole parabola. The drive line has a band pass filter, which
limits fd to 8-12 GHz. Proper filtering of the drive line is crucial since it prevents the
leakage of thermal photons in the drive line which can couple to the measurement
line. On the other hand, on the measurement line, circulators, LNA and the digitizers
each have limited bandwidth which in total limits the measurement bandwidth from
4-6 GHz corresponding to drive frequencies of 8-12 GHz. Figure 5.3(c) shows the
predicted DCE photon flux, calculated from Eq. 2.37 with the relevant parameters of
our SQUID, for the drive frequency of 10 GHz. The grey zone shows our measure-
ment band, which clearly indicates we need a larger measurement band to detect the
parabolic shape of the spectrum.

The next step is to check if the photons are generated in pairs or not. We already
discussed in Chapter 2 that this property of the DCE photons manifests itself as
two-mode squeezing (TMS). Theory predicts a special structure for the correlations
of the voltage field quadratures, due to the pair-wise photon creation of the DCE.
In particular it predicts that, 〈I+I−〉 = −〈Q+Q−〉. We have measured the cross-
correlations of the quadratures and observed such a relation for the cross-correlations
[Figure 3(a) in paper III].
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Figure 5.3: DCE photons generation. (a,b) Output flux density normalized to the the
photon energy, ~ω, for sample S1 and for fd = 10.3 GHz, as a function of the drive
power and detuning for negative(a) and for positive detuning(b). (c) Calculated pho-
ton flux density from Eq. 2.35, with the parameters of our SQUID and for fd = 10
GHz (dashed line). We have assumed temperature of 10 mK and δLeff = 0.1Leff
(see Eq. 2.39). The grey rectangle shows the measurement band. (d) A line cut from
(a) at detuning of -764 MHz together with the theory fit (solid blue line) (see text).
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Furthermore, theory predicts that the TMS should increase as a function of drive
power. Figure 3(b) in paper III, shows the measured TMS for S1 with fd = 10.3
GHz and detuning of ±833 MHz. It is clear that the TMS increase with drive power
while single modes remain unsqueezed, as predicted by the theory (see Chapter 2).

To summarize, we have observed broadband generation of photons over a fre-
quency range of 1.7 GHz. The radiation is symmetric with respect to half the drive
frequency and the photon flux rate agrees well with the theory. Furthermore, we ob-
serve two-mode squeezing of the radiation which is characteristic for pair production
of photons. All these features are indeed expected from DCE radiation.

5.2 Probing the vacuum fluctuations with an artificial
atom in front of a mirror

It is not possible to exchange information with a completely isolated artificial (or
natural) atom. In order to interact with atoms, they should have a finite coupling to
the environment. This coupling at the same time, cause the excited atom to decohere
i.e. loose phase coherence after some time.

We already discussed the decoherence processes in our artificial atoms in Chapter
2. We discussed that the decoherence rate, γ, is due to two different processes, pure
dephasing and relaxation. The decoherence rate is defined as γ = Γ1/2 + Γφ, where
Γ1 is the relaxation rate from the excited state (or equivalently 1/Γ1 is the excited-
state lifetime) and Γφ is the pure dephasing rate.

These processes have different origins. The pure dephasing rate, Γφ, is related
to the noise at low frequencies. The excited-state lifetime, 1/Γ1, on the other hand,
is related to the fluctuations of the electromagnetic (EM) field at the transition fre-
quency. If the system is cooled down to a temperature T � ~ωa/kB , where ωa is
the atomic transition frequency, then the classical forms of these fluctuations, i.e. the
thermal fluctuations, will be suppressed substantially. In this situation, the lifetime
of the excite state is limited by the vacuum fluctuations.

In paper IV, we probe the vacuum fluctuations by measuring the lifetime of an ar-
tificial atom, a transmon qubit, embedded at the distance L from the end of a shorted
transmission line. Figure 5.4(a) shows a micrograph of a sample. The sample is
made on a silicon substrate with an intrinsic silicon oxide layer. The brown parts are
the gold pads and the inner white parts are aluminium. The aluminium transmission
line is colored with cyan and the dashed rectangle shows the transmon qubit. The
transmission line is connected to the ground planes at this end point which forms a
reflecting boundary condition for the EM filed, similar to the DCE experiment de-
scribed in the previous Section.

We probe this system by sending a coherent field, Vin, with the probe frequency
of ωp/2π through the transmission line and measure the reflection coefficient, rp =
〈Vr〉/〈Vin〉, where 〈...〉 denotes the time average [Figure 5.4(c) shows the microwave
reflectometry setup]. In this case, due to the interference between the incoming
and the reflected signal, a standing wave forms inside the transmission line. The
grounded end of the transmission line, imposes a node for the electrical field.
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Figure 5.4: Sample description and measurement setup. (a) A false-colored micro-
graph of the sample. The transmission line in cyan is connected to the ground at the
end. The dashed line rectangular shows the transmon position. (b) Schematic im-
age of the sample, where the transmon qubit (brown) is coupled to the transmission
line (cyan). (c) The measurement setup: microwave reflectometry is used to send
a coherent probe signal to the sample and measure the phase and amplitude of the
reflected signal. A superconducting coil attached to the sample box is used to apply
the external flux to the SQUID loop of the transmon.



66 Results: Probing Vacuum Fluctuations

The atomic transition frequency of the transmon, ωa/2π, is a function of its
charging energy, EC , and its tunable Josephson energy, EJ(Φext) (Eq. 2.25). This
allows us to change the transition wavelength of the atom, λ, by tuning ωa,

λ(Φext) =
2πc√

ε ωa(Φext)
' hc
√
ε (
√

8ECEJ(Φext)− EC)
, (5.1)

where c is the light velocity in vacuum, ε is the dielectric constant of the transmission
line and h is Plank’s constant. Although the physical distance between the atom and
the mirror, L, is constant by tuning λ we can change the normalized distance, L/λ,
and consequently change the strength of the EM field at the position of the atom.

Figure 5.5(a) shows the magnitude of the measured reflection coefficient, |rp|, as
a function of the probe frequency and the external flux for a weak probe. We note that
the weak probe power regime is such that the Rabi frequency, Ωp, is much smaller
than the decoherence rate. The Rabi frequency is the frequency of exchanging en-
ergy between the field and the qubit and it depends on the probe power, Pp, and the
relaxation rate,

Ωp =

√
2Γ1Pp
~ωa

= k
√
Pp, (5.2)

where k =
√

2Γ1/~ωa is the atom-field coupling constant. We observe that ωa/2π
can be tuned from 4.8 GHz to 5.9 GHz by changing Φext. It is interesting to note
that the response vanishes completely around 5.4 GHz. At this frequencies L/λ
value has changed in such way that the qubit is in the node of the electrical field.
This effectively hides (decouples) the qubit from the probe field.

Figure 5.5(b) shows two line cuts from (a) around ∼4.8 GHz and ∼ 5.5 GHz
(shown with red and black arrows in (a) respectively). The general formula for the
reflection coefficient is derived in Refs [106, 153]. For weak probe power it is sim-
plified to

rp = −1 +
Γ1

γ + iδωp
, (5.3)

where δωp is the detuning of the probe frequency from ωa. The solid lines in Figure
5.5(b) are fits to the data using Eq. 5.3 which allows us to directly extract Γ1 and
λ. The extracted values of Γ1/2π (11.8 MHz and 1.2 MHz) differ by a factor of
9.8 between two points, indicating that the vacuum fluctuation strength is different
between the two flux points.

We extract the Γ1 and Γφ in a similar way for all the flux points in Figure 5.5(a).
Figure 2(c) in paper IV shows these extracted values as a function of the normalized
distance, L/λ. The shaded area is the frequencies when the atom is completely
hidden from the probe filed and consequently |rp| ' 1. Koshino et al. [153] showed
that Γ1(Φext) should follow

Γ1(Φext) = 2Γ1,b cos(θ(Φext))
2, (5.4)
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Figure 5.5: Atom in front of a mirror measurements. (a) Magnitude of the reflection
coefficient, |rp|, as function of the ωp and Φext. We can tune the transition frequency
of the atom by changing Φext. Around Ωp/2π = 5.4 GHz the response vanishes
(|rp| '1) which indicates that the atom is the node of the field. (b) Two line cuts
from (a) for the two different values of Φext which are indicated by the red and the
black arrows in (a). We have used Eq. 5.3 to fit the data (solid curves) and extract
the Γ1 and Γφ for each bias point. (c) |rp| as a function of the resonant field power.
The solid line is a fit to Eq. 5.5 which gives k, the atom-field coupling constant (see
text).
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where Γ1,b is the inverse of the bare atomic lifetime and θ(Φext) is the phase factor
of the probe field for travelling a round trip from the beginning to the end of the
transmission line (Eq. 2 in paper IV). The solid line in Figure 2(c) in paper IV
represents the predicted values using Eq. 5.4.

We mentioned in Chapter 2 that the mathematical tool to quantify the random
precesses and their fluctuations is the power spectral density. Indeed, the power
spectral density is the Fourier transform of the auto-correlation function (Eq. 2.3).
Similarly, the strength of the fluctuations of the EM field near the atomic transition
frequency, ωa, are related to the spectral density of the vacuum fluctuations, S(ωa).

The effect of these fluctuations on the excited atom lifetime depends on how
strongly the atom and the field are coupled to each other. They are simply related
to each other through the atom-field coupling constant, Γ1 = k2S(ωa) [96]. We
already extracted Γ1 for the different values of the normalized distance, so if we can
estimate k for our system, we can obtain S(ωa).

We can find k in two different ways. Firstly, from the nonlinear power depen-
dence of |rp| and secondly, from the microwave simulations for our specific geome-
try.

For the first method, we have measured |rp| as a function of the probe power for
the flux bias of Φext = 0 [the green arrow in Figure 5.5(a)]. Circles in Figure 5.5(c)
shows |rp| for this flux bias point and for δωp = 0. Theory predicts that for δωp = 0
i.e. a resonant probe field,

rp = −1 +
Γ2

1

Γ1γ + Ω2
p

. (5.5)

The solid line in Figure 5.5(c) is the fit to Eq. 5.5 using the extracted values of
Γ1 and Γφ for this flux point. Then the only free parameter in the fitting process is
Ωp which directly relates to k using Eq. 5.2. Estimating the overall attenuation in
the drive line, we evaluated k from this method to be ke ' 6.1× 1015 Hz/

√
W. The

subscript ”e” denotes that it is obtained from the fitting to the experimental data.
For the second method, we have used the fact that the atom-field coupling de-

pends on the designed geometry of the sample. Peropadre et al. have shown that
k = eβ

√
Z0(EJ/2EC)1/4/~, where Z0 = 50Ω and β is the ratio of the coupling

capacitance, Cc, to the total capacitance of the transmon, CΣ, β = Cc/CΣ [101].
We have estimated β ' 0.4 using a simulation software package, Microwave Office
for the geometry of our sample. This, together with the extracted values of EC and
EJ from fitting Eq. 5.1 to Figure 5.5(a) results in ks ' 8.8 × 1015 Hz/

√
W where

subscript ”s” denotes that it is obtained from the simulation.
These methods give slightly different values for k. The uncertainties originate

form the exact evaluation of the Pp that reaches the sample and also the exact value
of the dielectric constant used in the simulations. We have used the mean of the k
values obtained from the two methods, km = 7.45 × 1015 Hz/

√
W, to evaluate the

spectral density of the vacuum fluctuations.
Figure 4 in paper IV shows the extracted values of the spectral density of the

vacuum fluctuations, S(ωa), as a function of the normalized distance. The spectral
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density is plotted in the unit of the number of energy quanta at frequency ωa by
normalizing it to ~ωa. Further, theory predicts that [154]

S(ωa) = 2~ωa cos2[θ(Φext)/2] (5.6)

which is shown by the solid black line in Figure 4 in paper IV. This predicts that
for the atom in front of the mirror, the vacuum fluctuations strength varies from 0
(node) to 2~ωa (antinode), in contrast with for the atom in an open transmission line
(without the mirror) where S = 1~ωa quanta. The fact that the theory prediction
falls inside the data error bars indicates a good agreement between the data and the
theory. The lowest value of the vacuum fluctuations we are able to measure in this
system is 0.02 quanta which is shown with an arrow in Figure 4(a) of paper IV.

To summarize, we have measured the strength of the vacuum fluctuations using
a transmon qubit in front of a mirror as our quantum probe. We have demonstrated
that by changing the normalized distance between the atom and the mirror we can
change the modulation of the vacuum fluctuations by a factor of 9.8. This experi-
ments suggests a simple scheme in circuit QED to probe the vacuum fluctuations.

5.3 Scattering properties of two atoms in front of a
mirror

In Chapter 2, we discussed the scattering properties of a transmon qubit embedded at
the end of a single-ended transmission line. Such a system is interesting from several
aspects and despite the simple geometry is a promising platform to study quantum
optics. For example, we already showed in previous section that a transmon qubit at
a distance from the end of a transmission line, acts as a quantum probe for vacuum
fluctuations.

Another interesting aspect to study is the interaction of two or more qubits in
these systems. Thanks to the well-established fabrication and measurement tech-
niques in circuit QED, the number of qubits in these systems is readily scalable. It
is possible to design and fabricate such circuits with more qubits, which is a crucial
step in realization of future quantum circuits.

Apart from the potential for future applications, these systems with several qubits
allows us to explore the photon-mediated interactions between different artificial
atoms. Recently, van Loo et al. have measured a system consisting of two distant
transmon qubits coupled to an open transmission line and observed strong interaction
effects between the two qubits [155].

In Paper V, we study these collective atom-photon interactions for two transmons
embedded at the end of an open transmission line (Figure 5.6). Here we present
the preliminary results for the scattering properties of such a system. We note that
although the preliminary studies show a good agreement between the theory and the
experiment, the full interpretation of the results requires more in depth analysis.

The aluminium transmons and CPW were fabricated on a silicon substrate with
an intrinsic oxide layer. Two on-chip flux lines were designed to apply a local mag-
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Figure 5.6: Schematic image of two atoms in front of a mirror. Two transmons (in
yellow) are embedded at the open end of a transmission line (cyan). Two on-chip
flux lines (red) were used to apply a local magnetic flux to each transom and control
the transition frequency.

netic flux through the SQUID loop of each transmon (indicated with red in Figure
5.6). This enables us to tune the transition frequency of each transmon, ωa, sepa-
rately. A superconducting coil attached to the sample box was used to apply a global
magnetic field.

The sample was cooled down to a temperature below 50 mK in a dilution refrig-
erator [”Juliana” in Figure 3.4(b)]. The microwave reflectometry setup was similar
to the measurement setup in Figure 5.4(c). We characterized the system by sending a
coherent probe field through the transmission line and measuring the reflected signal
with a vector network analyzer (VNA).

Figure 2 in Paper V shows the magnitude of the reflection coefficient, r, as a
function of the external flux, Φext, applied through the coil. It shows that we can
tune ωa of transmons by changing the global flux applied through the coil. The
dashed lines are the fits to Eq. 2.34 which enables us to extract the charging energy,
EC , and the maximum Josephson energy, EJmax , of each transmon (Table I in Paper
V).

We note that the qubits are designed to be nominally identical which results in
similar values of EC , since the charging energy is determined by the geometry of
the sample. On the other hand, the maximum Josephson energy is proportional to
the critical currents of the SQUID’s tunnel junctions and varies with the junction
resistance. The resistance of the junctions are determined by their size and their
oxide thickness. A small variation in any of these values during the fabrication leads
to different resistance and consequently different values ofEJmax

even for transmons
with identical design (Table I in Paper V).

We continue by measuring the power dependence of the reflected signal. We
choose a global flux point where the two qubits transition frequency are separated
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by ∼ 290 MHz and measure r for different probe powers, Pp. Figure 3(a) in Paper
V shows the magnitude of r as a function of the probe frequency, ωp/2π, and probe
power. Similar to the previous experiments the incident power which reaches the
qubits is calculated by estimating the overall attenuation in the measurement line (in
this case around -125 dB). In Section 2.6.6, we discussed the power dependence of
r for a resonant incident field (ωp = ωa). To compare with theory, we plotted the
resonant line cuts of this plot in Figure 3(b) in Paper V. We observe that the response
of each transmon to the resonant probe is in agreement with the theory prediction
(Figure 2.6) and the previous reports on similar systems with one qubit [156].

Sofar, we have treated the two transmons as individual qubits and have not con-
sidered the interaction between them. The qubits interact either by the direct cou-
pling, with strength g, or by exchanging photons through the transmission line (photon-
mediated coupling). Since we were interested to study the photon-mediated interac-
tions we have designed the sample to have a small direct coupling by placing the
transmons on the opposite sides of the transmission line (there is about 80 µm be-
tween the center of two SQUIDs). In this way, the qubits interact mainly through the
transmission line, and when their transition frequencies are largely detuned (in com-
parison with the coupling rate of each transmon) they can ba considered as uncoupled
transmons.

We continue the measurements by fixing the global flux at a point close to the
previous measurement and apply a current through the on-chip flux lines to change
the detuning between the transition frequencies of the two transmons, δω = ωa,1 −
ωa,2. Figure 5.7(a) shows the magnitude of r as a function of the probe frequency
and the absolute value of the external flux applied by the on-chip lines. We note that
in this case, we applied an equal current but in different directions to the on-chip flux
lines to change the transition frequencies symmetrically. The reason that the data
in Figure 5.7(a) is skewed is due to a finite cross talk between the two on-chip flux
lines. In another measurement which is presented in Figure 4.(a) Paper V, we have
compensated for this cross talk by sending a current with opposite direction to the
other on-chip flux line.

In Figure 5.7(b) we have plotted to line cuts from Figure 5.7(a) corresponding to
maximum detuning (δω '240 MHz for Φext=0, blue) and zero detuning (δω '0 for
Φext=-0.185, red) i.e. when the two qubits have the same resonance frequency and
are coupled through the transmission line. It is interesting to observe that the coupled
qubits form a collective state with different properties from each individual qubit.

We also tried another approach in tuning δω. Figure 5.7(c) shows a measurement
where we only applied a current through one of the on-chip flux lines (qubit 1). In
practice, as mentioned before we applied a small current to the other flux line (qubit
2) in opposite direction as well to compensate for the crosstalk. We see that we can
change δω by changing ωa,1 while keeping ωa,2 almost constant. Again, we plot the
line cuts for δω = 0 and δω = δωmax ' 200 MHz and observe that at zero detuning
the qubits show interesting collective effects (Figure 5.7(d)).

To characterize the collective state more, we have measured r as a function of
Pp, for the flux point corresponding to δω = 0 in Figure 4(a) in Paper V. The result
of this measurement is shown in Figure 4(c) in Paper V. In order to compare this with
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Figure 5.7: Changing the detuning between the transition frequencies of two atoms
in front of a mirror. (a) By applying the same current but in different directions to the
on-chip flux lines we can symmetrically change the detuning between the transition
frequencies of two atoms, δω = ωa,1−ωa,2. The external flux applied by the on-chip
flux line is in arbitrary unit since we can not pass the sufficient current through the on-
chip flux line to sweep one full period and calibrate the flux. (b) Two line cuts from
(a) for δω = δωmax in blue and corresponding to Φext=0 and for δω = 0 in red and
for Φext=-0.185. It shows that two qubits can couple through the transmission line.
(c) Changing δω by changing the transition frequency of qubit 1 while keeping the
transition frequency of qubit 2 constant. (d) Two line cuts from (c) for the maximum
detuning (Φext=0) and zero detuning (Φext=-0.36) show the collective state of the
two transmons.



5.3 Scattering properties of two atoms in front of a mirror 73

the qubits response at large detunings, in Figure 4(d) in Paper V, we have plotted the
resonant line cuts for the zero detuning and for the large detunings together. We see
that the behaviour of the collective state is different from the single qubits.

As mentioned before, these systems despite the simple geometry contain very
rich physics. The full interpretation of the collective state and the photon-mediated
coupling between the atoms requires more in depth theory efforts. In Paper V, have
shown the preliminary interpretation of the data thanks to the efforts by Sankar Ra-
man Sathyamoorthy and Göran Johansson who developed the theory for this system.

We have presented the preliminary results for characterization of a system con-
sists of two atoms in front of a mirror. We have shown that we have a full control over
the system to change the detuning between the transition frequencies of two atoms.
We have observed that for large detunings the atoms shows the same behaviour sim-
ilar to a single atom in front of a mirror but for zero detuning they form a collective
state which shows different behaviour from each atom. This system is promising
platform to study quantum optics for multiple atoms.
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Appendix I

Recipes for sample fabrication

Fabrication of gold pads (large structures)
• Spin-coat HDMS at 3000 RPM for 1 min. Bake for 1 min. at 110◦C.

• Spin-coat LOR 3B at 3000 RPM for 1 min. Bake for 5 min. at 200◦C.

• Spin-coat S1813 at 3000 RPM for 1 min. Bake for 2 min. at 110◦C.

• Expose for 8.5 sec. in ”low-vacuum” mode and with gap of 20 µm in MA6
mask aligner.

• Develop the photo resist in MF319 for 30 sec., rinse it in QDR bath and
blowdry with N2.

• Ash for 10 sec. (optional).

• Deposit trilayer of Ti(3-5 nm)-Au(85 nm)-Pd(10 nm) in an evaporator.

• Liftoff can be performed in 1165-remover at 75 ◦C for about 45 min.

E-beam lithography (two layer resist)
• Spin-coat MMa(8.5)PMMA EL10 in two steps: first at 500 RPM for 5 sec.

and then at 2000 RPM for 45 sec.

• Bake for 5 min. at 170◦C.

• Spin-coat ZEP 520A 1:2 Anisole at 1500 RPM for 45 sec.

• Bake for 5 min. at 150◦C.

• Expose with JEOL at 100 kV.

• Develop the top layer in O-xylene for about 1-2 min (usually performed for
the whole wafer). Develop the top layer in O-xylene for about 1-2 min.

• Develop the bottom layer in H2O/IPA (1:4) for about 10 min (separately per-
formed for different chips to tune the undercut profile)
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• Rinse it in IPA and blowdry with N2.

• Ash for 10 sec. (optional).

E-beam lithography (trilayer resist)
• Spin-coat MMA(8.5)PMMA EL10 at 6000 RPM for 1 min. (resist thickness

of about 320 nm).

• Bake for 15 min. at 170◦C.

• Evaporate 15-30 nm of germanium in a thermal evaporator.

• Spin-coat ZEP 520A 1:2 Anisole at 2000 RPM for 1 min. (resist thickness of
about 100 nm)

• Bake for 5 min. at 170◦C.

• Expose with JEOL at 100 kV (for SETs with doses about ∼350µC/cm2).

• Develop the top layer in Hexyl acetate for for 1 min.

• Etch with a low-pressure CF4 plasma for about 30 sec. in 404 Oxford Plas-
malab.

• For the undercut profile, ash for about 20 min. in Batchtop.

• After this, the chip is ready for shadow evaporation in Plassys aluminum evap-
orator.

Charge dissipation layer for insulating substrates
• Spin-coat Espacer 300 Z at 2000 RPM for 1 min.

• Bake for 1 min. at 90◦C.

• Directly after the e-beam develop (dissolve) in water for 30 sec.

Shadow evaporation of aluminium
The majority of the samples in this thesis were made in Plassys aluminum evapo-
rator. The evaporation angle and the oxidation time vary with the resist thickness
and the intended resistance of the junctions. We normally used 30 nm and 50 nm
of aluminium in each evaporation step and oxidize around 40 min in pressure of 0.2
mbar.

For the liftoff of excess aluminum after the evaporation, we used 1165 remover
at 70◦C and rinsed afterwards in IPA and Methanol.
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