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Abstract

Numerical calculations were carried out on the high-lift three-element
airfoil at the freestream Mach number of M∞ = 0.15. The flow around
three-element airfoil was computed using an explicit algebraic Reynolds stress
(EARSM) formulation coupled with the standard k − ω model, which was
applied to high lift configuration. Moreover, Spalart-Allmaras (S-A), PDH
LRN k − ω model, and Menter SST k − ω models were used to investigate
the ability of turbulence models in predicting the complex flow-field. Four
different angles of attack at α = 6◦, α = 6.75◦, α = 7.05◦ and α = 7.5◦ were
examined to correct the angle of attack for numerical computations in order
to get the best agreement with wind-tunnel experimental data.

The computations were compared with experimental data and the ability
of the models to predict the flow-field phenomena such as flow separation in-
duced by adverse pressure gradient was examined. In steady two-dimension
simulation, the S-A and PDH LRN k − ω turbulence models showed better
behavior compared with the Hellsten k − ω and Menter SST k − ω mod-
els, whereas the other models under-predict the pressure distribution on the
suction side of the airfoil. The ability of models to predict the trailing edge
separation was investigate and the results obtained respectively with the S-A
model and the PDH LRN k − ω models were in good agreement with ex-
perimental data, but other models have predicted an early separation on the
flap. At the end of the project a laminar area was prescribed on the lead-
ing edge of each element and the flow was computed with local transition
prescribed. The Menter SST model produced poor results and the flow is
completely separated over the flap. Other models predict higher peak pres-
sure on the suction side of the airfoil (higher lift force) and the results with
this assumption were more consistent with experimental data.

Keywords: Multi-element airfoil, turbulent flow, turbulence mod-
els, flow separation, local transition, CFD Edge solver
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Nomenclature

Upper-case Roman

Cl Lift force coefficient
Cd Drag force coefficient
Cm Pitching moment coefficient
Cf Skin friction coefficient
Cp Pressure coefficient
Fd Drag force
Fl Lift force
M Mach number
T Temperature
R Gas constant
U Streamwise mean velocity

Lower-case Roman

n Normal direction
c Chord length
p Pressure
x Streamwise direction
k Turbulence kinetic energy
q Velocity
Upper-case Greek

Ω Vorticity

Lower-case Greek

τw Wall shear stress
µ Dynamic viscosity
ν Kinematic viscosity
ρ Density
µt Turbulence dynamic viscosity
νt Turbulence kinematic viscosity
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Abbreviations

S-A Spalart-Allmaras
ZPG Zero Pressure Gradient
RANS Reynolds Average Navier-Stokes
Re Reynolds number
DNS Direct Numerical Simulation
EARSM Explicit Algebraic Reynolds Stress Model
AoA Angle of Attack

subscripts

∞ Freestream
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Chapter 1

Theory

1.1 Turbulence models

Turbulence models based on the RANS approach are used for analyzing
and simulating the flow-field around the high-lift multi-element airfoil. These
models are: the EARSM + Hellsten k-ω model, the Spalart-Allmaras model,
the Menter SST k-ω model and the Peng-Davidson-Holmberg (PDH) LRN
k-ω model.

In this part four RANS turbulence models which are used for steady two
dimensional simulations are explained and some details and advancements of
these models will be reviewed.

1.1.1 EARSM + Hellsten k-ω model

Turbulence models which are used in aerodynamic applications are usu-
ally developed based on the two transport equations for calculating turbu-
lence scales. The Reynolds stress tensor is modeled based on the Boussinesq
assumption which relates the turbulent stresses to the mean strain rate ten-
sor. This relation is usually linear in many eddy-viscosity based models
and may become awkward in modeling of complex flow. Flow around the
multi-element airfoil is usually characterized by boundary layer transition,
confluence of boundary layer, boundary layer separation and trailing wakes
[1]. In such cases advanced turbulence models are needed for reliable predic-
tions of the flow field. Reynolds-stress model (RSM) covers a wider range
of applications because modeled transport equation is solved for each stress,
but it is rather complicated for industrial aerodynamic designs. However, it
is possible to extend the application of two-equation models by using more
advanced nonlinear equation for modeling the Reynolds stress. Explicit Al-
gebraic Reynolds stress Model (EARSM) is a suitable nonlinear constitutive
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model which can be used with two-equation models.

The Hellsten k−ω model is designed for aerodynamic problems especially
for high-lift aerodynamics and concentrate on the boundary layer under ad-
verse pressure gradient, wake and mixing layer which are the dominant phe-
nomena in high-lift aerodynamics [2]. The new model uses (EARSM) as a
constitutive equation to make a relation between Reynolds stress and mean-
velocity gradient. Moreover, the scale determining model is based on the k−ω
formulation and model equations are similar to Menter’s k − ω model, but
the model is recalibrated by focusing on the aerodynamics applications. In
order to avoid discrepancies between numerical simulation and experimental
data, Hellesten suggested that diffusion coefficient of k needs a stricter limit,
namely σk > 1, when EARSM is used as a constitutive model, but when
linear constitutive equation is used it is enough to have σk > 0.5. Before
calibrating the model, he investigated three main constrains based on the
model behavior near edges of shear layers by considering that Cµ coefficient
is variable in the nonlinear constitutive modeling. He found the following
relations:

σw − σk + σd > 0

σk − σd > 0

σk > 1

In reference [2], Hellsten mentioned that ”the most of the existing k − ω
models do not satisfy equations the above constrains” and this will leads to
the unphysical sensitivity to the freestream values. This sensitivity happens
when σk = σw and σd = 0. Hellsten calibrated the model coefficients based
on the different cases like zero-pressure-gradient (ZPG) and adverse pressure
gradient, fully developed plane channel flow, plane far wakes and mixing
layer.

Dρk

Dt
= τij

∂Ui

∂xj
− β∗ρkω +

∂

∂xk

[

(µ+ σkµt
∂k

∂xk
)

]

(1.1)

Dρω

Dt
= γ

ω

k
τij

∂Ui

∂xj
− βρω2 +

∂

∂xk

[

(µ+ σωµt
∂ω

∂xk
)

]

(1.2)

+ σd
ρ

ω
max

(

∂k

∂xk

∂ω

∂xk

; 0

)

µt = (Cµ/β
∗) (ρk/ω) (1.3)
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τij = µt

(

∂Ui

∂xj

+
∂Uj

∂xi

− 2

3

∂Uk

∂xk

δij

)

− 2

3
ρkδij − a

(ex)
ij ρk (1.4)

More details of equation derivation is explained in reference [2].

1.1.2 Menter SST k-ω model

Menter SST model is an eddy viscosity model which is a combination of
k − ε model and k − ω model. This model is mainly developed to perform
better in presence of adverse pressure gradient effect.

The k−ω model does not involve any damping function and is considered
to be superior especially in predicting the flow near the wall. The behavior
of the k − ω model is superior to the k − ε model in viscous sublayer and
logarithmic part of boundary layer [3]. However, in the wake region of the
boundary layer, the k − ε model is superior in comparison with the k − ω
model because the k−ω model has a very strong sensivity to the free stream
values specified for ω outside the boundary layer [3].

To achieve the desired features in the different regions, the standard high-
Reynolds-number version of the k-ε model will be transformed to a k − ω
formulation. It will then multiplied by a blending function (1 − F1) and
added to the original k − ω model times F1. Below the model equations are
presented.

Dρk

Dt
= τij

∂Ui

∂xj
− β∗ρωk +

∂

∂xj

[

(µ+ σkµt
∂k

∂xj
)

]

(1.5)

Dρω

Dt
=

γ

νt
τij

∂Ui

∂xj
− βρω2 +

∂

∂xj

[

(µ+ σωµt
∂ω

∂xj
)

]

(1.6)

+ 2 (1− F1) ρσω2
1

ω

∂k

∂xj

∂ω

∂xj

φ = F1φ1 + (1− F1)φ2 (1.7)

µt =
a1ρk

max (a1ω; ΩF2)
(1.8)

τij = µt

(

∂Ui

∂xj
+

∂Uj

∂xi
− 2

3

∂Uk

∂xk
δij

)

− 2

3
ρkδij (1.9)

More details about this models and closure coefficients are given in refer-
ence [3].
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1.1.3 Spalart-Allmaras one-equation model (S-A)

The Spalart-Allmaras (S-A) is a one equation turbulence model which
is written in term of the eddy viscosity. This model solves one transport
equation for a quantity which is equivalent to the eddy viscosity. Since
turbulence modeling in the context of RANS approach is characterized by
two scales, e.g. velocity and length scales, and the model only solves for one
property, additional information is needed. The Spalart-Allmaras model uses
the wall distance, that would be active through the complete boundary layer,
not only in the viscous sub layer. The model includes eight closure coefficients
and three damping functions. The equations are defined as follows:

Kinematic turbulent viscosity

µT = ρν̃fv1 (1.10)

Eddy viscosity equation

∂ρν̃

∂t
+Uj

∂ρν̃

∂xj
= cb1ρS̃ν̃−cw1fwρ

(

ν̃

d

)2

+
1

σ

∂

∂xk

[

(µ+ ρν̃)
∂ν̃

∂xk

]

+
cb2ρ

σ

∂ν̃

∂xk

∂ν̃

∂xk

(1.11)
Closure coefficients

cb1 = 0.1355, cb2 = 0.622, cv1 = 7.1, σ = 2/3

cw1 =
cb1
κ2

+
(1 + cb2)

σ
, cw2 = 0.31, cw3 = 0.33, κ = 0.41

Auxiliary Relations

fv1 =
χ3

χ3 + c3v1
, fv2 = 1− χ

1 + χfv1
, fw = g

[

1 + c6w3

g6 + c6w3

]1/6

χ =
ν̃

ν
, g = r + cw2

(

r6 − r
)

, r =
ν̃

S̃k2d2

S̃ = S +
ν̃

k2d2
fv2, S =

√

2ΩijΩij

Ωij =
1

2

(

∂Ui

∂xj

− ∂Uj

∂xi

)

More details about this model can be found in reference [4].
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1.1.4 Peng-Davidson-Holmberg (PDH) LRN k-ω model

This model was developed based on the k − ω formulation which has
advantages in comparison with low-Reynolds-number models based on the
k − ε formulation. Turbulence models which are developed based on the k-ε
formulation have a problem with specifying ε at the wall. Moreover, damping
functions used in LRN models usually rely on wall proximity variables. LRN
k− ε models may produce inaccurate predictions for turbulence recirculating
flows, such as for the flow around a multi-element airfoil[5].

The PDH LRN model is an improved form of the LRN k − ω model.
A turbulent cross diffusion term is added to the modeled ω equation, in
analogy to its viscous counterpart in the exact transport equation. The model
constants are re-established and new damping functions which are dependent
on the turbulent Reynolds number Rt are established in order to make the
model asymptotically consistent as the wall is approached. The modified
model has been calibrated in the channel flow, a backward facing step flow
with a large expansion ratio and recirculating flow in a ventilation enclosure
[5]. A summary of the model equations are presented in the following:

∂(ρUjk)

∂xj

= τij
∂Ui

∂xj

− ckfkρωk +
∂

∂xj

[(

µ+
µt

σk

)

∂k

∂xj

]

(1.12)

∂(ρUjω)

∂xj
= cω1fω

ω

k
τij

∂Ui

∂xj
− cω2ρω

2 (1.13)

+
∂

∂xj

[(

µ+
µt

σω

)

∂ω

∂xj

]

+ Cω
µt

k

(

∂k

∂xj

∂ω

∂xj

)

µt = cµfµ
ρk

ω
(1.14)

τij = µt

(

∂Ui

∂xj

+
∂Uj

∂xi

− 2

3

∂Uk

∂xk

δij

)

− 2

3
ρkδij (1.15)

More details can be found in reference [5].
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Chapter 2

Method

2.1 Criteria for comparison of turbulence mod-

els

Before starting to compare the obtained results from different turbulence
models, it is important to have a criteria for comparing these models. In
the context of steady aerodynamics, four main criterium will be presented
in order to have a basis for comparing turbulence models. Aerodynamic
flows are usually complex flows which are characterized by high Reynolds
number usually at the order of million, different range of Mach numbers
from subsonic condition during the landing and takeoff to supersonic case,
combination of different flow regimes like laminar and turbulent flow. The
flow is usually attached or separated at specific part of airfoil. When the angle
of attack is increased large-scale separation or unsteadiness often appear
in the flow. To predict the correct behavior of aerodynamic flows, it is
needed to compute the boundary layer, laminar-turbulence transitional onset,
transitional flow, separation point, separated flow, formation of shock and
shock-boundary-layer interaction [6]. In terms of the computational efficiency
with current computing capabilities and algorithms for solving the Navier-
Stokes equation, the most convenient way to predict the flow-field behavior
is the use of Reynolds Averaged Navier-Stokes (RANS) equation. By time
averaging the Navier-Stokes equation over a time interval which is much
longer than characteristic time-scales of turbulence, unknown terms appear
in the time-averaged equations which are Reynolds stresses. The RANS
equations include the effect of turbulence through Reynolds stresses. This
leads to the closure problem, for which a model is needed to predict the
behavior of Reynolds stresses and to close the RANS equation system.

RANS Turbulence models cover a wide range modeling formulation. It in-
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volves from algebraic models to more complex algebraic and different Reynolds
stress models. Moreover, turbulence models are often calibrated for specific
applications. For example, a turbulence model that gives good predictions
for attached flows around a single airfoil may produce erroneous results for
flow over a multi-element device. Sometimes the errors and discrepancies are
not related to turbulence models. Sometimes errors exist in experiments and
measurements and one should be ensure about the accuracy of experimental
data before compare it with numerical results. In the following four crite-
ria that should be considered before comparing the numerical result with
experimental data are presented briefly.

• Errors which are resulted from numerical methods should be less than
turbulence model errors. It is easier in this way to judge about the
accuracy of turbulence models when they are compared with experi-
mental data [6].

• The accuracy of experimental data should be in an accepted level oth-
erwise errors which are existed in experiments influence our judgement
on the accuracy of turbulence models [6].

• Numerical computation should be done with same condition as the
experimental data. It means that geometry and flow-field condition
of numerical simulation should be the same as the condition in which
experiments are conducted [6].

• Prescribing the laminar area should be considered in simulations. Using
the assumption of fully turbulent flow is inappropriate in many cases,
specially for high lift flows. In this cases the results depend on the
location of transition to turbulent and prediction of transition onset
may greatly affect the numerical results [6].

2.2 Case setup

2.2.1 General information about the EDGE

EDGE is a parallelized CFD flow solver system for solving 2D/3D vis-
cous/inviscid, compressible flow problems on unstructured grids with arbi-
trary elements [7]. EDGE is capable of solving the steady state flow as well
as performing time-accurate calculations for unsteady flows. This software
has also functions for aeroelastic and manoeuvres simulations. Converting
the file format, exporting the result for postprocessing are the other facilities
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of this software. EDGE solves the Reynolds Averaged NavierStokes com-
pressible equations. Different turbulence models can be used for simulations
using eddy viscosity models or using the Explicit Algebraic Reynolds Stress
(EARSM) models. More information about the discretization method and
convergence acceleration method can be found in reference [7].

Set up the simulation in EDGE software includes four main steps. First,
all required information is set in the input file. After that boundary condi-
tions are set based on the physics of the problem. Then preprocessor con-
structs the dual mesh and save all the geometrical data in a file that can be
read by flow solver. Finally, flow solver performs the calculations and the
obtained results are exported to visualization software to continue on post
processing of results.

2.2.2 Mesh information and setup procedure

Figure 2.1 shows the geometry of three-element airfoil which consists of
slat, main element and flap.

(a) (b)

Figure 2.1: Illustration of a three-element airfoil.

In the following a brief description of case setup is presented. The mesh
which used in the computation is a hybrid two dimensional mesh consisting
of quadrilateral mesh for the boundary layer and a triangle mesh for the
domain outside the boundary layer. The total number of the nodes is 204643
and the total number of the element is 323646.

Two different types of boundary conditions can be defined in the Edge
solver, weak and strong conditions. In the weak formulation the boundary
conditions are imposed through the flux and all unknowns on these bound-
aries are updated like any interior unknown. In the strong formulation the
values of the variables to solve are fixed. these pre-specified boundary values
are directly used and not considered as unknowns in the solution [7].
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In the present computations, the weak wall oundary condition was used.
Farfield boundary condition was selected for external boundary condition
and weak adiabatic was chosen for the walls. For farfield boundary condi-
tion, Characteristic boundary conditions are used. These boundary condi-
tions can be used for both subsonic and supersonic inflow and outflow where
the characteristics are either set from free stream quantities for ingoing char-
acteristics or extrapolated from the interior for outgoing characteristics [7].
More details and theory of this type of boundary condition can be found in
reference [7].

At an adiabatic wall there is no contribution from the viscous terms to
the energy equation since the temperature gradient is zero, ∂T

∂n
= 0 and hence

the boundary heat flux is set to zero for the total energy equation [7].

In order to solve the flow-field around the multi element airfoil, the
Navier-Stokes equations were solved and the air is assumed being calorically
gas for low Mach number (M = 0.15). Reynolds number Re = 2.094 × 106

and the dynamic viscosity was set to 2.92 × 10−5. Free stream pressure is
equal to 100 × 103. Free stream velocity was calculated based on the free
stream temperature and Mach number via the following equation:

M∞ =
q∞√
γRT∞

(2.1)

where T = 291.85◦K. From the above equation the free stream velocity
q∞ = 51.36m/s. The velocity decomposed in x and y direction (U∞ and
V∞ components, and q∞ =

√

U2
∞
+ V 2

∞
) are set by considering the angle of

attack.

The 2nd order central scheme was chosen for spatial discretization. Since
the central scheme cannot recognize the direction of the flow (because of the
averaging method), this scheme may become numerically unstable and the
oscillation may happen. Therefore, the so-called artificial dissipation has to
be added for stabilization. In the EDGE this can be done through the terms
called VIS2 and VIS4. VIS4 is used for the general numerical dissipation
and is set in the present computations to V IS4 = 0.02− 0.03. VIS2 is used
for shock discontinuity, of which the function is switched of for low-Mach-
number subsonic flows by setting a small value below 0.5. The 2nd-order
central scheme, as compared to the upwind differencing methods, introduces
less numerical dissipation and is expected to produce better resolution of
turbulent variables [8].
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2.3 Description of analyzed variables

Mainly two variables are used to analyzed the obtained result from EDGE
software, pressure coefficient which is shown by Cp and friction coefficient
which is referred to it as a Cf . In the following, these two variables will be
explained. Moreover, pitching moment coefficient, Cm, is briefly explained.

2.3.1 Pressure Coefficient

The aerodynamic performance of an airfoil section can be studied through
the surface pressure coefficient which is usually expressed as a pressure coeffi-
cient Cp [9]. Cp can be explained as a difference between local static pressure
and free stream pressure which is normalized by dynamic pressure. The pres-
sure coefficient, Cp, is defined as [10]:

Cp =
p− p∞
1
2
ρq2

∞

(2.2)

For an airfoil, the area between the graph of Cp is the lift coefficient and
can be expressed mathematically as the integral of pressure coefficient.

It is possible to present the Cp in term of the velocity for incompressible
potential flows [10]. Flow passes over an object with p∞ and q∞. If an
arbitrary point in the flow with velocity q and pressure p is selected, using
the Bernoulli equation we have:

p∞ +
1

2
ρq2

∞
= p+

1

2
ρq2 (2.3)

The above equation can be written as a follow:

p− p∞ =
1

2
ρ
(

q2
∞
− q2

)

(2.4)

By substituting Eq. 2.4 into Eq. 2.2 we will have to following expression:

Cp =
p− p∞
1
2
ρq2

∞

=
1
2
ρ (q2

∞
− q2)

1
2
ρq2

∞

Cp = 1−
(

q

q∞

)2

(2.5)
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2.3.2 Friction coefficient and separation phenomena

Flow separation can be traced by the shear stress and adverse pressure
gradient.

Shear stress can be expressed as a τ = µ
(

∂u
∂y

)

. Near the wall, shear stress

is due to the viscosity and call it as a wall shear stress τw. It also known as a
surface friction stress or skin friction.[10]. This friction effect can slow down
the flow field and, consequently, resulting flow separation.

Another phenomena which leads to separation of the flow is called ad-
verse pressure gradient. In this situation pressure is higher downstream of
the flow and causes the flow-field to slow down and at the separation point
velocity goes to zero and after that flow starts to retard toward the lower
pressure region and the flow takes the form of eddies and vortices and create
a recirculation region downstream of the surface. Moreover, when the flow
starts to slow down the thickness of the boundary layer should be increased
in order to satisfy the continuity equation [10].

By knowing the velocity profile of the boundary layer, the surface (or skin)
friction can be calculated. The Eq. 2.6 for skin friction stress is based on
a non dimension local skin-friction coefficient, the Cf , and has the following
form:

τw = Cf
1

2
ρq2

∞
(2.6)

where q∞ is the freestream velocity. Eq. 2.6 can be rewritten based on the
Cf . We will have:

Cf =
τw

1
2
ρq2

∞

(2.7)

The separation phenomena can be analyzed by using the skin friction
coefficient. When the flow become detached, the wall shear stress or skin
friction stress goes to zero. Hence the Cf will be zero. Some important notes
about the Cf can be summarized as the follow:

• Cf is a strong function of Reynolds number, where Re is defined based
on the airfoil chord length. The Cf decreases as the Reynolds number
increases.

• Magnitude of the Cf depends on the regime of the flow where it is
turbulent or laminar. For the same Reynolds number, the Cf has the
higher value in turbulent flow in compare with laminar flow.
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2.3.3 Pitching moment coefficient

Pitching moment coefficient can be studied in order to have a better
understanding of longitudinal static stability. The Cm is defined in Eq. 2.8:

Cm =
M

1
2
ρq2

∞
Sc̄

(2.8)

where M is an aerodynamic moment, S is the plain area and c̄ is the wing
chord [11]. Pitching moment is, by convention, considered to be positive when
it acts to pitch the airfoil in the nose-up direction.

Longitudinal static stability can be expressed as the stability of an air-
craft in the longitudinal direction when aircraft is in the established condi-
tion. This factor specifies if the aircraft will be able to fly as intended. The
low pitching moment coefficient is desirable because it means more stable
condition. As this coefficient increases the stability of the aircraft will be
reduced.

2.3.4 Prescribed local transition

Local laminar-turbulent transition arises in many aerodynamic applica-
tion, and its treatment in CFD modeling may greatly affect the simulation
accuracy. As it was mentioned before, errors in numerical simulations is not
always related to turbulence model itself. the prediction of high-lift flow is
sensitive to prescribing the laminar area or considering the effect of transition
to turbulence.

Reference [12] categorized the origin of the transition phenomena in to the
three types. In aerodynamic application transition happens because of flow
instability. Transition happens in turbomachinery because of high level of
turbulence in the free stream coming from the upstream blade rows. Finally
transition can formed because of the effect of adverse pressure gradient which
leads to separation induced transition [12].

Numerical analysis of laminar-turbulence transition can usually be under-
taken by means of three major methods, transition prescription, transition
prediction and the physical modeling of transitional flow [13]. The approach
we follow here is the transition prescription which means the laminar area
which has already obtained by theoretical analysis, applied to the RANS flow
solver. Therefore, all grid points in the boundary layer upstream of transi-
tion line is considered as a laminar flow and downstream of transition line
considered as a turbulent flow. Figure 3.30 shows the laminar area around
each element of high lift configuration. The laminar region was specified
based on the theoretical calculation according to experiment.
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Figure 2.2: Illustration of specified laminar area around the high lift config-
uration

Depending on the turbulence models used in RANS solver, the laminar
area is obtained by manipulating certain turbulence quantities. For alge-
braic turbulence models, the eddy viscosity µt is set to zero in laminar re-
gions, µt,lam = 0 [14]. For turbulence models with transport equations, the
turbulence generation term of the model, Sφ, are controlled in such a way
that:

Sφ(P )lam = 0

where P denotes the current grid point [13].
In EDGE code, the laminar region was obtained by setting the production

term in the turbulent kinetic energy equal to zero for two-equation models.
For the Spalart-Allmaras (S-A) model, laminar region was obtained by set-
ting the production term in ν̃t equal to zero. Transition was specified via
the file that contained the specification of the laminar region, and set in the
preprocessor part of the input file.

14



Chapter 3

Numerical Results and
discussion

In order to analysis the flow around the high-lift device with different tur-
bulence model, different case have been set up and compared using the EDGE
software. The predicted pressure distribution around the multi-element air-
foil is first presented and compared with available experimental data. Based
on the comparison, several turbulence models are then selected and compar-
ison of the pressure distribution were done for a range of different angles of
attack. Another important phenomenon examined in modeling is the flow
separation over the flap trailing edge. The friction coefficient was illustrated
for different turbulence models and the ability of these models to predict flow
separation has been analyzed. Finally we will highlight the velocity field and
turbulence viscosity to have a better understanding of turbulence modeling.

3.1 Results at angle of attack, α = 7.05◦

α = 7.05 is the angle of attack which is used in the wind tunnel test.
Figures 3.1a to 3.1d show the contour plot of Mach number for three tur-
bulence models used for simulation, EARSM + Hellsten k − ω, Menter SST
k − ω and Spalart-Allmaras (S-A) models. It is more convenient to see the
behavior of the flow-field around the three element airfoil via the contour
plot. The region of high speed flow at the leading edge of the wing can be
seen easily. Moreover, the lower part of all elements shows the low speed
region also in the separation area near the trailing edge of the flap.
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(a) Hellsten k-ω model

(b) Menter SST model

(c) S-A model

(d) PDH model

Figure 3.1: Contours of Mach number for four turbulence models
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(a) Hellsten k-ω model

(b) Menter SST model

(c) S-A model

(d) PDH model

Figure 3.2: Contours of pressure coefficient Cp for four turbulence models

The pressure distribution is depicted in Figures 3.2a to 3.2d. The low
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pressure area at the leading edge of the wing and generally over the upper
surface of the wing is obvious. These contour plots are useful to understand
the physics of the problem and general behavior of the flow. The more exact
analysis is done by focusing on the aerodynamic coefficients like Cp and Cf

and the flow-field is analyzed through these variables.

Figure 3.3 shows the surface pressure coefficient distribution around the
multi-element airfoil. The angle of attack for this case is equal to 7.05◦

and results obtained with the S-A model, the EARSM + Hellsten k − ω
and the Menter SST turbulence models with fully turbulent assumption are
shown and compared with the experimental data. Surface pressure coefficient
distribution is displayed for the three elements in the same Figure and the x
direction is normalized by the retracted chord length.
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Figure 3.3: Comparison of pressure coefficient for different turbulence mod-
els, α = 7.05◦

The Cp is plotted with negative values, so the upper surface of the airfoil
corresponds to the upper part of the curve. It can be understood from Figure
3.3 that Cp starts from one at the stagnation point and after that it increases
on both upper and lower parts of the airfoil (pressure decreases). The peak
on the pressure distribution graph corresponds to the maximum value of the
velocity. The region after the peak is called pressure recovery region. In this
region pressure starts to increase from its minimum value; this region also
corresponds to the adverse pressure gradient region. The adverse pressure
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gradient may lead to boundary layer separation [9] as we will discuss in
detail later. The pressure distribution around the trailing edge is related to
the shape and thickness of the airfoil trailing edge.

In general, computed pressure on the upper surface of the slat in Figure
3.3 for S-A model is lower than the experimental values but the tendency
of pressure profile for S-A model is more accurate in comparison with other
models. The EARSM + Hellsten k−ω and The Menter SST models predict
higher suction pressure in comparison with experimental data. Note that the
S-A model solution shows a higher suction peak in −Cp than the other two
models which are based on the k − ω formulation. This difference is largely
responsible for the differences in predictions of drag and lift. The obtained
result from PDH LRN model shows a good agreement with experimental data
on both upper and lower part of the slat. The slat produces a thrust force
since it is deflected downward and the suction surface faces forward. However,
higher computed suction level on the flap pull in the opposite direction,
partially canceling the slat contribution.

Table 3.1: Comparison of drag coefficient for different turbulence models at
α = 7.05◦

Coefficient element Models

S-A Menter SST Hellsten k-ω PDH

slat upper part -0.192 -0.108 -0.10 -0.15

Cd slat lower part 0.0055 0.035 0.038 0.020

Total -0.18 -0.072 -0.062 -0.136

Table 3.1 shows the comparison of drag force of the slat for the S-A model,
the Hellsten k − ω model and the Menter SST model.

On the lower side of the slat, the S-A model predicts lower pressure than
the experimental data. The Hellsten k − ω model and Menter SST model
predict higher pressure in comparison with experimental data. Moreover,
the location of the stagnation point is not the same for all of the turbulence
models. Stagnation point of the S-A model is located rearward in comparison
with the other two models as can be seen from Figure 3.4.

The main-element (wing) pressure distribution has a large suction peak
near the leading edge followed by a pressure recovery region and then leveling
off into a flap suction side. Note that the pressure does not recover back to
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Figure 3.4: Stagnation point on the slat for different turbulence models,
α = 7.05◦

the freestream level since the trailing edge is adjacent to the flap suction
peak. The same trend as for the slat is observed here. The S-A model
predicts lower pressure on the upper surface of main element, whereas the
other k − ω models predict higher suction pressure on the upper surface in
comparison with the experimental data. This difference is more obvious near
the leading edge of the main element. The acceleration of the flow predicted
by S-A model is stronger than the Hellsten k−ω and the Menter SST models.
The PDH LRN model has predicted a flow field that is more consistent with
experimental observation, as compared with the other models considered.

This over-prediction of the suction peak correlates with values predicted
for the lift coefficient. The S-A model which produces the highest suction
peak, yields the highest value for the Cl. The Hellsten k − ω model which
predicts the lowest suction peak, yields the lowest value for the Cl. Table
3.2 shows the obtained values for lift force and lift coefficient for different
turbulence models.

Finally, on the flap region pressure distribution shows the peak on the
leading edge and as it was mentioned previously, a high suction level of
pressure on the flap will cancel the thrust effect of the slat and pull in the
opposite direction. Predicted suction peak on the flap is higher for S-A
model and other models predicted higher surface pressure distribution in
compare with experimental data. Another interesting phenomenon which
can be explained through the pressure distribution is the flow separation.
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Table 3.2: Comparison of lift coefficient for different turbulence models and
α = 7.05◦

Variable Element Models

S-A Menter SST Hellsten k-ω PDH

Slat 0.31 0.19 0.18 0.26

Cl Wing 2.44 2.00 1.95 2.27

Flap 0.40 0.28 0.26 0.34

Total 3.16 2.47 2.40 2.87

The pressure distribution on the flap, as shown in Figure 3.3 reveals that
onset of flow separation takes place at different location upon the turbulence
model used. When the line of the pressure distribution become constant it
means that the flow is separated from the surface. This phenomena will be
discussed in detail in the following.

It is important to understand the contribution of the viscosity and pres-
sure in lift and drag coefficient. Table 3.3 shows contribution of these vari-
ables in lift and drag coefficient. A comparison is made for lift and drag
coefficients predicted by three different turbulence models. The angle of
attack α = 7.05◦ and free stream Mach number M = 0.15.

Figure 3.5 shows the distribution of skin friction coefficient around the
multi-element airfoil. An observation of the skin friction in the upper part
is more interesting, since the boundary layer separation occurs on the up-
per surface and the simulation of boundary layer is often more sensitive to
turbulence modeling.

It can be seen clearly from Figure 3.5 that the Cf predicted by S-A model
is higher than by the other two models. It means that S-A model predicts
higher wall shear stress than the other two k − ω models. At high Reynolds
number, say 106, skin friction drag is relatively small, for example in order
of 10−2 here.

The Cf distribution in Figure 3.5 display an expected trend starting from
high value at the leading edge due to the high velocity flow and thin bound-
ary layer. After this region and moving further down, the values of Cf is
decreasing due to the increase in boundary layer thickness and reducing the
flow velocity. It is expected that the Cf drops near the trailing edge of the
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Table 3.3: Contribution of pressure and viscosity in the lift and drag coeffi-
cient for different turbulence models, α = 7.05◦

Coefficient Component Models

S-A Menter SST Hellsten k-ω

viscous part 0.00142 0.00155 0.00169

Cl pressure part 3.16 2.47 2.40

Total 3.16 2.47 2.40

viscous part 0.143 0.0114 0.0116

Cd pressure part 0.0439 0.0641 0.0646

Total 0.0583 0.0756 0.0762

main element but because the suction peak of the flap is located near the
trailing edge of the main element, it keeps the trailing edge velocity large
and have produced a flat Cf distribution.

The last part of the Cf distribution located approximately between x/c =
0.88 to x/c = 1.1 is the distribution of skin friction coefficient around the
flap. As it was mentioned before, when distribution of pressure coefficient
around a body becomes constant, the flow is separated. This phenomenon
can be understood better by looking at skin friction coefficient. When the
flow-field becomes detached, the wall shear stress goes to zero. Separation
point is the location where Cf = 0 and negative value of Cf indicates the
subsequent separation bubble. Again, we take a closer look at the pressure
distribution on the flap which is shown in Figure 3.6. Figure 3.6 shows
that the two turbulence models based on the k − ω approach predict an
early separation on the flap approximately at x/c = 0.97 and there is a
poor agreement between numerical result and experimental data. However,
the result of S-A model is more consistent with experimental data and it
predicts the separation at x/c = 1.07.

By means of Equation 3.1 and Figure 3.5 the separation length is esti-
mated:

Ls =
Xtf −Xsf

Xtf −Xlf
(3.1)
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Figure 3.5: Comparison of skin friction coefficient in streamwise direction for
different turbulence models. α = 7.05◦
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(a) Surface pressure distribution
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(b) Skin friction distribution

Figure 3.6: Cp and Cf over the flap, α=7.05◦

Xtf : x-coordinate at the flap trailing edge.

Xlf : x-coordinate at the flap leading edge.

Xsf : x-coordinate at the flap separation point.
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Table 3.4: Flow separation on the flap based on the flap chord

Experiment Models

S-A PDH LRN Menter SST Hellsten k-ω

– 25% 29% 64% 65%

The results are summarized in table 3.4. These values indicate the sep-
aration length from the trailing edge of the flap. As can be seen from table
3.4, S-A model predicted the smallest reverse flow area in compare with the
other models. This fact can be seen better from the velocity streamlines over
the flap which are displayed in Figure 3.7 for different turbulence models.

Figure 3.7 shows the separation bubbles on the flap for different the tur-
bulence models. It is obvious from Figure 3.7 that the recirculation zone
predicted by S-A model is the smallest one between these models. Hence,
the surface pressure on the suction side computed by the S-A model is the
highest among these models. The Hellsten k − ω model predicts the largest
recirculating area and separation starts from 35% of the flap chord length
from the leading edge which is not in agreement with experiment. Therefore,
pressure distribution obtained from this model has the lowest value between
these models. However, because of the lack of experimental data for the skin
friction coefficient, Cf , it is difficult to judge about the superior turbulence
model in predicting the adverse pressure gradient. However, by looking at
the pressure distribution around the flap, Figure 3.6, it can be seen that the
S-A model result is more consistent to experimental data near the trailing
edge of the flap where the flow becomes separated. Therefore, it seems that
the S-A model predicts the separation better than the other two turbulence
models which are based on the k − ω formulation.
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(a) Hellsten k-ω model

(b) Menter SST model

(c) S-A model

(d) PDH LRN model

Figure 3.7: Illustration of streamlines obtained from different turbulence
models over the flap
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3.2 Effect of changing the angle of attack

Another comparison was made for different angles of attack using the
same turbulence models. For this case three different angles of attack are
chosen: 6.75◦, 7.05◦ and 7.5◦. The other variables like Mach number and
Reynolds number did not change.

Based on the test case description of the present high-lift device prepared
by DLR, it was mentioned that for incidence angles α smaller or equal to 9◦

the flow remains attached on the wind tunnel side walls until the position
on the flap where separation occurs. Therefore, the correction of the angle
of attack to take into account the effects of the wind tunnel side walls for
numerical simulation in 2D are less than 1◦. In order to find the correct angle
of attack a series of RANS simulation were performed. Experimental data is
obtained for the angle of attack equal to 7.05◦ hence, the correction for angle
of attack was done based on the mentioned criteria and angles of attack at
6.75◦, 7.05◦ and 7.5◦ were selected and the comparison of pressure coefficient
for different angles of attack with experimental data are shown in figures 3.8,
3.10 and 3.11.

However, recently it was proposed by DLR that the angle of attack at 6◦

is the corrected angle by considering the effect of the wind tunnel side wall.
Hence, the simulations were repeated for new angle of attack and the results
are shown in Figures 3.12 and 3.13.
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Figure 3.8: Comparison of surface pressure distribution

From Figure 3.8 it can be understood that when the angle of attack is
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increased, the suction peaks will increase. It means that the area under the
graph of Cp is increasing and this will lead to higher lift force. Moreover,
pressure coefficient varies more on the top of the airfoil than on the lower
part and the most noticeable part is the leading edge of the slat and the main
wing. In these parts the flow accelerated because of the favorable pressure
gradient, the pressure decreases and the flow-field velocity increases.

As the α, angle of attack of the three-element airfoil is increased, the
point of minimum pressure (suction peak) moves toward the leading edge.
The pressure increases along the streamwise direction. The resulting adverse
pressure gradient may induce boundary layer separation. The flow separa-
tion significantly modifies the pressure distribution along the surface and,
consequently, the lift and drag characteristics.

Suction pressure level of the flap upper surface in Figure 3.8 did not
change significantly from the α = 6.75◦ to α = 7.5◦. Since flap is located in
the downwash from the main element, its local angle of attack stays nearly
constant throughout the range of angles of attack considered in this report.

The stagnation location greatly affects the suction peak. This can be seen
in the slat pressure distribution where the solutions with the higher suction
peaks have a more rearward stagnation point. Small errors in the stagnation
point prediction can lead to large suction differences. A high resolution mesh
around the stagnation point can prevents the mentioned problem.

Stagnation point is changed by changing the angle of attack. At large
angles of attack the stagnation point moves further downstream to the lower
side of the airfoil and increases the pressure on the lower surface [11]. This
fact can be well understood by looking at figures 3.9a and 3.9b which shows
the stagnation point on the slat for angle of attack at 6◦ and 7.5◦ respectively.

Figures 3.10 and 3.11 show the surface pressure distribution for the Menter
SST and S-A models.

The behavior of the Menter SST and the Hellsten k − ω models are
different in comparison with the S-A model. The first two mentioned model
under predicted the suction peak and hence, in order to find the corrected
angle of attack based on the wind tunnel side wall effect, angle of attack
should be increased which increases the adverse pressure gradient effect and
therefore, these models are not suitable for conducting further simulations.
However, S-A model over predicted the suction peak and by reducing the
angle of attack it will be possible to find the corrected angle of attack based
on the wind tunnel side wall effect. Figure 3.12 shows the surface pressure
distribution for angle of attack of 6◦. The obtained numerical results are in
good agreement with experimental data.

The same procedure has been taken for the PDH LRN model and the
results are displayed in Figure 3.13. The obtained result for this models
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(a) α = 6◦ (b) α = 7.5◦

Figure 3.9: Stagnation point on the slat for α = 6◦ and α = 7.5◦ for S-A
model
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Figure 3.10: Comparison of surface pressure distribution

shows that surface pressure distribution under predicted when angle of attack
equal to 6◦ is chosen. Prescribing the laminar area in this case might improve
the consistency with experimental data.

Changing the angle of attack also has an effect on the lift and drag co-
efficient. Table 3.5 shows values of Cl, Cd and Cm for the three turbulence
models and different angle of attack which were examined for this case.

Figure 3.14 shows the distribution of skin friction coefficient which is
obtained from the Hellsten k − ω model for three different angles of attack.
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Figure 3.11: Comparison of surface pressure distribution
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Figure 3.12: Surface pressure distribution for S-A model α = 6◦

Cf rapidly increases from a negative value at the stagnation point to a peak
shortly down stream of the leading edge. This rapid increase is due to the
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Figure 3.13: Surface pressure distribution for PDH LRN model α = 6◦

Table 3.5: Comparison of lift and drag coefficient for different angles of attack

Coefficient α Models

S-A Menter SST Hellsten k − ω

6.75 ◦α 3.12 2.43 2.37

Cl 7.05 ◦α 3.16 2.47 2.40

7.5 ◦α 3.23 2.52 2.45

6.75 ◦α 0.058 0.075 0.076

Cd 7.05 ◦α 0.058 0.075 0.076

7.5 ◦α 0.059 0.076 0.077

rapidly increasing velocity as the flow outer the boundary layer expands
around the leading edge. After the peak, Cf starts to decrease uniformly. It
was the general behavior of the Cf graph.

Value of Cf at the angle of attack equal to 7.5◦ is higher than the other
angles of attack at the leading edge, but the tendency is vice versa at the
trailing edge. The value of Cf at the angle of attack 7.5◦ is smaller than the
other two angles of attack. Figure 3.15a and Figure 3.15b show a zoom of Cf
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Figure 3.14: Comparison of friction coefficient in streamwise direction.

at the leading edge and the trailing edge. However, when the angle of attack
is changed, the differences between the obtained results for Cf at different
angles of attack is not as sensible as the Cp. Figures 3.16a and 3.16b show
the distribution of skin friction coefficient for S-A model and Menter SST
model. As it can be seen from these figures, changing the angle of attack
does not have a considerable effect on Cf .
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(b) Trailing edge

Figure 3.15: Friction coefficient in streamwise direction for Hellsten k-ω
model
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(a) S-A model
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(b) Menter SST model

Figure 3.16: Friction coefficient in streamwise direction for S-A model and
Menter SST model
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3.3 Computation with Local prescribed tran-

sition

The computation in the present report have been carried out for Reynolds
number Re = 2.094×106 and α = 7.05◦. Here the obtained results with local
prescribed transition for different turbulence models are compared with fully
turbulent assumption results and difference will be explained.
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Figure 3.17: Comparison of surface pressure distribution

Figures 3.17 and 3.18 show the pressure distribution around the multi-
element airfoil for the Hellsten k − ω model and the S-A model. Angle of
attack for this case α = 7.05◦ and the other variables are the same as the
previous simulations. As we expected, the suction peak which is obtained
by laminar prescribed transition is higher than fully turbulent assumption
because of the existence of a laminar region. The agreement between the
experimental data and numerical simulation is improved when the assump-
tion of laminar-turbulent transition is incorporated into the simulation. In
Figure 3.17 the suction peaks on the main element and the flap are increased,
but still under predicted by Hellsten k − ω model. However, there is no big
difference in the obtained result from the Hellsten k − ω with fully turbu-
lent assumption and with the local prescribed transition and they match in
a large part of the main airfoil and the flap. There is a small difference
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Figure 3.18: Comparison of surface pressure distribution

in predicted separation point when laminar area is prescribed in compari-
son with fully turbulent assumption. The computation with prescribed local
transition shows an early separation in comparison with the full-turbulence
simulation.

Figure 3.18 shows the pressure coefficient for the S-A model. Larger values
for the pressure coefficient are obtained by assumption of local prescribed
transition, but the differences between the experimental data and transition
calculation is more considerable than the Hellsten k−ω model. The suction
peaks on all elements is over estimated and the results quantitatively does
not agree well with the experiment on the slat and the main airfoil, and even
exhibits higher deviations than the Cp distribution with a fully turbulent
computation, especially on the upper side. The reason can be explained
by considering the selected angle of attack. The angle of attack 7.05◦ was
measured in wind-tunnel test, which needs to be corrected in computations
with free flight conditions as in the present work. The discrepancies may be
reduced if a corrected and smaller angle of attack is used.

The predicted flow separation over the flap trailing edge is changed for the
S-A model when the assumption of local prescribed transition is used. When
laminar-turbulent transition is prescribed, the separation point is delayed
and becomes closer to the trailing edge. Moreover, the separation length
is smaller than the case of fully turbulent assumption. Figure 3.19 shows
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the separation on the flap for transition computation and fully turbulent
computation.

X
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(a) Transition computation
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Z

(b) Fully turbulent computation

Figure 3.19: Comparison of recirculation area over the flap for the S-A model

Another turbulence model which is used to investigate the effect of laminar-
turbulent transition is the Menter SST model. Figure 3.20 shows the distribu-
tion of pressure around the multi-element airfoil for angle of attack α = 7.05◦

and obtained results for fully turbulence and transition computations are
compared with experimental data.
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Figure 3.20: Comparison of surface pressure distribution

As it can be seen from Figure 3.20, the Cp distribution does not agree well
with experimental data over all elements and deviation from experimental
data is increased considerably. The error in the result with prescribed local
transition is larger than the fully turbulent computation. This is related
to the prediction of flow separation on the flap. The flow-field is totally
separated over the flap when the assumption of transition is used. This large
separation affects the whole flow-field upstream and leads to a higher pressure
distribution around all elements of the high lift configuration. Figure 3.21
shows the velocity streamlines around the flap and separation points and
separation lengths are compared for these two assumption.

Another turbulence model used to study the effect of prescribed transition
is the PDH LRN k−ω model which is a low Reynolds number model. Figure
3.22 shows the distribution of pressure around the three-element airfoil which
is obtained by PDH low Reynolds number model. The obtained result with
PDH model is much better than the Hellsten k− ω and Menter SST models
and there is a good agreement between experimental data and numerical
results. Better result are obtained for the suction peak pressure on the flap by
assuming the local prescribed transition and the numerical results are more
consistent with experimental data on the upper part of the flap. However,
suction peak is over predicted on the wing and the flap when the assumption
of local prescribed transition is used. In this case the obtained result by the
assumption of fully turbulent is more consistent to experimental data than
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Figure 3.21: Comparison of recirculation area over the flap for the Menter
SST model

the result of the local prescribed transition.
Table 3.6 compares the coefficients of lift and drag obtained by fully

turbulent computation and transition calculation. The general trend is that
the lift coefficient increases and the drag coefficient decreases when laminar
area was specified, which is the expected result. However, the Menter SST
model has produced results in fairly large discrepancies, for which the lift
coefficient decreases and the drag coefficient increases when laminar area
was specified. The main reason is related to the prediction of flow separation
over he flap, as discussed above.

So far, we analyzed the effect of laminar-turbulent transition via the pres-
sure coefficient , Cp, but the friction coefficient, Cf , also reveals interesting
features of the flow. Figure 3.23 shows a comparison of the skin friction coef-
ficient with fully turbulent computation and computation with transition for
the Hellsten k−ω turbulence model. For this case, Mach number M = 0.15,
the Reynolds number Re = 2.094× 106 and angle of attack α = 7.05◦.
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Figure 3.22: Comparison of surface pressure distribution

Table 3.6: Comparison of the lift and drag coefficient for fully turbulent
assumption and specified local transition

Coefficient Model Assumptions

Fully turbulent Prescribed trans. Difference

S-A 3.16 3.38 7%

Cl

Hellsten k-ω 2.40 2.46 2.5%

Menter SST 2.47 2.08 -15%

PDH lrn 2.89 3.14 8.6%

S-A 0.058 0.047 18.8%

Cd

Hellsten k-ω 0.076 0.069 8.5%

Menter SST 0.075 0.098 -30%

PDH lrn 0.069 0.054 20%

The reduction of skin friction coefficient over the slat is more considerable
than the other parts because the laminar area was prescribed over both the
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Figure 3.23: Comparison of skin friction coefficient in streamwise direction.

upper and lower parts. The behavior of the Cf is more interesting over the
wing. At the leading edge of the wing, skin friction coefficient reduces and the
flow accelerates more than in the case where assumption of fully turbulent
flow was used. It means that the peak suction pressure will increase to
a higher value. This fact has already been shown in Figure 3.17. After
the region where the Cf is reduced there is a sudden increase in the Cf at
x/c = 0.19 approximately. This sudden change or sudden increase, shows the
transition onset to turbulent boundary layer, the turbulent kinetic energy is
increasing and the skin friction drag starts to increase because the regime
of flow is changed from laminar to turbulent. After the transition point,
turbulent boundary layer develops downstream.

Figure 3.23 shows also that, by prescribing the laminar region, the de-
velopment of the boundary layer over the wing is affected. The difference in
the wall shear stresses obtained, respectively, in the calculations with local
transition and with full-turbulence assumption suggests that the gradient of
velocity ∂u

∂y
at the wall has a different slopes. This difference has an effect

on the momentum thickness or boundary layer momentum deficit over the
entire wing. Distribution of friction coefficient over the flap is also changed
in comparison with fully turbulent computation. Figure 3.24 shows the skin
friction coefficient in streamwise direction (x) direction over the flap.
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Figure 3.24: Comparison of skin friction coefficient in streamwise direction
over the flap.

When the laminar area was prescribed over the leading edge of the flap
from the leading edge to x/c = 0.95, The Hellsten k-ω model predicts the
laminar separation bubble at approximately x/c = 0.94. At this location the
flow becomes separated which resulted in the formation of laminar separation
bubble. Downstream of the laminar separation bubble, flow is reattached.
But the effect of the adverse pressure gradient lead to turbulent boundary
layer separation arising at x/c = 0.96. Therefore, large separation bubble is
developed in this area which affects the pressure distribution over the flap.
Figure 3.25 depict the velocity streamline around the flap.

The laminar separation bubble does not exist in the fully turbulent com-
putation, where boundary layer separation occures at x/c = 0.96.

Figure 3.26 shows a comparison of the skin friction distributions pre-
dicted by the S-A model in computations with, respectively, full-turbulence
assumption and prescribed local laminar region.

The same trend as we observed for resulted Cf from Hellsten k−ω model
is observed here. At the leading edge of the main element, Cf is reduced
considerably and the laminar boundary layer is developed to the point where
x/c = 0.2 and after that transition to turbulent is occurred and skin fric-
tion starts to increase. After the transition point, the obtained Cf is higher
than the fully turbulent calculation. However, prediction of the skin friction
around the flap is changed in comparison with fully turbulent assumption.
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Figure 3.25: Velocity streamlines over the flap for the Hellsten k − ω model
with transition calculation.
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Figure 3.26: Comparison of skin friction coefficient in streamwise direction.

Cf decreases until it reaches the point x/c = 0.95. After that Cf starts to
increase and transition occurs. S-A model did not predict the laminar sepa-
ration region. However, there is a delay in the flow separation in comparison
with fully turbulent computation and predicted separation location and sep-
aration length is not in accordance with experimental data. This fact has
been already shown in Figure 3.19.

Figure 3.27 shows the comparison of skin friction distribution which is
resulted from the Menter SST model with the assumption of fully turbulent
flow and prescribed laminar area.
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Figure 3.27: Comparison of skin friction coefficient in streamwise direction.

The skin friction coefficient is reduced over the leading edge of the main
element and leads to laminar separation bubble at almost x/c = 0.2. How-
ever, the predicted laminar separation is very small and after the transition,
the fully turbulent boundary layer developed to the trailing edge. The pre-
dicted skin friction coefficient around the flap however shows unreasonable
behavior. The fall in Cf is more abrupt than the fully turbulent calculation
and at x/c = 0.91 laminar boundary layer separation occurs and a laminar
separation bubble is formed. Shortly after the transition onset at x/c = 0.93,
turbulent boundary layer separation takes place and leading to a large sepa-
ration region over the flap. The flow streamlines show that the flow is almost
separated over the whole flap suction side. This separation has a great effect
on the upstream flow and the over estimation of pressure coefficient can be
explained by the formation of this separation bubble over the flap. Figure
3.28 shows the flow streamlines around the flap obtained with the Menter
SST model.

The last turbulence model used to analyze the skin friction coefficient is
the low Reynolds number model called PDH LRN k − ω.

This model did not predict any laminar separation bubble. Over the wing,
transition to turbulent occurs at x/c = 0.2 and after that predicted skin
friction coefficient by transition computation is higher than the Cf predicted
by fully turbulent calculation.
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Figure 3.28: Velocity streamlines over the flap for the Menter SST model
with transition calculation.
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Figure 3.29: Comparison of skin friction coefficient in streamwise direction

3.4 Comparing velocity field

Velocity profiles were plotted for the main element and flap at four lo-
cations. For the main element one location was selected near the mid-chord
and for the flap three locations were selected, near the leading edge, mid-
chord and near the flap trailing edge. The obtained results are displayed in
the figures 3.31 to 3.34.
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Figure 3.30: Illustration of positions where velocity profiles plotted
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Figure 3.31: Comparison of velocity profiles on the main element α = 7.05◦

x/c = 0.45

The slat wake passes just above the main element boundary layer and does
not have a considerable effect on the velocity profile of the main element, just
a little velocity deficit can be observed. The velocity predicted by the S-A
model is higher than the other models.

Figure 3.32 shows the velocity profile near the leading edge of the flap.
Velocity profile in this location usually consists of flap boundary layer, bound-
ary layer due to slot effect, main element wake and slat wake. Flap boundary
layer is very thin in this position. After that is the boundary layer which was
formed due to the slot flow passes through the gap between the main element
and the flap and formed from n/c = 0.142 to n/c = 0.180. The main element
wake extend from n/c = 0.02 to n/c = 0.035 and become more symmetric.
The slat wake effect does not affect the velocity profile in this location.
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Figure 3.32: Comparison of velocity profiles on the flap α = 7.05◦ x/c = 0.92
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Figure 3.33: Comparison of velocity profiles on the flap α = 7.05◦ x/c = 1.02

Figure 3.33 shows the velocity profile at the flap mid-chord. In this lo-
cation the boundary layer is much thicker than at the leading edge and the
main element wake seems to be merged with the flap boundary layer for
the Hellsten k − ω and the Menter SST models. The Hellsten k − ω and
Menter SST models have predicted reverse flow at this location due to the
over-predicted flow separation. However, the S-A model shows a different
performance, which does not claim flow separation at this location.
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Figure 3.34: Comparison of velocity profiles on the flap α = 7.05◦ x/c = 0.10

Figure 3.34 shows the velocity profile near the trailing edge of the flap. All
the models predict the separation and reverse flow in this location. However,
the models predicted different extension of flow separation. The separation
bubble is much smaller with the S-A model in comparison with the other
k − ω models.

3.5 Comparing turbulent viscosity

Figures 3.35a to 3.35c show the contour plot of turbulent viscosity which
is normalized by the free stream viscosity (µt

µ
) for Hellsten k − ω, Menter

SST and S-A models.

The behavior of the turbulent viscosity for the three turbulence models
was investigated at four positions (the same as the velocity profiles). The
obtained results for the normalized turbulent viscosity on the upper surface
of the wing and the flap are shown in figures 3.36a to 3.36d.

What can be seen from Figure 3.36a is that the turbulent viscosity µt

for the Menter SST model is lower than the Hellsten k − ω and S-A models.
The Menter SST model was developed in order not to over predict the shear
stress in adverse pressure gradient. In adverse pressure gradient flow the
production is much higher than the dissipation [15] (Pk > ε). In boundary
layer the Boussinesq assumption can be written as:
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(a) Turbulent viscosity for Hellsten k-ω model

(b) Turbulent viscosity for Menter SST model

(c) Turbulent viscosity for S-A model

Figure 3.35: contour plot of turbulent viscosity for different turbulence mod-
els

−uv = C1/2
µ k

(

Pk

ε

)1/2

(3.2)

Equation 3.2 shows why shear stress over predicted in adverse pressure
gradient. The SST model overcome this problem. Equation 3.3 shows the
modified turbulent viscosity for the Menter SST model.

µt =
ρa1k

max (a1ω; ΩF2)
(3.3)
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Figure 3.36: Comparison of turbulent viscosity for different turbulence mod-
els

where Ω is the vorticity (in boundary layer flow Ω = ∂U
∂y
). F2 is one near the

wall and zero elsewhere [15].
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Chapter 4

Summary and Conclusion

Four turbulence models, the Spalart-Allmaras, EARSM + Hellsten k−ω,
Menter SST and PDH LRN k − ω models, were applied to the high lift
configuration exposed to a freestream with a Mach number of M = 0.15 and
Re = 2.094× 106. The ability of these models in predicting the challenging
flow-field around the three element airfoil have been examined.

The obtained results from the Spalart-Allmaras and the PDH LRN k−ω
turbulence models for surface pressure distribution showed a better agree-
ment with experimental data in comparison with the Menter SST k−ω and
the Hellsten k−ω models which under predicted the suction peak over the all
elements. Moreover, these models predicted different separation points and
recirculation areas. The Menter SST and the Hellsten k−ω models predicted
an early separation over the flap and the discrepancies with experiments is
greater than Spalart-Allmaras and PDH LRN k − ω models.

A series of RANS calculations were performed in order to find out the
corrected angle of attack. Angles of attack from 6◦ to 7.5◦ were examined
and angle of attack equal to 6◦ showed best agreement with experimental
data obtained for surface pressure distribution.

The turbulence models responded in different ways when transition cal-
culation was included into the simulations. The ability of Spalart-Allmaras
and the PDH LRN k−ω turbulence models in predicting the flow-field when
laminar area was prescribed were better than the Menter SST k−ω and the
Hellsten k − ω models. The Menter SST model predicted a big separation
bubble over the flap which is not an expected result. Moreover,the Menter
SST and the Hellsten k−ω models predicted the laminar separation bubbles
on the upper part of the wing and flap which is not a physical phenomena
and triggered a big separation bubble over the flap. Moreover, development
of the boundary layer around the multi-element airfoil changed when laminar
area prescribed.
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Chapter 5

Future work

This thesis has been done with using of a 2D mesh and steady RANS tur-
bulence models. Using the 3D mesh and unsteady calculations can provide
more realistic results and a better understanding of turbulence structures.
More advanced turbulence models like hybrid RANS-LES model and consid-
ering the local transition in calculations (specifying the laminar area) would
be more in consistent with real condition and provide more precise results.

Moreover, it would be interesting to analysis the multi-element airfoil at
higher angle of attacks and close to stall condition which is a challenging case
for turbulence models because of the high unsteadiness of flow and massive
separation which is occurred.
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