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Abstract

Considering the deployment of ultra-dense networks and several other technology enablers which are expected to boost the performance of 5G communication systems, the process of channel estimation should be re-considered. In such a network, the use of pilot symbol sequences is expected to result in an overhead which could potentially overwhelm the available time and frequency domain resources. On the contrary, blind and semi-blind channel estimation approaches have been considered as a good alternative, since they minimize the potential signalling congestion and use the air interface resources in a better way. The aim of this study is to evaluate the performance of the pilot, blind and semi-blind channel estimation methods, by using the Cramér-Rao lower bound, in terms of channel estimation accuracy and Binary Phase Shift Keying constrained capacity for a Rayleigh distributed channel model. The trade-offs between the resulting useful rate and the accuracy of the channel estimates are also analysed, along the air interface resources required for the realisation of this task. The acquired findings support the idea that upon assuming high SNR scenarios and an increased number of transmitted symbols, the channel estimates obtained by the blind and semi-blind channel estimation methods, are capable of achieving acceptable throughput and could also de-congest the network from the use of dedicated pilot symbols. As a result, a constructive analysis is realised and the results support the objective of pilots reduction for the future ultra-dense deployed 5G networks.
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Preface

The ongoing project entitled “Mobile and wireless communications Enablers for Twenty-twenty (2020) Information Society” known by the acronym METIS, lays the foundation for a future mobile communication system for 2020 and beyond, which belongs to the fifth generation of communication systems. Its partnership is comprised of several vendors, operators and academic organizations in which Chalmers University of Technology is also participating. Independently, of the cooperation between Chalmers University of Technology and METIS, an academical study and investigation of a 5G scenario is realised in this report.

This thesis was conducted by Anastasios Koloniaris as a part of the Master programme in Communication Engineering at Chalmers University of Technology. The thesis was realised in the department of Signals and Systems, under the supervision of Tilak Rajesh Lakshmana and the examiner Tommy Svensson.
Introduction

Since the year 2009 and the launch of the first publicly available 4th generation (4G) network, operating according to the mobile broadband standard Long Term Evolution (LTE) which is specified with its eighth release, LTE has developed and matured in a manner of deployment and technology benefits. On the other hand, it should be taken into account that the majority of the users still relies on earlier generations of mobile networks for voice and data communication due to several reasons, e.g., financial reasons or limited usage of the network. Nonetheless, due to the growth of the mobile communication, the vendors and operators are aiming to the implementation of more advanced LTE networks with new integrated technologies, based on the expected future user’s demands and several other requirements specified by the 3rd Generation Partnership Project (3GPP). As a result, new releases of LTE that lead into the so-called LTE-Advanced standard are under development, with the most recent one being release 12 and the forthcoming release 13. These releases are expected to further improve the network’s performance, in order for it to be able to offer the best possible user experience, while always considering a sustainable development of the technology, which is of a high importance for the future industry.

1.1 The future information society and 5G

Conjointly with the further development of LTE and LTE-A, the METIS project is based on the vision of the future long-term networked information society and it takes under consideration the challenges that are expected to arise. The forthcoming 5th generation (5G) of mobile communications, must be considered as an integrative system, which will apparently combine the already deployed wireless communication systems [1], such as LTE and WiFi, under a brand new air interface. In addition, new network requirements are expected to emerge, since both a massive growth in connected devices and the traffic volume is expected in the near future. Since the aim is the constant access to information and sharing of data, METIS has identified the following key objectives in order to address the 5G requirements [2], with decreased cost and energy consumption than the already deployed 4G networks [3]:

- 1000 times higher mobile data volume per area,
- 10 to 100 times higher number of connected devices,
- 10 to 100 times higher typical user data rate,
- 10 times longer battery life for low power Massive Machine Communication (MMC) devices,
• 5 times reduced End-to-End (E2E) latency,

while furthermore, high reliability, low cost devices and minimized energy consumption should be always considered.

The METIS research activity is already on the course, while the standardization and commercialization of 5G will begin in a few years. Thus, several realistic test cases are under examination, based on the fundamental technical challenges derived from user-related concerns, which also address a wider range of relevant problems. As it is described in [2], end-user Key Performance Indicators (KPIs), are used in order to suggest candidate solutions and derive relevant solution-specific KPIs. The end-user KPIs are taken as a basis for assessing the radio link requirements, which are characterised with several specifications such as “traffic volume density”, “experienced end-user throughput”, “latency”, “reliability and availability” and also “retainability”. Furthermore, different KPIs are assigned on different test cases resulting in 12 test cases in total. This thesis can find application on different test cases with the most relevant being the test case TC2, entitled “Dense urban information society”, [2]. The TC2 test case takes under consideration the connectivity related problems in dense urban environments. Furthermore, different types of information traffic are taken into account for this test case. For this kind of scenarios, it is also of a high interest to consider the continuous increment of data traffic, as predicted by the visual network index (VNI) given in [4] and a recent mobility report [5]. Moreover, along with the useful data growth the pilot overhead is expected to increased due to the pilots that are traded between a base station (BS) and the user equipment (UE) in order to establish a connection between both sides, as presented in [6]. The issue of signalling traffic growth, is greater for smartphones since their applications require real time updates in order to maintain a connection with the network. Thus, the need of a study which compares different cases of data and signalling traffic for future densified networks and the degree in which these cases affect the network’s performance, is considered to be of a high importance.

1.2 Candidate technologies for 5G cellular networks

The objectives of the METIS project that were presented before, along with the demand for higher capacity and increased data rates, can be achieved upon emerging a wide range of new candidate technologies that might lead to rethinking many cellular principles. Potential solutions are being discussed and there have already been some ideas of what to expect in 5G. Generally speaking, a new system able to provide such an improvement will have to make clever use of evolved technologies similar to the already existing ones while it must also combine new techniques and technologies, in order to achieve the next big thing that 5G is looking for. The three most important candidate technologies which can lead to changes and boost the performance of the 5th generation cellular networks, as [7] suggests, are:

1. Extensively increased bandwidth - millimetre Wave (mmW)
2. Massively parallel communication - Massive MIMO
3. Ultra-dense networks (UDN)

with additional enhancements such as Device to Device Communication (D2D) and a new Device-centric Architecture suggested in [8], while potential alternatives on the signalling and multiple access formats are further suggested in [1]. A network which combines these technologies in a clever way, will have to reassure their compatibility in order to avoid inaccuracies that might occur. Regarding their performance, the above technologies are expected to offer a 1000× increased capacity, compared to the already existing networks.
The basic principle behind this number, as mentioned in [9], is that the $1000 \times$ increased capacity can be achieved as a combination of a $10 \times$ better performance, $10 \times$ more available spectrum and a $10 \times$ more air resources reuses, which corresponds to the use of the three key technologies of massive MIMO, mmW and UDN.

The usage of signals with extensively increased bandwidth highlights the need of more available spectrum. Since the wireless frequency spectrum is over occupied, the option of using millimetre waves for data transmission should be explored. The mmWave signals correspond to 30-300 GHz frequency bands, where larger bandwidth, e.g., 1 GHz can be allocated, resulting to higher data rates [10]. Furthermore, the interference level drops significantly since the majority of the beams do not interfere, while the communication in these frequencies is also noise limited, as suggested in [1]. However, due to the small length of the wave at these frequencies, the signals will be vulnerable to several wave propagation issues such as the near field path-loss and blocking, in different indoor and outdoor environments as mentioned in [10]. This leads to the conclusion that mmWave will require important changes in the system’s design, such as a simplified radio interface that benefits from shorter range communications which will occur in ultra-dense networks [1].

On the other hand, advanced antenna solutions, such as massive MIMO, is based on the realisation of spatial dimension communication which was already embodied in earlier generations of mobile communication systems. However, the contemporary massive MIMO suggests the usage of an even more increased number of antennas. Approximately hundred antennas per BS will be used and along with accurate channel estimation, vast spatial diversity can be achieved. Moreover, spatial multiplexing will realise multiple data streams for several devices [3] and the ability of radiating the energy towards desired directions with narrow beams, i.e., beamforming, is going to minimize the intra and intercell interference and improve the performance [11]. Besides, with the combined solution of mmWave and massive MIMO, problems such as the near field path-loss and blocking can be overcome since these techniques increase the diversity due to the different versions of the received signal over spatial domain [12]. As a result the use of multiple antennas at the BS is considered as a key feature in the next generation cellular networks. Moreover it achieves higher data rates by realising parallel transmissions, hence it results in an overall improved performance.

Another option which suggests the dense deployment of smaller radius cells with low powered BSs, known as cell densification, can assist the network to overcome similar problems (for more information see section 1.3). However, on the other hand this technique could also come into contrast with the use of massive MIMO, since the mitigation of signal interference is considered challenging for massive MIMO and in conjunction with a multicell network it might lead to undesired issues [12]. It is easily understood that these technologies should be combined in a clever way, due to the fact that ultra densification and millimetre waves are complementary, since a dense network of cells can overcome the blocking problems upon offering Line-of-sight (LOS) communication. However massive MIMO is considered to work opposite to this fact and might oppose risks, as discussed in [7]. After briefly discussing the most important candidate technologies of 5G, the next section focuses on the advantages and disadvantages that can be derived from ultra densification in 5G networks, along with the operation under time division duplex mode (TDD), which is a also a candidate operation mode for the future 5G communication systems.
1.3 Ultra densification and time division duplex

The idea of ultra densification is considered a key mechanism for the wireless evolution, hence some more information should be given about what it can offer to 5G. According to the expectations among researchers and engineers, a thousand-fold growth of data traffic will occur in the near future and this will drive the need for more spectrum and higher spectral efficiency. Since it is known that the traffic is not distributed evenly in the areas which are under cell coverage, the idea of network densification suggests the deployment and combined usage of an increased number of small coverage cells, e.g., pico & femto cells under the coverage of primitive cells, e.g., macro cells. The complementary low-power cell nodes can be deployed both from the operators and also from the users, e.g, Neighbourhood Small Cell (NSC) or WiFi and they are expected to provide increased capacity. Furthermore, cell densification will result in the reuse of spectrum between the cells and less resource competence among the UEs. A metric called Base Station Densification Gain, presented in [1], proves that densification achieves the above goals and is related to the effective increase of the data rate, along with the escalation of BSs deployment per square kilometres. On the other hand, due to the deployment of ultra-dense networks, aspects such as the handover caused due to the user mobility, the required transmission power level, the cell coordination management and the signal to interference and noise ratio (SINR) should be taken into consideration in order to overcome any unwanted impediments, as mentioned in [1].

As an example on the importance of the key points that affect the network’s performance, consider the equation (1.1) which is given in [13]. It is seen that the throughput of a user in a cellular system is upper bounded by the capacity of an additive white Gaussian noise (AWGN) channel, such that

\[ R < C = m \left( \frac{W}{n} \right) \log_2 \left( 1 + \frac{S}{I + N} \right) \]  

(1.1)

in which \( W \) denotes the signal bandwidth offered from the BS, the load factor \( n \) is used to denote the number of users that share the same BS, the spatial multiplexing factor \( m \) denotes the number of spatial streams between the BS and the UE, while the argument of the logarithm corresponds to the capacity of the AWGN channel. In addition, \( S \) stands for the signal power and \( I + N \) is the sum of the interference and noise power at the receiver side, resulting in the SINR. From the above equation, it can be seen that cell densification can benefit the network since it increases the amount of air interface resources due to the fact that the factor \( n \) is decreased, given that with more cells the traffic will be distributed more evenly among the UEs of each cell, as suggested in [13]. Furthermore, the same source [13] suggests that cell splitting also reduces the path loss between the transmitter and the receiver, which results in the increased signal level \( S \) and interference \( I \), while on the contrary the impact of the noise \( N \) is diminished. Finally, in order to further reduce the interference, different techniques can be applied both on the transmitters and receivers. As a result, it is seen that cell densification can have a great impact on the improvement of the cell user’s throughput.

As mentioned in [7], the already deployed cellular networks are characterised by an uneven SINR allocation, with the UEs near the BS having a desired increment in their SINR while the UEs near the cell edge have a lower SINR which is an outcome of the poor signal coverage and the increased interference on the cell edges. Focusing in interference and taking under consideration that the number of users and base stations using the network is expected to grow rapidly in 5G, this will result in increased interference levels. Hence, the interference should be either reduced thus leading to higher SINR, or the system should accept its presence and manage to use it in a way that it will
contribute to the desired signal, as mentioned in [14]. Examining the way that cell densification affects the SINR and as it was shown before in (1.1), it can be said that in contradiction with what it would have been believed, the SINR can increase with densification. This happens because in noise limited cell edges the received signal power will be greater and since the cells are serving less UEs, the resulting interference will be mitigated, as explained in [1]. Other kind of advantages achieved upon using this technique, suggest that the deployment of smaller and lower power BSs or even turning the WiFi access points into small BSs in femtocells, is a cost efficient solution. This is because it lowers the installation cost and maintains the required transmission power at low levels, thus it consequently reduces the required capital expenditure (CAPEX) and operational expenditure (OPEX), [13].

Even though cell densification promises an improvement in the network’s capacity without reducing the SINR, it must be highlighted that everything comes at a cost, with several other challenges arising by using this technique. For example, mobility and handover should be reconsidered due to the fact that with many small deployed cells, the user is expected to change between cells rapidly while transferring data sessions from one cell to another. The most important problem occurs due to the interference between neighbouring cells. The problem is greater near the boundaries of pico and femto cells with macro cells [13], since different transmission power levels are used between them and this potentially leads to severe interference.

Suggested solutions that can mitigate this problem and use it in a beneficial way are the coordinated multipoint transmission and reception (CoMP), the cell range expansion technique and the usage of advanced interference cancellation receivers as explained in [13]. On the contrary, it is believed that the usage of traditional interference management techniques between cells operating under frequency division duplex (FDD) mode, will not be applicable when the number of UEs and BSs is going to increase. This is due to the fact that in FDD the traffic of the uplink (UL) and downlink (DL) is considered asymmetric and results in inefficient resources usage [7]. As it was stated before, upon considering an ultra-dense deployed network with massive MIMO, different cases of signals exchange between the BSs and the UEs should be examined. For example, in order to achieve the desired outcomes, the 5G communication networks should have a very good knowledge of the wireless channel, hence the techniques used for the channel estimation are of a high interest. Massive MIMO can in principle assist the system in such cases by transmitting orthogonal reference signals from each antenna element in different frequencies and time slots, however as a drawback, this will increase the signalling overhead since its value grows linearly with the number of transmit antennas, as mentioned in [12].

To overcome this kind of problems, according to the same source, 5G is expected to operate only under TDD. TDD operation assigns different time slots for the communication between the receiver and the transmitter, hence it uses the same frequency for DL and UL in contrast with LTE and LTE-A which support both FDD and TDD operation where the communication between the BS and UEs takes place over the frequency and time domain, as mentioned in [15] and [16]. One of the advantages of TDD usage, is that channel reciprocity between the BSs and UEs is better utilized allowing full knowledge of the channel information. This assists into attaining full precoding gains via UL channel estimation signals, something that does not happen when FDD is used because of the different carrier frequencies of UL and DL. In addition, with the usage of massive MIMO the time needed for the transmission of channel estimation signals (for more information see section 1.4) in TDD operating networks, is proportional to the number of the served UE antennas and independent of the BS antennas, thereupon it allows the number of the BS antennas to be increased without negative consequences on the channel estimation process, [12].
1.4 Channel estimation considerations for 5G

As it was briefly explained in section 1.3, it is of a high importance to obtain accurate channel state information (CSI) which correspond to the properties of the multipath channel, i.e., fading, scattering and power decay between BSs and UEs. Due to the multipath propagation, the received signal is comprised of several copies from the originally transmitted signal arriving from different paths, where each of them faces different delay time and it is affected from the channel fading coefficient. Since the structure of the channel changes over time and frequency, i.e., time and frequency selective fading, the knowledge of these channel properties can assist the network into realizing adaptive transmissions based on the channel conditions, e.g., equalization process. The aim of the equalization process is to mitigate the channel impairments and minimize the detection error by subsequently adapting and evolving with the channel changes [17]. Thus with this way, the network can achieve the desired reliability of the communication link and eliminate the intersymbol interference (ISI) that might occur. The network can furthermore improve its performance upon changing the transmission data rate and coding, with the usage of specific channel quality indicators (CQI).

In order to succeed in the above challenges, there exist different methods that can be utilized to estimate the channel. These are the pilot channel estimation, the blind channel estimation method and the semi-blind channel estimation method. The existing mobile communication networks have knowledge of the CSI on the receiver side and feedback with the CSI to the transmitter is required. This process occurs on the DL where the UE derives the CSI and feeds back the information to the BS. Once the BS acquires knowledge about the CSI, it adapts its transmission characteristics and transmits the useful information data. In 5G however, assuming operation under TDD mode, the system can highly benefit from obtaining CSI on the UL receiver side, i.e., CSIR on the BS, without the need of CSI feedback. Furthermore, the shared knowledge of the reciprocal channel also on the BS side is expected to improve the network’s performance during DL transmissions, by allowing beamforming, multi user precoding and more accurate transmissions on the spatial, time and frequency domain. Thus in 5G, a combination of massive MIMO with TDD leads to channel reciprocity due to the fact that the DL and UL use the same frequency. Hence, the effort of obtaining the channel properties is decreased and the gains are increased due to the use of more antennas, as suggested in [18]. Figure 1.1 illustrates the differences in the channel estimation process between FDD mode and TDD mode. In FDD mode, the channel is estimated after transmitting pilot signals on the DL frequency and the CSI is transmitted back on the different UL frequency. In contrast, under TDD operation the CSI feedback is not required, due to the channel reciprocity.

Further discussing the properties and performance of the methods used for channel estimation, the transmission of cell-specific reference signals, known as pilot sequences, is the most well known method which allows to gain knowledge of the channel properties. The reference signals are comprised of pilot symbols of predefined values which are located in specific orthogonal frequency division multiplexing (OFDM) symbols per resource block [15]. The OFDM transmission is used in order to combat the multipath
1.4. CHANNEL ESTIMATION CONSIDERATIONS FOR 5G

Chapter 1

Pilot Signal
CSI Feedback
Data

(a) FDD operation
(b) TDD operation

Figure 1.1: Comparison of the channel estimation process between BS and UE for FDD and TDD operation for downlink transmission. Operation on FDD mode requires the transmission of feedback signals, while TDD does not use feedback signals.

scattering [17]. This results in a pilot sequence which spreads over the time and frequency domain. As mentioned in [16], there exist 504 different types of pilot sequences in LTE and LTE-A, obtained from different frequency shifts and based on the available resource blocks. The pilot symbols can be either transmitted at the beginning of the data bursts or they can be superimposed on top of the information data [15]. Finally, since the UE has prior knowledge of the transmitted pilot sequence, it correlates the received set of symbols with the known sequence.

In addition and as it was previously mentioned, the usage of non-orthogonal pilot sequences in TDD might cause interference between neighbouring cells [19]. Especially upon assuming 5G scenarios, with the deployment of UDNs, resources are expected to be over occupied from pilot signals, hence a better alternative should be examined. Besides, as [19] mentions, under multi-cell scenarios the usage of orthogonal pilot sequences will require an extended length of pilot symbols equal to the number of cells times the number of single antenna users. This leads to the need of non-orthogonal pilot sequences utilization. This decision is taken considering the fact that long pilot sequences are not a good option due to the mobility of the UE. To visualise the above facts, an abstract comparison over a number of time and frequency domain resources and the occupation caused due to pilot traffic on the already deployed networks versus the potential pilot traffic for ultra-dense 5G networks is presented in Figure 1.2. Assuming uncoordinated BS deployment and viewing the air interface from the BS side, it can be seen that the usage of pilot signals from an extended number of UEs can decrease the spectral efficiency of the system and over occupy the time and frequency resources. Considering the above facts, alternative types of channel estimation methods should be considered and evaluated in order to examine if the system can become more spectral efficient in such a way that it will consume less time and frequency resources and it will also allow the channel estimation process to be performed properly.

The second channel estimation method considered in this report, is the blind channel estimation also known as self-recovering. This method does not require prior knowledge of a pilot sequence at the receiver side and it is based on extracting the channel information from the received data symbols only [20]. Two types of blind channel estimation methods exist, the stochastic maximum likelihood estimation [20] where the received random symbols are modelled with their known distribution and the deterministic maximum likelihood [20] where no statistical model is assumed for the received symbols. As it will be seen later in Chapter 2, only the stochastic maximum likelihood type of blind estimation is considered in this report. Blind channel estimation is proved to be useful for example during on-line transmissions, where the transmission of pilot signals for channel
estimation is not possible while constantly transmitting information data. As a result, during the online data transmission, the receiver can monitor the channel from the data itself, upon using their statistics. This leads to a better utilization of the bandwidth since the usage of extra transmitted pilot symbols is avoided, thus allowing more time and frequency resources to be used for data transmission. However, the extraction of the CSI is considered to be a more difficult task than with the usage of pilot sequences and furthermore the channel estimates are of a lower quality when compared to pilot based estimation. More information about how blind channel estimation operates can be found in [20].

The final considered method of channel estimation is entitled semi-blind channel estimation. This method aims into estimating the channel characteristics with a combination of prior known symbols and the observation which corresponds to the unknown information data [20]. This method has gained popularity due to the fact that blind channel estimation methods have been proven to give deficient results while on the other hand pilot based channel estimation leads to poor bandwidth utilization. The main idea behind semi-blind channel estimation is based on the fact that in each transmission there exist symbols in each transmitted packet which are known to the receiver and they can be used in order to estimate the channel without the need of transmitting additional pilot symbols, as mentioned in [21]. Furthermore, it has been seen that the selection of the portions which correspond to the transmitted number of pilot and data symbols in every burst, is a key factor since it allows good channel exploitation and must also be bandwidth and energy efficient as suggested in [22] and [23]. The same source suggests the use of different power levels for the transmission of the pilot and data symbols, known as pilot to data power ratio (PDPR), which can assist the system into providing better accuracy of channel estimates.

1.5 The scope of this master thesis

After briefly discussing the three channel estimation methods based on the assumption of TDD operation for 5G ultra-dense networks, this section aims into providing information about the project’s scope and the outcomes that have been identified. The three channel estimation methods are first compared in terms of the accuracy of the estimates they provide and the results are extended in order to derive the corresponding constrained capacity of each method. The achievable useful rate by each method is finally compared. The main target is to examine if the traditional channel estimation obtained by pilot sequences can be revised with semi-blind, or even better blind channel estimation meth-
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In order to use the air interface in a more efficient way. The issue of inefficient use of time and frequency resources, due to the overhead created from signalling, is of a high importance for the 5G ultra-dense networks. Thus, channel access with minimized signalling resulting in zero-overhead communication is investigated. As follows, we discuss the trade off between insufficient channel training, which results in poor channel estimation and lower achievable constrained capacity, while on the contrary when more training is used than typically required, less time and frequency resources are left for transmission of the actual data before the channel fading coefficients changes.

In order to be able to evaluate the channel estimation methods, a system model is first defined. This model takes under consideration the transmitted and received symbols, the effect of the channel fading on them and the random noise that occurs. The channel fading coefficient of the model is assumed to be an accurate estimate of the channel, which is available on the receiver with the usage of a channel estimator and detector. The channel estimator and detector can either be a Least-Squares (LS) method, which is simple to implement but also sensitive to noise, or a Minimum Mean Square Error (MMSE) method which is more robust to noise, however it requires knowledge of the covariance. The consideration and implementation of a channel estimator is beyond the scope of this thesis, thus the channel estimate is considered deterministic. The channel’s fading coefficients, can be considered as Rician, Nakagami-m or Rayleigh distributed, depending on the scenario, while new channel models are under development in order to consider all the effects that might occur with the usage of millimetre waves and massive MIMO in 5G [10]. It must be also noted that the Rician fading can consider LOS transmission [24] as a result of the increased cell deployment. On the other hand, the Rayleigh distributed channel assumes no LOS communication.

The block diagram of Figure 1.3 illustrates the general procedure followed in order to derive the channel estimate and the rate obtained by each channel estimation method. Assuming a received symbol vector of length $N$, the symbols are fed in a splitter which splits the pilot symbols $N_P$ and the data symbols $N_D$. The pilot symbols are correlated with a known sequence and the channel estimate is obtained. Depending on the channel estimation method, the data symbols can also be used in order to obtain the channel estimates. The only factor that affects the channel estimate is $\Delta h$, a random variable with a variance obtained by the Cramér-Rao lower bound (CRLB), a method which calculates the lowest possible bound on the variance of the channel estimates obtained by unbiased estimators. Once the CRLB is derived, a new channel characterization is obtained, including the original deterministic channel along with the new channel variance given by the CRLB. Upon considering this new channel we are able to calculate the achievable constrained capacity from each channel estimation method for a quasi-static channel and examine how it changes for different signal to noise ratio (SNR) values. The whole process is repeated in order to also calculate the ergodic constrained capacity.

![Figure 1.3: Block diagram of the channel estimation process and the derived rate from pilot $P$ or data $D$ symbols from each channel estimation method.](image-url)
of a channel with frequency selective and fast fading conditions.

However, during the channel estimation process, the pilot symbols do not provide a useful rate, i.e., transmission of information data, thus create a pilot overhead which is expected to increase in future 5G ultra-dense networks. The corresponding useful rates of the pilot based, semi-blind and blind channel estimation method are calculated upon considering the number of pilot and data symbols which are used by each method. As a result, we are able to compare these rates and conclude if the usage of other channel estimation methods, rather than the pilot only method, is worth using in order to reduce the overhead.

1.6 Thesis outline

The rest of this thesis is structured as follows. In Chapter 2, we present and discuss the mathematical methods and calculations which were used for deriving the CRLB of the estimate variance. The same chapter presents the mathematical expressions that were used in order to calculate the corresponding constrained capacity of each method, over a quasi-static channel. The corresponding ergodic constrained capacity of each method is also discussed. Chapter 3 analyses the system level simulations and presents the results and findings with relevant illustrations and tables. The three methods are compared, based on the accuracy of their channel estimates and the corresponding constrained capacity for one random channel realisation. The capacity is compared along different values, such as the SNR level and the number of received symbols. The same chapter discusses the useful and signalling rate obtained for each method, thus the three channel estimation methods are once more compared with respect to these rates. Finally, in Chapter 4 the conclusions of this thesis are presented and we provide our remarks towards which channel estimation method can be potentially used for future 5G ultra-dense deployed networks. Furthermore, relevant future work is also suggested.
This chapter presents to the reader the calculations that were realised in order to obtain any mathematical characterizations needed for the actual simulations. The first aim of this chapter is to explain how the Cramér-Rao Lower Bound assists in deriving a comparison on the accuracy of the channel estimates provided by each channel estimation methods and thus a metric for their performance is obtained. Furthermore, an analysis of the mathematical formulas used for calculating the constrained channel capacity is realised. The derived equations of this chapter are used in Chapter 3, in order to simulate at a system level and obtain the results required for the scope of the thesis.

2.1 The Cramér-Rao lower bound

The CRLB serves as a useful mathematical tool that can provide a benchmark from which the performance of different estimators can be compared. This performance is measured in terms of the variance that the estimated parameter can achieve. The lower bound of the variance that is obtained from the CRLB, corresponds to the Minimum Variance Unbiased estimator (MVU). Assuming that the estimators are unbiased and defined as \( E[\hat{\theta}] = \theta \), where \( \theta \) is the unknown parameter, \( \hat{\theta} \) is the estimated parameter and \( E[\cdot] \) represents the probabilistic expectation. The true value of the parameter can be obtained when the estimates are averaged, as [25] suggests. In addition, given that the estimator is unbiased, the next step is to minimize its variance and derive the MVU which minimizes the estimation error \( \hat{\theta} - \theta \). The MVU attains the CRLB, for each value of \( \theta \) and it is proven to be the most efficient estimator of the unknown parameter.

In order to calculate the CRLB and evaluate the performance of the three channel estimation methods, the first step is to define a single input single output (SISO) system model which considers the transmitted and received symbols, the channel fading coefficient, i.e., the channel gain, and the noise that occurs. The system model [17] that will be used in the following pages, expressed in scalars form, i.e., assuming the transmission of only one symbol, is given such that,

\[
y = hx + n
\]  

(2.1)

where \( y \in \mathbb{C}^{1 \times 1} \) corresponds to the received complex valued sample and \( x \in \{ \pm 1 \} \) is the transmitted symbol for which Binary Phase Shift Keying (BPSK) modulation is as-
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Assume. Depending on the channel estimation method, each symbol at the receiver side can be considered to be either known, corresponding to a pilot symbol, or unknown, corresponding to a data symbol, hence different probabilities are assigned for each method. Furthermore, \( h \in \mathbb{C}^{1 \times 1} \) denotes the quasi-static channel fading coefficient between the transmitter and the receiver. On the following pages, the channel \( h \) is a random sample that follows a Rayleigh distribution and it is derived by taking the square root of two added independent and identically distributed (i.i.d) zero-mean Gaussian random variables. Finally, \( n \sim \mathcal{CN}(0, \sigma_n^2) \) corresponds to i.i.d circularly symmetric complex Gaussian random noise, with zero mean and variance \( \sigma_n^2 \). It must be also highlighted that the system model can be given in vector form, where a column vector of symbols is assumed to be transmitted. For each channel estimation method, we first provide the mathematical analysis of the model in scalar form and then we extend the results into vector form. More analytical models and calculations for each case are given in the following sections.

Since one part of this thesis focuses on the study of the channel estimates accuracy provided by each method, the parameter of interest and the one to be estimated is the channel fading coefficient. Given that the channel is considered as complex valued, it can be represented as the sum \( h = h_r + jh_i \), where \( h_r \) denotes the real part of the channel and \( h_i \) the imaginary part respectively, while the conjugate is given by \( h^* = h_r - jh_i \). Consequently, in order to be able calculate the CRLB for both parts of the complex channel, the vector \( \theta \) is considered. This vector is comprised of two values, the real and the imaginary part of the channel scalar \( h \), such as \( \theta = [\text{Re}\{h\} \text{ Im}\{h\}]^T = [h_r \ h_i]^T \), hence an extension of the CRLB for the estimation of a vector parameter will be used.

To start with, the initial information that can be used, is a mathematical model of the observed data described by their probability density function (PDF). In order to obtain accurate estimates of the channel fading coefficient from (2.1), the PDF should be dependent on the parameter to be estimated, \( \theta \). Generally speaking, the accuracy of the estimates is affected by the degree in which the unknown parameter influences the PDF. Thus, given that the noise \( n \) is modelled as circularly symmetric complex Gaussian and considering that the input symbol \( x \) is affected by the channel fading coefficient \( h \), the CRLB as introduced in [25], requires the derivation of the likelihood function \( f(y; \theta) \), which is simply the PDF of the observed sample \( y \) parametrized by \( \theta \), as mentioned in [25]. Considering that we are interested in estimating the vector parameter \( \theta \), the CRLB is defined as

\[
\text{var} (\hat{\theta}_i) \geq [I^{-1}(\theta)]_{ii}
\]

for \( i = [1,2] \) and \( I(\theta) \) is the Fisher information matrix of a 2 \( \times \) 2 dimension, due to the fact that the vector \( \theta \in \mathbb{R}^{2 \times 1} \) and the CRLB is derived from the diagonal elements \( [i, i] \) of the inverse Fisher information matrix. The Fisher information matrix measures the information for the unknown parameter \( \theta \) which is included in a random variable and affects its probability. It is defined such that [25],

\[
[I(\theta)]_{ij} = -E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial \theta_i \partial \theta_j} \right]
\]

and since \( \theta = [h_r \ h_i]^T \), it follows that the Fisher information matrix is given,

\[
I(\theta) = \begin{bmatrix}
-E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_r^2} \right] & -E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_r \partial h_i} \right] \\
-E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_i \partial h_r} \right] & -E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_i^2} \right]
\end{bmatrix}
\]

where the negative expectation is taken with respect to \( f(y; \theta) \). In addition the calculation of the first and the second derivative of the likelihood function’s logarithm should
be first derived. Furthermore, if the following condition is satisfied [25],
\[
\frac{\partial \ln f(y; \theta)}{\partial \theta} = I(\theta) (g(y) - \theta)
\] (2.5)
then the unbiased estimator attains the CRLB and the MVU estimator is \( \hat{\theta} = g(y) \), while the minimum variance equals to \( I(\theta)^{-1} = C_{\hat{\theta}} \), which is the covariance matrix.

The following sections present the calculations that were carried out, in order to derive the CRLB for each channel estimation method. At the beginning of each section the system model is analysed, along with its components and the assumptions that were used. The calculations are first based on the system model expressed by (2.1) which is given in scalar form and then an extension of the calculations and the results corresponding to the same system model in vector form is also provided.

### 2.1.1 Pilot-only channel estimation

#### Scalar parameters model

The method of pilot channel estimation assumes the reception of known symbols at the receiver side, as discussed in the introduction of this thesis. Upon the reception of only one symbol, the system model is given in scalars form by (2.1). The transmitted symbol is modelled as \( x \in \{+1\}^{1\times1} \) and constant, due to the fact that \( x \) corresponds to a known symbol. The channel entry \( h \) is modelled as zero mean complex Gaussian with unit variance. Moreover and as previously explained, the contribution of the noise \( n \) is assumed to be iid circularly symmetric complex Gaussian additive noise, \( n \sim CN(0, \sigma_n^2) \) where the noise variance \( \sigma_n^2 \) depends on the SNR, such that
\[
\text{SNR} = \frac{E_b}{N_0} = \frac{1}{\sigma_n^2},
\] (2.6)
where \( E_b \) corresponds to the energy per bit. By using (2.6), we are able to derive the CRLB for different values of SNR, corresponding to different noise variances. For the sake of simplicity, in the following calculations we do not assume a specific SNR thus the variance notation \( \sigma_n^2 \) is not changed to a specific value.

The likelihood function derived from the PDF of the observed value \( y \), which depends on the parameter to be estimated \( h \), is given for circularly symmetric Gaussian scalars and according to [26] it will be
\[
f(y; h) = \frac{1}{\pi \sigma_n^2} \exp \left( -\frac{|y-hx|^2}{\sigma_n^2} \right)
\] (2.7)
while the log likelihood function of (2.7), is given by
\[
\ln f(y; h) = \ln \left( \frac{1}{\pi \sigma_n^2} \right) - \frac{|y-hx|^2}{\sigma_n^2}
= \ln \left( \frac{1}{\pi \sigma_n^2} \right) - \left( \frac{1}{\sigma_n^2} (|y|^2 - y^*hx - h^*x^*y + |h|^2 x^2) \right)
\] (2.8)
where \( \ln(.) \) corresponds to the natural logarithm while it is given that \( |y|^2 = y^*y \) and \( |h|^2 = h^*h \). Upon writing the channel \( h \) as \( h = h_r + jh_i \) with its conjugate being
\[ h^* = h_r - jh_i, \] (2.8) can be written as

\[
\ln f(y; h) = \ln \left( \frac{1}{\pi \sigma_n^2} \right) + \left( -\frac{1}{\sigma_n^2} \left( |y|^2 + h_r^2 x^2 + h_i^2 x^2 - y^* h_r x - j y^* h_i x - y h_r x^* + j y h_i x^* \right) \right). \tag{2.9}
\]

Since the channel fading coefficient \( h \), is complex valued, for the rest of the report, we consider the estimation parameter vector \( \theta = [\text{Re}\{h\} \; \text{Im}\{h\}]^T = [h_r \; h_i]^T \). Upon using an extension of the CRLB estimation for vector parameters and the Fisher information matrix given in (2.4), as explained in [25], the differentiation should be taken twice, with respect to the real part of the channel, such that \( \frac{\partial^2}{\partial h_r^2} \) and the imaginary part, such that \( \frac{\partial^2}{\partial h_i^2} \) and also with respect to both the real and imaginary part, such that \( \frac{\partial^2}{\partial h_r \partial h_i} \) and \( \frac{\partial^2}{\partial h_i \partial h_r} \). Differentiating once (2.9) with respect to the real part of the channel \( h_r \), gives

\[
\frac{\partial \ln f(y; \theta)}{\partial h_r} = -\frac{1}{\sigma_n^2} \left( 2 h_r x^2 - y^* x - y x^* \right). \tag{2.10}
\]

while the second differentiation, again with respect to the real part of the channel, derives

\[
\frac{\partial^2 \ln f(y; \theta)}{\partial h_r^2} = -\frac{2 x^2}{\sigma_n^2}. \tag{2.11}
\]

Repeating the above calculations with respect to the imaginary part of the channel \( h_i \), will also result in

\[
\frac{\partial \ln f(y; \theta)}{\partial h_i} = -\frac{1}{\sigma_n^2} \left( 2 h_i x^2 - y^* x - y x^* \right) \tag{2.12}
\]

and

\[
\frac{\partial^2 \ln f(y; \theta)}{\partial h_i^2} = -\frac{2 x^2}{\sigma_n^2}. \tag{2.13}
\]

Since the differentiation of (2.9) with respect to both the real and imaginary part of the channel results in zero, it is obtained

\[
\frac{\partial^2 \ln f(y; \theta)}{\partial h_r \partial h_i} = 0 \quad \text{and} \quad \frac{\partial^2 \ln f(y; \theta)}{\partial h_i \partial h_r} = 0 \tag{2.14}
\]

while upon taking the negative expectation of equations (2.11) and (2.13) with respect to \( y \), it results in

\[
- \mathbb{E} \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_r^2} \right] = \frac{2 x^2}{\sigma_n^2} \quad \text{and} \quad - \mathbb{E} \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_i^2} \right] = \frac{2 x^2}{\sigma_n^2} \tag{2.15}
\]

hence the Fisher information matrix of (2.4) will result in a diagonal matrix, such that

\[
I(\theta) = \begin{bmatrix} \frac{2 x^2}{\sigma_n^2} & 0 \\ 0 & \frac{2 x^2}{\sigma_n^2} \end{bmatrix}. \tag{2.16}
\]

Finally, in order to derive the CRLB, the Fisher information matrix is inverted such that

\[
\text{var}(\hat{h}) = I^{-1}(\theta) = \begin{bmatrix} \sigma_n^2 & 0 \\ \frac{2 x^2}{\sigma_n^2} & \frac{2 x^2}{\sigma_n^2} \end{bmatrix} \tag{2.17}
\]
and the lower bound of the estimated parameter’s variance is found by taking the diagonal elements, as shown in (2.2), where the fraction in the first column and the first row corresponds to the variance of the real part of the estimated channel while the second fraction on the second row and second column corresponds to the variance of the imaginary part. Finally, as it can be seen in (2.17), for the pilot sequence channel estimation method, the CRLB is the same for the real and imaginary part of the channel and it depends only on the variance of the noise which is the only random variable, since the channel is assumed to be deterministic.

**Extension to vector parameters**

For vector parameters it is generally considered that for a number $N$ of iid observations, the CRLB is given by $1/N$ times the CRLB of a single observation, obtained by the inverse Fisher information matrix. Thus, when assuming vector parameters, where the length of the vector is given by the number $N$, the resulting CRLB is $1/N$ of the CRLB obtained for a scalar parameter. It can generally be understood that when more symbols are received, the lower bound of the variance decreases and the resulting channel estimates are more accurate.

Once again the system model is the same as in (2.1) but as it was explained before, this time it is comprised of vector elements instead of scalars. In vector form it is given such that $y = hx + n$, where the vector $y = [y_1, y_2, \ldots, y_N]^T$ corresponds to the received samples, $h = [h, h, \ldots, h]^T$ is the deterministic channel fading vector with each element of the vector being the same, since the channel is considered quasi-static. Furthermore, the vector $x$ contains the known pilot sequence comprised of BPSK symbols such that $x \in \{-1, 1\}^N$ and $n = [n_1, n_2, \ldots, n_N]^T$ is the noise vector whose entries are modelled as iid circularly symmetric complex Gaussian and additive, with zero mean and $\sigma_n^2$ variance. Thus $n \sim \mathcal{C}\mathcal{N}(0, \sigma_n^2)$, where the variance can be obtained by (2.6). Moreover $y$ and $h \in \mathbb{C}^{N \times 1}$.

Following the same procedure as in [25], the likelihood function for this method is derived again from the PDF of the observable and it is first given in vectors form (2.18), as suggested in [26] and afterwards in an explicit scalar form (2.19) by

$$
f(y; \theta) = \frac{1}{\pi^N \operatorname{det}(\mathbf{C})} \exp \left(- \frac{(y - hx)^H \mathbf{C}^{-1} (y - hx)}{\sigma_n^2} \right)$$  \hspace{1cm} (2.18)

$$
= \prod_{n=0}^{N-1} \frac{1}{\pi \sigma_n^2} \exp \left(- \frac{|y[n] - h[n]x[n]|^2}{\sigma_n^2} \right) \hspace{1cm} (2.19)
$$

where $\mathbf{C}$ in (2.18) corresponds to the covariance matrix which equals to $\sigma_n^2 I_{N \times N}$ and the superscript $H$ denotes Hermitian transpose. In addition, it can be seen that the vector elements can be written into scalars form, by using the product of all the $N$ elements. The log-likelihood function becomes,

$$
\ln f(y; \theta) = \sum_{n=0}^{N-1} \left[ \ln \left( \frac{1}{\pi \sigma_n^2} \right) - \frac{(y[n] - h[n]x[n])^* (y[n] - h[n]x[n])}{\sigma_n^2} \right]
$$

$$
= \sum_{n=0}^{N-1} \left[ \ln \left( \frac{1}{\pi \sigma_n^2} \right) - \frac{|y[n]|^2 - y[n]^* h[n] x[n] - y[n] h[n]^* x[n]^* + |h[n]|^2 |x[n]|^2}{\sigma_n^2} \right] \hspace{1cm} (2.20)
$$
where the product changes to a summation due to logarithmic operation on iid samples, [25]. By changing $h = h_r + jh_i$ and its conjugate in (2.20) and after taking the first derivative with respect to the real part of the channel, it is found that

$$\frac{\partial \ln f(y; \theta)}{\partial h_r} = \sum_{n=0}^{N-1} \frac{-2h_r[n]x[n]^2 + y[n]^*x[n] + y[n]x[n]^*}{\sigma_n^2}$$

(2.21)

and the second differentiation again with respect to the channel’s real part derives

$$\frac{\partial^2 \ln f(y; \theta)}{\partial h_r^2} = \sum_{n=0}^{N-1} -2x[n]^2/\sigma_n^2.$$

(2.22)

Upon taking the negative expectation with respect to $y$ and since both the expectation operator and the summation are linear operations, it is seen that

$$-E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_r^2} \right] = -\sum_{n=0}^{N-1} E \left[ \frac{-2x[n]^2}{\sigma_n^2} \right]$$

(2.23)

and the Fisher information is scaled by the number of observations $N$, since the observations are assumed to be identically distributed, thus it becomes

$$I(\theta) = N \frac{2x^2}{\sigma_n^2}. \quad (2.24)$$

Now if the steps in equations (2.21), (2.22) and (2.23) are repeated with respect to the imaginary part of the channel, it will be derived

$$-E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_i^2} \right] = N \frac{2x^2}{\sigma_n^2}$$

(2.25)

and as mentioned above the differentiation with respect to $\frac{\partial^2}{\partial h_r \partial h_i}$ and $\frac{\partial^2}{\partial h_i \partial h_r}$ results in zero, hence the Fisher information matrix becomes

$$I(\theta) = \begin{bmatrix} \frac{2Nx^2}{\sigma_n^2} & 0 \\ 0 & \frac{2Nx^2}{\sigma_n^2} \end{bmatrix}. \quad (2.26)$$

As a result, the CRLB for the $N$ length pilot symbols sequence, is found similar to (2.2) with the only difference being the scaling factor $1/N$, which is given by

$$\text{var}(\hat{\theta}) = I^{-1}(\theta) = \begin{bmatrix} \frac{\sigma_n^2}{2Nx^2} & 0 \\ 0 & \frac{\sigma_n^2}{2Nx^2} \end{bmatrix}. \quad (2.27)$$

The result of (2.27) shows that the CRLB is not affected by the value of the BPSK symbols while furthermore it is only depending on the noise variance, as it was previously explained.
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2.1.2 Blind channel estimation

Scalar parameters model

The blind channel estimation method considers the stochastic maximum likelihood estimation, thus the received symbol is assumed to be following a specific distribution. Based on this fact and upon considering the same system model of (2.1), the transmitted data symbol is given such that

\[ x \in \{+1, -1\} \times \{+1\} \]

where \( x \) can take two values, due to the fact that it corresponds to a BPSK modulated symbol which is uniformly distributed with probability of occurrence \( \Pr(x = +1) = \Pr(x = -1) = \frac{1}{2} \). Since the received symbol is considered random, it can be characterised by its distribution, which is the key point of the blind channel estimation method. Furthermore, the noise \( n \) is assumed as iid circularly symmetric complex Gaussian additive noise \( n \sim \mathcal{CN}(0, \sigma_n^2) \), with the variance obtained from (2.6) as before.

The likelihood function for the blind channel estimation method, parametrized by the channel \( h \) according to [26] and [20] will be

\[
f(y; \theta) = \sum_x f(y; \theta|x)p(x)
\]

\[
= \frac{1}{2}f(y; \theta|x = +1) + \frac{1}{2}f(y; \theta|x = -1)
\]  

(2.28)

where \( p(x) \) corresponds to the probability mass function of \( x \) and for the sake of simplicity the symbol scalar \( x \) is not changed to its corresponding value, in order to examine how the symbol affects the CRLB estimation. The PDF is parametrized by the vector \( \theta \) and the likelihood function is given such that

\[
f(y; \theta) = \frac{1}{\pi\sigma_n^2} \left[ \frac{1}{2} \exp\left( -\frac{|y - hx|^2}{\sigma_n^2} \right) + \frac{1}{2} \exp\left( -\frac{|y + hx|^2}{\sigma_n^2} \right) \right]
\]

\[
= \frac{1}{\pi\sigma_n^2} \left[ \frac{1}{2} \exp\left( -\frac{|y|^2 - h^*x^*y - y^*hx + x^*x|h|^2}{\sigma_n^2} \right) \right]
\]

\[
+ \frac{1}{\pi\sigma_n^2} \left[ \frac{1}{2} \exp\left( -\frac{|y|^2 + h^*x^*y + y^*hx + x^*x|h|^2}{\sigma_n^2} \right) \right].
\]  

(2.29)

Since the logarithm of a sum requires complicated calculations, it is preferred to bring the inner product of the brackets into a form that will allow easier calculations. Thus, by expressing the inner arguments of the two exponentials of equation (2.29) in a different way, it can be derived

\[
f(y; \theta) = \frac{1}{\pi\sigma_n^2} \frac{1}{2} \left[ \exp\left( -\frac{|y|^2}{\sigma_n^2} + \frac{a}{\sigma_n^2} + \frac{b}{\sigma_n^2} + \frac{c}{\sigma_n^2} - \frac{d}{\sigma_n^2} \right) \right]
\]

\[
+ \frac{1}{\pi\sigma_n^2} \frac{1}{2} \left[ \exp\left( -\frac{|y|^2}{\sigma_n^2} - \frac{a}{\sigma_n^2} + \frac{b}{\sigma_n^2} - \frac{c}{\sigma_n^2} - \frac{d}{\sigma_n^2} \right) \right]
\]  

(2.30)

where the conjugate of the symbol scalar \( x^* \), is treated as the symbol itself \( x \), since there exists no imaginary part for BPSK symbols. Consequently, by using the fractions marked by the letters \( a, b, c \) and \( d \) of (2.30) in the exponentials, the above equation can
be written as

$$f(y; \theta) = \frac{1}{\pi \sigma^2_n} \left[ e^{-\alpha \cdot e^{-|b-c+d|}} + e^{-\alpha \cdot e^{-|b+c+d|}} \right]$$

$$= \frac{1}{\pi \sigma^2_n} \left[ e^{-\alpha \cdot e^{b+c}} + e^{-\alpha \cdot e^{-b-c}} \right]$$

$$= \frac{1}{\pi \sigma^2_n} \left[ e^{-\alpha \cdot |c|} \left( e^{b+c} + e^{-(b+c)} \right) \right]$$

$$= \frac{1}{\pi \sigma^2_n} \left[ e^{-\alpha \cdot |c|} \cosh(b + c) \right]$$

(2.31)

Upon substituting again $a$, $b$, $c$ and $d$ with the corresponding fractions of (2.30) in to (2.31), it yields

$$f(y; \theta) = \frac{1}{\pi \sigma^2_n} \left[ \exp \left( -\left| y \right|^2 - x^2 \right) \cosh \left( \frac{h^* xy + y^* hx}{\sigma^2_n} \right) \right].$$

(2.32)

Thus, if we consider the natural logarithm, the log-likelihood function is then derived as

$$\ln f(y; \theta) = \ln \left( \frac{1}{\pi \sigma^2_n} \right) + \left( -\left| y \right|^2 - x^2 \right) + \ln \left[ \cosh \left( \frac{h^* xy + y^* hx}{\sigma^2_n} \right) \right].$$

(2.33)

Accordingly, by writing $h$ as $h_r + jh_i$ and its conjugate $h^*$ as $h_r - jh_i$, the above equation will result in

$$\ln f(y; \theta) = \ln \left( \frac{1}{\pi \sigma^2_n} \right) + \left( -\left| y \right|^2 - x^2 \left( h_r^2 + h_i^2 \right) \right)$$

$$+ \ln \left[ \cosh \left( \frac{(h_r - jh_i) xy + y^*(h_r + jh_i)x}{\sigma^2_n} \right) \right].$$

(2.34)

Subsequently, by differentiating once with respect to the real part of the parameter to be estimated $h_r$, produces

$$\frac{\partial \ln f(y; \theta)}{\partial h_r} = -\frac{2x^2 h_r}{\sigma^2_n} + \tanh \left( \frac{(h_r - jh_i) xy + y^*(h_r + jh_i)x}{\sigma^2_n} \right) \left( \frac{xy + y^* x}{\sigma^2_n} \right)$$

(2.35)

while the second derivative, also with respect to $h_r$, will derive

$$\frac{\partial^2 \ln f(y; \theta)}{\partial h_r^2} = -\frac{2x^2}{\sigma^2_n} + \text{sech}^2 \left( \frac{(h_r - jh_i) xy + y^*(h_r + jh_i)x}{\sigma^2_n} \right) \left( \frac{xy + y^* x}{\sigma^2_n} \right)^2.$$  

(2.36)

Upon taking the negative expectation of (2.36) with respect to $y$ again, the result is found to be

$$-\mathbb{E} \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_r^2} \right] = \frac{2x^2}{\sigma^2_n} - \mu_r$$

(2.37)

where $\mu_r$ is derived by moving the expectation inside (2.36) and it corresponds to a positive number, which is found such that

$$\mu_r = \mathbb{E} \left[ \text{sech}^2 \left( \frac{(h_r - jh_i) xy + y^*(h_r + jh_i)x}{\sigma^2_n} \right) \left( \frac{xy + y^* x}{\sigma^2_n} \right)^2 \right].$$

(2.38)

Due to the complexity of the calculations required for obtaining the result of (2.38), $\mu_r$ is calculated by realising a Monte Carlo simulation of $L$ iterations. The resulting value of $\mu_r$ is derived by considering the real and imaginary part of a quasi-static channel coefficient along with the noise variance. Hence, different values of $\mu_r$ are derived for different
channel realisations while the noise variance might be considered constant. Once the differentiation procedure is repeated with respect to the imaginary part of the channel, it produces

$$\frac{\partial^2 \ln f(y; \theta)}{\partial h_i^2} = \frac{-2x^2}{\sigma_n^2} \tanh \left( \frac{(h_r - jh_i)xy + y^*(h_r + jh_i)x}{\sigma_n^2} \right) \left( \frac{-jxy + jy^*x}{\sigma_n^2} \right)^2$$

(2.39)

and the negative expectation also derives

$$-E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_i^2} \right] = \frac{2x^2}{\sigma_n^2} - \mu_i. \quad (2.40)$$

The same procedure is followed, with the realisation of a Monte Carlo simulation where the mean value of \(\mu_i\) is derived from

$$\mu_i = E \left[ \text{sech}^2 \left( \frac{(h_r - jh_i)xy + y^*(h_r + jh_i)x}{\sigma_n^2} \right) \left( \frac{-jxy + jy^*x}{\sigma_n^2} \right)^2 \right]. \quad (2.41)$$

In addition, after following the instructions for the generation of the Fisher information matrix (2.4) of the blind channel estimation method, the derivative of the log likelihood function (2.34) with respect to both \(h_r\) and \(h_i\), \(\frac{\partial^2}{\partial h_r \partial h_i}\) results in

$$\frac{\partial^2 \ln f(y; \theta)}{\partial h_r \partial h_i} = \frac{\partial}{\partial h_r} \left( \frac{\partial \ln f(y; \theta)}{\partial h_i} \right)$$

$$= \frac{\partial}{\partial h_r} \left( \frac{-2x^2h_i}{\sigma_n^2} + \tanh \left( \frac{(h_r - jh_i)xy + y^*(h_r + jh_i)x}{\sigma_n^2} \right) \left( \frac{-jxy + jy^*x}{\sigma_n^2} \right) \right)$$

$$= \text{sech}^2 \left( \frac{(h_r - jh_i)xy + y^*(h_r + jh_i)x}{\sigma_n^2} \right) \left( \frac{-jxy + jy^*x}{\sigma_n^2} \right) \left( \frac{yx + y^*x}{\sigma_n^2} \right)$$

(2.42)

while the differentiation with respect to the reverse order, \(\frac{\partial^2}{\partial h_i \partial h_r}\), will also result in

$$\frac{\partial^2 \ln f(y; \theta)}{\partial h_i \partial h_r} = \frac{\partial}{\partial h_i} \left( \frac{\partial \ln f(y; \theta)}{\partial h_r} \right)$$

$$= \text{sech}^2 \left( \frac{(h_r - jh_i)xy + y^*(h_r + jh_i)x}{\sigma_n^2} \right) \left( \frac{-jxy + jy^*x}{\sigma_n^2} \right) \left( \frac{yx + y^*x}{\sigma_n^2} \right)$$

(2.43)

which is the same result as in (2.42). Since the result is the same for both cases, the negative expectation of (2.42) and (2.43) with respect to \(y\) is called \(\mu\) and given such that

$$-E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_r \partial h_i} \right] = -E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_i \partial h_r} \right] = -\mu \quad (2.44)$$

where it is defined that

$$\mu = E \left[ \text{sech}^2 \left( \frac{(h_r - jh_i)xy + y^*(h_r + jh_i)x}{\sigma_n^2} \right) \left( \frac{-jxy + jy^*x}{\sigma_n^2} \right) \left( \frac{yx + y^*x}{\sigma_n^2} \right) \right] \quad (2.45)$$

and the value of \(\mu\) is derived once more by using a Monte Carlo simulation of \(L\) iterations for randomly generated channel realisations. Thus, the \(2 \times 2\) Fisher information matrix can be derived by using (2.37), (2.40) and (2.44) similarly to (2.4), resulting in

$$\mathbf{I(\theta)} \leq \begin{bmatrix} \frac{2x^2}{\sigma_n^2} - \mu_r & -\mu \\ -\mu & \frac{2x^2}{\sigma_n^2} - \mu_i \end{bmatrix}. \quad (2.46)$$
The inverse of the above Fisher information matrix is derived similar to

\[
I^{-1}(\theta) = \frac{1}{\left(\frac{2x^2}{\sigma_n^2} - \mu_r\right) \left(\frac{2x^2}{\sigma_n^2} - \mu_i\right)} \begin{bmatrix}
\frac{2x^2}{\sigma_n^2} - \mu_i & \mu \\
\mu & \frac{2x^2}{\sigma_n^2} - \mu_r
\end{bmatrix}.
\] (2.47)

Finally, the CRLB for the blind channel estimation method of scalar parameters, is found by taking the diagonal elements \([I^{-1}(\theta)]_{11}\) and \([I^{-1}(\theta)]_{22}\) of (2.47), as previously shown in (2.2), such that

\[
\text{var}(\hat{h}) \geq \begin{bmatrix}
\frac{4x^4}{\sigma_n^4} - 2x^2 (\mu_i + \mu_r) + \sigma_n^2 (\mu_r \mu_i - \mu^2) & 0 \\
0 & \frac{4x^4}{\sigma_n^4} - 2x^2 (\mu_i + \mu_r) + \sigma_n^2 (\mu_r \mu_i - \mu^2)
\end{bmatrix}
\] (2.48)

where the first element of the vector corresponds to the variance obtained by the CRLB with respect to the real part of the channel while the second element corresponds to the variance of the imaginary part of the channel. Consequently, \(\mu_r, \mu_i\) and \(\mu\) can be replaced by the values that have been obtained from the Monte Carlo simulations for one channel realisation and randomly generated noise. Thus, the result is depending on the variance of the noise, which differs for different SNR scenarios (2.6) and the channel fading coefficient \(h\).

**Extension to vector parameters**

In order to extend the results of the CRLB to vector parameters for the blind channel estimation method, approximately the same procedure as previously is followed, thus only a summary of the main calculations that were realised is provided. The system model given once more by \(y = hx + n\) where \(y, h\) and \(n \in \mathbb{C}^{N \times 1}\). This time, the \(N\) length vector of the transmitted symbols, \(x \in \{+1, -1\}^{N \times 1}\), is comprised by BPSK symbols and it is not treated as a known pilot sequence on the receiver side. Hence we only consider the fact that the symbols are uniformly distributed, with each symbol having a probability of occurrence \(\Pr(s = +1) = \Pr(s = -1) = \frac{1}{2}\).

The likelihood function of the blind channel estimation method in vector form, according to [26], is given by

\[
f(y; \theta) = \sum_x f(y; \theta|x)p(x) = \frac{1}{2} \left[ f(y; \theta|x = +1) + f(y; \theta|x = -1) \right]
= \frac{1}{2 \pi^N \det(C)} \exp\left(- (y - hx)^H C^{-1} (y - hx) \right)
+ \frac{1}{2 \pi^N \det(C)} \exp\left(- (y + hx)^H C^{-1} (y + hx) \right)
\] (2.49)

which can be also written in scalars form by using the product operator, given that the observations are \(iid\), such that

\[
f(y; \theta) = \prod_{n=0}^{N-1} \frac{1}{2 \pi \sigma_n^2} \left[ \exp\left(- \frac{|y[n] - h[n]x[n]|^2}{\sigma_n^2} \right) + \exp\left(- \frac{|y[n] + h[n]x[n]|^2}{\sigma_n^2} \right) \right].
\] (2.50)

As previously done in (2.30), the above equation is written in a form similar to (2.31), which does not require the calculation of the sum of logarithms in order to derive the
log likelihood function. Thus, upon taking the log likelihood function for \( iid \) scalar parameters, it will result in

\[
\ln f(y; \theta) = \sum_{n=0}^{N-1} \left[ \ln \left( \frac{1}{\pi \sigma_n^2} \right) + \left( -\frac{|y[n]|^2 - x[n]^2(h_r[n]^2 + h_i[n]^2)}{\sigma_n^2} \right) + \ln \left( \cosh \left( \frac{(h_r[n] - jh_i[n])x[n]y[n] + y[n]^*(h_r[n] + jh_i[n])x[n]}{\sigma_n^2} \right) \right) \right].
\]

(2.51)

After obtaining the log-likelihood function, the first and second derivatives with respect to the real, the imaginary part and both the real and imaginary parts of the channel fading coefficients can be calculated by using \( \mu_r, \mu_i \) and \( \mu \) from (2.38), (2.41) and (2.45) respectively. Consequently, the same process as before is followed. Finally, the CRLB of the blind channel estimation method for vector parameters is found by the diagonal elements of the inverse Fisher information matrix, such that

\[
\text{var}(\hat{h}) \geq \left[ \begin{array}{c}
\frac{2x^2 - \mu_i \sigma_n^2}{N \left( \frac{4x^4}{\sigma_n^2} - 2x^2 (\mu_i + \mu_r) + \sigma_n^2 (\mu_r \mu_i - \mu^2) \right)} \\
\frac{2x^2 - \mu_r \sigma_n^2}{N \left( \frac{4x^4}{\sigma_n^2} - 2x^2 (\mu_i + \mu_r) + \sigma_n^2 (\mu_r \mu_i - \mu^2) \right)}
\end{array} \right].
\]

(2.52)

which is similar to the result obtained in (2.48), parametrised by the inverse number of the received data symbols \( 1/N \) since the observations are considered \( iid \).

2.1.3 Semi-blind channel estimation

Scalar parameters model

The semi-blind channel estimation method can be considered as a hybrid method, which combines the transmission of data symbols while it also profits from the usage of a known pilot symbols sequence during the exchange of packets between the BS and the UE. A good set up of the ratio of data symbols or pilot symbols to the number of the total transmitted symbols, can prove to be a good technique for efficiently obtaining accurate channel estimations, without the need of extensive pilot overhead generation.

The system model for scalar parameters is given once more by (2.1). Furthermore, the noise scalar is assumed to be zero mean \( iid \) circularly symmetric complex Gaussian additive noise such that \( n \sim CN(0, \sigma_n^2) \) where the variance is derived from (2.6). For the semi-blind method, instead of a single transmitted symbol, a column vector comprised of one pilot and one data symbol is defined, such that \( x = [x_p \hspace{5pt} x_d]^T \). Thus, we first consider the transmission of \( N = 2 \) BPSK symbols, where the first symbol \( x_p \) is a known pilot symbol such that \( x_p = \{+1\}^{1 \times 1} \). The second symbol \( x_d \), is a uniformly distributed random data symbol which can take two values, thus \( x_d \in \{+1, -1\} \) with probability of occurrence \( \Pr(x_d = +1) = \Pr(x_d = -1) = \frac{1}{2} \). The channel is also assumed to be slow fading, hence the channel fading coefficient remains constant over the transmission of the two symbols, \( x_p \) and \( x_d \). Moreover, assuming that the symbols are \( iid \), both are considered to be independent of the channel. The received symbols are also given by a column vector comprised of a pilot and a data symbol, such that \( y = [y_p \hspace{5pt} y_d]^T \), following that \( y_d = hx_d + n \) and \( y_p = hx_p + n \). Finally, as it was previously stated, the unknown vector parameter is given such that \( \theta = [\text{Re}\{h\} \hspace{5pt} \text{Im}\{h\}]^T = [h_r \hspace{5pt} h_i]^T \).
The likelihood function based on the PDF of the observable [26], this time can be expressed by

\[ f(y; \theta) = f(y_p; \theta) f(y_d; \theta) \]

\[ = f(y_p; \theta) \left( \sum_x f(y_d; \theta | x_d = \pm 1) p(x_d) \right) \]

\[ = f(y_p; \theta, x_p) \left( f(y_d; \theta | x_d = +1) \frac{1}{2} + f(y_d; \theta | x_d = -1) \frac{1}{2} \right) \]  (2.53)

which as it can be seen is a combination of the pilot channel estimation method, where the received symbol \( x_p \) is considered known and the blind channel estimation method, with the received data symbol \( x_d \) considered random along with its probability of occurrence. Upon combining the PDFs of the pilot (2.7) and blind channel estimation methods (2.29), the likelihood function will then result in

\[ f(y; \theta) = \frac{1}{\pi \sigma_n^2} \exp \left( -\frac{|y_p - hx_p|^2}{\sigma_n^2} \right) \]

\[ \left[ \frac{1}{\pi \sigma_n^2} \frac{1}{2} \left( \exp \left( -\frac{|y_d - hx_d|^2}{\sigma_n^2} \right) + \exp \left( -\frac{|y_d + hx_d|^2}{\sigma_n^2} \right) \right) \right] \]

\[ = \frac{1}{\pi \sigma_n^2} \exp \left( -\frac{(y_p^* y_p + h^* h x_p^* x_p - y^* h x_p - y_p h^* x_p)}{\sigma_n^2} \right) \]

\[ \left[ \frac{1}{\pi \sigma_n^2} \left( \exp \left( -\frac{y_d^* y_d - x_d^* x_d}{\sigma_n^2} \right) \right) \cosh \left( h^* x_d y_d + y_d^* h x_d \right) \right] \]  (2.54)

where it is considered that \( x_d^* = x_d \) and \( x_p^* = x_p \), as previously explained, while the same procedure as in (2.30) and (2.31) is followed. After taking the logarithm, the log likelihood function yields

\[ \ln f(y; \theta) = \ln \left( \frac{1}{\pi \sigma_n^2} \right) - \frac{|y_p|^2 + |h|^2 x_p^2 - y_p^* h x_p - y_p h^* x_p}{\sigma_n^2} \]

\[ + \ln \left( \frac{1}{\pi \sigma_n^2} \right) + \frac{-|y_d|^2 - x_d^2 |h|^2}{\sigma_n^2} + \ln \left[ \cosh \left( h^* x_d y_d + y_d^* h x_d \right) \right] \]  (2.55)

Since the channel fading coefficient is comprised by a real and imaginary part, such that \( h = h_r + j h_i \) and \( h^* = h_r - j h_i \), upon differentiating once with respect to the channel’s real part \( h_r \), it is derived

\[ \frac{\partial \ln f(y; \theta)}{\partial h_r} = -\frac{2 h_r x_p^2 - y_p^* x_p - y_p x_p}{\sigma_n^2} - \frac{2 h_r x_d^2}{\sigma_n^2} \]

\[ + \tanh \left( \frac{(h_r - j h_i) x_d y_d + y_d^* (h_r + j h_i) x_d}{\sigma_n^2} \right) \left( \frac{x_d y_d + y_d^* x_d}{\sigma_n^2} \right) \]  (2.56)

and after taking the second derivative, again with respect to \( h_r \), it is obtained

\[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_r^2} = -\frac{2 x_p^2}{\sigma_n^2} + \frac{2 x_d^2}{\sigma_n^2} + \text{sech}^2 \left( \frac{(h_r - j h_i) x_d y_d + y_d^* (h_r + j h_i) x_d}{\sigma_n^2} \right) \left( \frac{x_d y_d + y_d^* x_d}{\sigma_n^2} \right)^2 \]  (2.57)

At this point, it must be highlighted that since the symbol vector \( x \) is equally comprised of one pilot symbol and one data symbol, we consider the same symbol energy for both types of symbols, such that \( ||x||^2 = ||x_d||^2 = ||x_p||^2 \). For the interested reader, the channel estimation accuracy achieved for different energy levels of pilot and data symbols.
is discussed in [23]. Upon taking the negative expectation of the above equation, it is derived that (2.57) converges to

\[-E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_i^2} \right] = \frac{4x^2}{\sigma_n} - \mu_r\]

where \(\mu_r\) is given by equation (2.38). Finally, when the above process is repeated by differentiating twice with respect to the imaginary part of the channel \(h_i\), it will result in

\[-E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_i^2} \right] = \frac{4x^2}{\sigma_n} - \mu_i\]

in which \(\mu_i\) is given by equation (2.41). It must be mentioned that both \(\mu_r\) and \(\mu_i\) will have the same value as previously computed for the blind channel estimation method, since both methods are compared on the estimation accuracy they provide for the same channel fading coefficient. The derivatives of (2.55) with respect to both the real and imaginary channel are calculated such that

\[\frac{\partial^2 \ln f(y; \theta)}{\partial h_r \partial h_i} = \frac{\partial}{\partial h_r} \left( \frac{\partial \ln f(y; \theta)}{\partial h_i} \right)\]

\[= \text{sech}^2 \left( \frac{(h_r - jh_i)x_d y_d + y_d^*(h_r + jh_i)x_d}{\frac{1}{\sigma_n^2}} \right) \left( -j x_d y_d + jy_d^* x_d \right) \left( x_d y_d + y_d^* x_d \right)\]

which upon taking the negative expectation is similar to (2.45) and thus results in

\[-E \left[ \frac{\partial^2 \ln f(y; \theta)}{\partial h_r \partial h_i} \right] = -\mu\]

where the result is the same for the differentiation with \(\frac{\partial^2}{\partial h_i \partial h_r}\) and \(\frac{\partial^2}{\partial h_r \partial h_i}\). The resulting Fisher information matrix for the semi-blind method, will be

\[\mathbf{I}(\theta) \leq \begin{bmatrix} \frac{4x^2}{\sigma_n^2} - \mu_r & -\mu \\ -\mu & \frac{4x^2}{\sigma_n^2} - \mu_i \end{bmatrix}\]

while the inverse Fisher information is given similar to

\[\mathbf{I}^{-1}(\theta) = \frac{1}{\left( \frac{4x^2}{\sigma_n^2} - \mu_r \right) \left( \frac{4x^2}{\sigma_n^2} - \mu_i \right) - \mu^2} \begin{bmatrix} \frac{4x^2}{\sigma_n^2} - \mu_i & \mu \\ \mu & \frac{4x^2}{\sigma_n^2} - \mu_r \end{bmatrix}\]

Since the CRLB is given by the diagonal elements \([\mathbf{I}^{-1}(\theta)]_{11}\) and \([\mathbf{I}^{-1}(\theta)]_{22}\) of the inverse Fisher information matrix, the lower bound of the variance will equal to

\[\text{var}(\hat{h}) \geq \frac{4x^2 - \mu_i \sigma_n^2}{16x^4 - 4x^2 (\mu_i - \mu_r) + \sigma_n^2 (\mu_r \mu_i - \mu^2)} \frac{4x^2 - \mu_r \sigma_n^2}{16x^4 - 4x^2 (\mu_i - \mu_r) + \sigma_n^2 (\mu_r \mu_i - \mu^2)}\]
where the first element of the vector corresponds to the lower bound of the variance calculated for the real part of the channel, while the second element corresponds to the imaginary part of the channel. As previously stated, \( \mu_r, \mu_i \) and \( \mu \) can be replaced by the values that have been obtained from the Monte Carlo simulation for a deterministic channel and randomly generated noise.

### Extension to vector parameters

In contradiction to the previous scalar model and in order to derive an expression for the semi-blind channel estimation method for vector parameters, the vector of the transmitted symbols is given \( \mathbf{x} = \begin{bmatrix} x_p^T & x_d^T \end{bmatrix} \). The symbol vector is comprised of a pilot symbols vector \( x_p \in \mathbb{R}^{N_p \times 1} \), of length \( N_p \) and a vector of random data symbols \( x_d \in \mathbb{R}^{N_D \times 1} \), of length \( N_D \), where \( N = N_p + N_D \) is the number of the total received symbols. As a result, the ratio of pilot to total received symbols, is given such that

\[
\alpha = \frac{N_p}{N} \tag{2.65}
\]

where \( \alpha \) is defined for \( 0 \leq \alpha \leq 1 \). Following this definition, when \( \alpha = 0 \) no pilot symbols are used and the channel estimation is achieved similar to the blind method. On the other hand, for \( \alpha = 1 \) the channel estimate is achieved similar to the pilot method. The definition of this ratio will allow us to achieve different accuracy levels of channel estimates, as it is discussed in [22]. In addition, since data are also transmitted during the channel estimation process, the useful rate is expected to increase. A further step would have been to define the proportionate pilot to data power ratio (PDPR), presented also in [22] and [23], which also results to different channel estimates accuracy. In this thesis, only three different values of \( \alpha \) ratio (2.65) will be examined, \( \alpha = 0.2, \alpha = 0.5 \) and \( \alpha = 0.8 \) which provide different numbers of pilot and data symbols depending on the length \( N \) of the transmitted symbol vector. The rest of the vectors for this method are defined as previously.

The likelihood function of the semi-blind method, presented in vectors form and according to [26] is given by

\[
f(\mathbf{y}; \theta) = f(\mathbf{y}_p; \theta)f(\mathbf{y}_d; \theta) = \frac{1}{\pi^N \det(C)} \exp \left( - (\mathbf{y}_p - \mathbf{hx}_p)^H C^{-1} (\mathbf{y}_p - \mathbf{hx}_p) \right)
\]

\[
= \left[ \frac{1}{2 \pi \det(C)} \right] \exp \left( - (\mathbf{y}_d - \mathbf{hx}_d)^H C^{-1} (\mathbf{y}_d - \mathbf{hx}_d) \right) + \frac{1}{2 \pi \det(C)} \exp \left( - (\mathbf{y}_d + \mathbf{hx}_d)^H C^{-1} (\mathbf{y}_d + \mathbf{hx}_d) \right) \tag{2.66}
\]

where \( \mathbf{y}_p \) and \( \mathbf{y}_d \) correspond to the received vectors of pilot and data symbols of length \( n_p \) and \( n_d \) respectively. Furthermore, \( \mathbf{C} \) is the \( \sigma^2_n I_{N \times N} \) covariance matrix and the superscript \( H \) denotes Hermitian transpose. The above equation can also be written in scalars form by using the product operator and upon considering the observations as \( iid \), such that

\[
f(\mathbf{y}; \theta) = \prod_{n=0}^{N-1} \frac{1}{\pi \sigma_n^2} \left[ \exp \left( - \frac{|y_p[n]|^2 - |h[n]|^2 |x_p[n]|^2}{\sigma_n^2} \right) \right]
\]

\[
\times \left( \frac{1}{2} \frac{1}{\pi \sigma_n^2} \left( \exp \left( - \frac{|y_d[n]|^2 - |h[n]|^2 |x_d[n]|^2}{\sigma_n^2} \right) + \exp \left( - \frac{|y_d[n]|^2 + |h[n]|^2 |x_d[n]|^2}{\sigma_n^2} \right) \right) \right) \tag{2.67}
\]
where the vectors are changed to scalar parameters. In order to obtain the log-likelihood function a similar procedure as in (2.55) is followed which results in the sum of scalars. Subsequently, we differentiate the log-likelihood function twice with respect to the real and imaginary part of the channel. For the real part of the channel $h_r$, the result of the second derivative for vector parameters is given by

$$
\frac{\partial^2 \ln f (y; \theta )}{\partial h_r^2} = \sum_{n=0}^{N-1} \left[ - \frac{2x_p[n]^2}{\sigma_n^2} - \frac{2x_d[n]^2}{\sigma_n^2} + \left( \frac{x_d[n]y_d[n] + y_d[n]^*x_d[n]}{\sigma_n^2} \right)^2 \right] \text{sech}^2 \left( \left( h_r[n] - jh_i[n] \right)x_d[n]y_d[n] + y_d[n]^*(h_r[n] + jh_i[n])x_d[n] \right)
$$

(2.68)

while the second derivative with respect to the imaginary part of the channel $h_i$, will be

$$
\frac{\partial^2 \ln f (y; \theta )}{\partial h_i^2} = \sum_{n=0}^{N-1} \left[ - \frac{2x_p[n]^2}{\sigma_n^2} - \frac{2x_d[n]^2}{\sigma_n^2} + \left( \frac{-jx_d[n]y_d[n] + jy_d[n]^*x_d[n]}{\sigma_n^2} \right)^2 \right] \text{sech}^2 \left( \left( h_r[n] - jh_i[n] \right)x_d[n]y_d[n] + y_d[n]^*(h_r[n] + jh_i[n])x_d[n] \right)
$$

(2.69)

The differentiation with respect to $h_r$ and $h_i$, such that $\frac{\partial^2}{\partial h_r \partial h_i}$ and $\frac{\partial^2}{\partial h_i \partial h_r}$, will result in

$$
\frac{\partial^2 \ln f (y; \theta )}{\partial h_r \partial h_i} = \sum_{n=0}^{N-1} \left[ \text{sech}^2 \left( \left( h_r[n] - jh_i[n] \right)x_d[n]y_d[n] + y_d[n]^*(h_r[n] + jh_i[n])x_d[n] \right) \left( \frac{-jx_d[n]y_d[n] + jy_d[n]^*x_d[n]}{\sigma_n^2} \right) \left( \frac{x_d[n]y_d[n] + y_d[n]^*x_d[n]}{\sigma_n^2} \right) \right]
$$

(2.70)

where the result depends only on data symbols. Upon taking the negative expectation the above equations will converge to

$$
- \mathbb{E} \left[ \frac{\partial^2 \ln f (y; \theta )}{\partial h_r^2} \right] = - \sum_{n=0}^{N-1} \mathbb{E} \left[ - \frac{2x_p[n]^2}{\sigma_n^2} - \frac{2x_d[n]^2}{\sigma_n^2} + \mu_r \right]
$$

(2.71)

and

$$
- \mathbb{E} \left[ \frac{\partial^2 \ln f (y; \theta )}{\partial h_i^2} \right] = - \sum_{n=0}^{N-1} \mathbb{E} \left[ - \frac{2x_p[n]^2}{\sigma_n^2} - \frac{2x_d[n]^2}{\sigma_n^2} + \mu_i \right]
$$

(2.72)

while

$$
- \mathbb{E} \left[ \frac{\partial^2 \ln f (y; \theta )}{\partial h_r \partial h_i} \right] = - \mathbb{E} \left[ \frac{\partial^2 \ln f (y; \theta )}{\partial h_i \partial h_r} \right] = - \sum_{n=0}^{N-1} - \mu
$$

(2.73)

where $\mu_r$ is given by (2.38), $\mu_i$ by (2.41) and $\mu$ by (2.45). Furthermore, upon assuming the same symbol energy for pilot and data symbols, such that $\|x\|^2 = \|x_p\|^2 = \|x_d\|^2$, while also considering the sum of iid symbols, the Fisher information matrix for the semi-blind method is derived such that

$$
I(\theta) = \begin{bmatrix}
\frac{2x_p^2}{\sigma_n^2} N - \mu_r N_D & -N_D \mu \\
-N_D \mu & \frac{2x_d^2}{\sigma_n^2} N - \mu_i N_D
\end{bmatrix}
$$

(2.74)
in which the numbers of pilot symbols $N_P$ and data symbols $N_D$ have been assigned and can be adjusted by using (2.65). The CRLB is finally derived by the diagonal elements of the inverse Fisher information matrix, hence the result for the semi-blind method extended to vector parameters will be

$$\text{var}({\hat{h}}) \geq \begin{bmatrix}
\frac{2x^2N - \mu_i\sigma_n^2N_D}{4x^4N^2 - N_D(2x^2N(\mu_i + \mu_r) - N_D\sigma_n^2(\mu_r\mu_i - \mu^2))} \\
\frac{2x^2N - \mu_r\sigma_n^2N_D}{4x^4N^2 - N_D(2x^2N(\mu_i + \mu_r) - N_D\sigma_n^2(\mu_r\mu_i - \mu^2))}
\end{bmatrix}.$$ (2.75)

From the above result of the CRLB, it can be seen that regarding on the selection of the ratio $\alpha$ (2.65), the semi-blind method is able of obtaining different results. For example, when $\alpha = 0$, it is derived that $N_D = N$ thus no pilot symbols are used and the resulting CRLB is same to (2.52). On the other hand, when $\alpha = 1$ then $N_D = 0$ and the resulting CRLB is given by (2.27). The final result thus is shaped by the noise variance, the values of $\mu_r, \mu_i$ and $\mu$, which depend on the channel fading coefficient and the selection of the pilot to total received symbols ratio given in (2.65).

### 2.2 The estimated channel

Given that the variance of the channel estimates has been determined by using the CRLB, a new channel can now be considered as the true channel which is used in order to derive the corresponding constrained capacity. This channel is comprised of a deterministic channel fading coefficient, along any estimation uncertainties which occur from each channel estimation method. The uncertainty is derived by the CRLB and the corresponding lower bound of variance of the estimates, where a decreased level of variance leads to more accurate estimates. Hence, the true channel fading coefficient $h \in \mathbb{C}^{1 \times 1}$ according to [27] is given such that

$$h = \hat{h} + \Delta h$$ (2.76)

where $\hat{h}$ corresponds to the estimated channel, comprised of a deterministic Rayleigh distributed channel fading coefficient and $\Delta h$ is the uncertainty of the channel estimate, modelled as a complex Gaussian random variable $\Delta h \sim \mathcal{CN}(0, \sigma^2_{\text{CRLB}})$, where $\sigma^2_{\text{CRLB}} = \text{var}(\hat{h})$ is the corresponding variance obtained by the CRLB derived for each channel estimation method according to (2.27), (2.52) and (2.75). Consequently, each channel estimation method introduces a different degree of CSI uncertainty due to estimation inaccuracies, hence the channel $h$ used by the system deviates from the original accurate estimate $\hat{h}$. In addition, several more uncertainties and errors can be added on the channel estimate, however for the sake of simplicity, these errors are not considered in this report and we only focus on the CSI errors caused due to the corresponding variance of the CRLB of each channel estimation method.

### 2.3 Constrained capacity upon the channel estimates

Since a different considered channel is derived based on the results of each channel estimation method (2.76), we can now compute the corresponding achievable channel capacities. Channel capacity is defined as the highest achievable rate of reliably transmitted data over a wireless channel [28]. Two types of wireless channels can be considered.
A quasi-static channel, where its fading coefficient remains constant in time over the transmission and reception of a packet without defining the coherence interval which is frequency, speed and environment dependent [24]. This channel can be used in order to derive the corresponding channel capacity based on the channel estimates which are affected by the CRLB (2.76) with a number of \( N \) pilot or data symbols. In addition, the useful and signalling rate can be easily compared for a single channel realisation. On the other hand, the wireless channel might be assumed as frequency selective and fast fading, thus an ergodic capacity should be derived and averaged over independent channel realisations. Hence, the derivation process of the quasi-static channel constrained capacity, constraint due to BPSK modulated symbols, and the ergodic channel constrained capacity based on the channel estimates and the CRLB, is discussed and analysed.

The system model is initially given by equation (2.1) with the effect of the channel fading coefficient \( h \) on the transmitted symbols. According to the previous discussion, the channel estimate is assumed to be the most accurate estimate given by (2.76), hence the model in scalar parameters (2.1) will be modified such that

\[
y = hx + n = (\hat{h} + \Delta h)x + n = \hat{h}x + \Delta hx + n \tag{2.77}
\]

which includes the channel estimate \( \hat{h} \) and the estimate uncertainties \( \Delta h \) that vary for each channel estimation method. The aim is to remove the effect of the channel fading coefficients from the received symbols. As a result a new expression of the system model is obtained, which is mainly affected by the random noise term. Since we are considering complex quantities and the CRLB for the blind and semi-blind channel estimation method differs for the real and the imaginary part of the channel due to \( \mu_r \) and \( \mu_i \), as shown in (2.52) and (2.75), an extension to (2.77) is given by

\[
\begin{bmatrix}
y_r \\
y_i
\end{bmatrix} = \begin{bmatrix}
\hat{h}_r & -\hat{h}_i \\
\hat{h}_i & \hat{h}_r
\end{bmatrix} \begin{bmatrix}
x_r \\
x_i
\end{bmatrix} + \begin{bmatrix}
\Delta h_r & -\Delta h_i \\
\Delta h_i & \Delta h_r
\end{bmatrix} \begin{bmatrix}
x_r \\
x_i
\end{bmatrix} + \begin{bmatrix}
n_r \\
n_i
\end{bmatrix} \tag{2.78}
\]

where the subscript \( r \) corresponds to the real part and \( i \) is used to denote the imaginary part. Furthermore, since there is no imaginary part considered for the BPSK symbols, only \( x_r \) is used and \( x_i \) is set to zero. Upon compensating for the channel fading by using the inverse of the estimated channel \( \hat{h} \) and the estimation uncertainty \( \Delta h \), the above equation yields

\[
y' = \frac{y}{\hat{h}} = x + \frac{\Delta hx + n}{\hat{h}} \tag{2.79}
\]

or in matrix form

\[
Y' = \hat{H}^{-1}Y = X + \underbrace{\left(\hat{H}^{-1}\Delta HX + \hat{H}^{-1}N\right)}_{N'} \tag{2.80}
\]

The inner of the parenthesis in (2.80), denoted by \( N' \), is comprised of the uniformly distributed symbols, \( x \in \{\pm 1\} \), the complex Gaussian distributed random variable considered as the channel \( h \sim \mathcal{CN}(0,1) \), the complex Gaussian random noise term \( n \sim \mathcal{CN}(0,\sigma_n^2) \) and the complex Gaussian random variable \( \Delta h \sim \mathcal{CN}(0,\sigma_{\text{CRLB}}^2) \). As a result, we can consider \( N' \) as a new random variable which will equal to

\[
N' = \frac{1}{|h|^2} \begin{bmatrix}
\hat{h}_r & \hat{h}_i \\
-\hat{h}_i & \hat{h}_r
\end{bmatrix} \begin{bmatrix}
\Delta h_r & -\Delta h_i \\
\Delta h_i & \Delta h_r
\end{bmatrix} \begin{bmatrix}
x_r \\
x_i
\end{bmatrix} + \frac{1}{|h|^2} \begin{bmatrix}
\hat{h}_r & \hat{h}_i \\
-\hat{h}_i & \hat{h}_r
\end{bmatrix} \begin{bmatrix}
n_r \\
n_i
\end{bmatrix} \tag{2.81}
\]
while focusing on the real part of $N'$ due to BPSK modulation, denoted as $N'_r$, it is derived that
\[
N'_r = \frac{1}{|\hat{h}|^2} \left( \Delta h_r x_r + \hat{h}_i \Delta h_i x_r \right) + \frac{1}{|\hat{h}|^2} \left( \hat{h}_r n_r + \hat{h}_i n_i \right) \tag{2.82}
\]
which according to the property of the variance under linear transformation, $\text{var}(aX) = a^2 \text{var}(X)$, gives a corresponding variance equal to
\[
\sigma^2 = \text{var}(N'_r) = \frac{1}{|\hat{h}|^4} \left( \hat{h}_r^2 \sigma_{\text{CRLB},r}^2 + \hat{h}_i^2 \sigma_{\text{CRLB},i}^2 \right) + \frac{1}{|\hat{h}|^4} \left( \frac{\sigma_n^2}{2} \right) \tag{2.83}
\]
where $\sigma_{\text{CRLB},r}^2$ and $\sigma_{\text{CRLB},i}^2$ correspond to the variances obtained by the CRLB with respect to the real and imaginary part of the channel, for each channel estimation method. Furthermore, it is derived that $\mathbb{E}[N'_r] = 0$ due to the addition of zero mean random variables, which results in a new zero mean random variable with variance $\sigma^2$, as mentioned in [29]. In addition, as shown in (2.6), by using different values of SNR we are able to shape the complex noise variance in (2.83) without considering a coding rate $R = 1$ [28].

According to the new system model given in (2.79) and since the achieved capacity is related to the channel fading coefficient, we consider the input to the channel $X$, i.e., the transmitted symbols and the channel output $Y$, i.e., the received symbols, [23]. The equivalent mutual information $I(X;Y)$ according to [30] is given
\[
I(X;Y) = h(Y) - h(Y|X) = h(Y) - h(X + Z|X) = h(Y) - h(Z|X) = h(Y) - h(Z) \tag{2.84}
\]
where $h(Y)$ corresponds to the differential entropy of the continuous channel output, $h(Y|X)$ denotes the differential conditional entropy, while $h(Z) = \log_2 (\pi e \sigma^2)$ corresponds to the entropy of the complex noise term [30] with the new variance $\sigma^2$ given by (2.83), which is independent of the channel input $X$. In order to consider the effect of the pilot symbols in the mutual information, (2.84) can be written in terms of the data and pilot symbols, as presented in [23], where the subscripts $p$ and $d$ are used to notate pilot and data symbols respectively. Thus, the mutual information will be now given such that
\[
I(X_p, Y_p, X_d; Y_d) = I(X_d; Y_d|X_p, Y_p) \tag{2.85}
\]
where the observations of the symbols $X_p, Y_p, X_d$ are considered known, while $Y_d$ corresponds to the unknown received symbols. In addition, the symbols $Y_d$ are considered to be independent of $X_p$ and $Y_p$, [23]. In the case of blind channel estimation, the symbols $X_p$ and $Y_p$ are discarded, hence the mutual information is given as previously in (2.84). The constrained channel capacity can be obtained by the maximum mutual information where the maximization occurs over the channel input probability distribution

28
where the integral can be calculated by using the expectation which subsequently is estimated with a Monte Carlo simulation as suggested in [28], such that

$$ E[-\log_2 (p(y'))] \approx \frac{1}{L} \sum_{l=1}^{L} \log_2 \left( p(y'_l) \right) $$

(2.87)
3

System level simulations and results analysis

The aim of this chapter is to use numerical evaluations and system level simulations in order to compare the performance and advantages of using each channel estimation method. This comparison is realised with respect to the quality of the channel estimates, the corresponding constrained capacity and the useful rate obtained by each method. By providing our remarks in an illustrated form, a more efficient comparison of the performance is achieved. In conclusion, useful remarks can be derived which can find application in future 5G network scenarios, such as an ultra-dense deployed network.

3.1 Simulation assumptions

The following simulations are based on the mathematical equations which were derived and presented at Chapter 2. In order to apply these equations and obtain the desired outcomes, while also for the sake of simplicity, several assumptions and set ups have been considered. In addition, in order to assist on the generation of the desired equations, some assumptions have been presented and discussed on the previous section, such as the noise’s distribution and the symbols’ constellation. The assumptions used for the actual simulations are listed bellow:

• The Monte Carlo simulations use $L = 10^6$ iterations, in order to ensure accurate results, based on the law of large numbers [29] where the mean value from a large number of samples converges to the expected value.
• The estimated channel fading coefficient is given such that $\hat{h} = 0.4937 + 0.1939i$ and it is a random sample from a Rayleigh distributed sample space.
• The SNR is assumed to be equal to 0 dB, unless noted otherwise.
• The noise, the symbols and the channel fading coefficients are considered as independent and identically distributed parameters.
• An arbitrary function is used for mapping one symbol in each time and frequency element of the network resources.
3.2 Channel estimation methods’ CRLB comparison

The first comparison of the three channel estimation methods, is realised with respect to the lowest achievable variance of the channel estimate (2.2), derived by the CRLB method. The CRLB for the channel estimation methods is given by equations (2.27), (2.52) and (2.75) for the pilot based, blind and semi-blind method in vector form. The estimated channel fading coefficient is given such that $\hat{h} = 0.4937 + 0.1939i$ which is used in order to calculate the mean values of equations (2.38), (2.41) and (2.45), upon using a Monte Carlo simulation, such that $\mu_r = 0.9258$, $\mu_i = 1.1972$ and $\mu = -0.1261$. The histograms which present the resulting values of $\mu_r$, $\mu_i$ and $\mu$ over the Monte Carlo simulation, can be seen in Figure 3.1.

Figure 3.2 illustrates the lower bound on the variance of the estimated real part of the channel, obtained by the CRLB of each channel estimation method with respect to the number of the received symbols, in a logarithmic scale. The number of the received symbols for each method, extends from $N = 4$ symbols up to $N = 100$ symbols. The lowest number of comparison is selected to be $N = 4$, since the comparison for only one received symbol, such that $N = 1$, is not considered a fair comparison due to the fact that it is not equally defined for all the channel estimation methods if this symbol is a pilot or data symbol. Furthermore, three cases of semi-blind channel estimation methods with different $\alpha$ ratios (2.65) are taken into consideration, along with the pilot and blind channel estimation methods. The noise variance is consider constant and equal to $\sigma_n^2 = 1$, thus resulting in an SNR of 0 dB, according to (2.6).

As it can be seen in Figure 3.2, the variance of the channel estimate decays expo-
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**Figure 3.1:** Histograms of $\mu_r$, $\mu_i$ and $\mu$ obtained by a Monte Carlo simulation of $10^6$ iterations, for the channel fading coefficient $\hat{h}$.
nentially when the number of received symbols $N$ is increased. For a small number of received symbols, the performance of the estimation is low, since the variance of the channel estimate is high, thus deviating from the true channel fading coefficient, as shown in (2.76). However, when the number of the received symbols is slightly greater, e.g., $N = 10$, the variance reduces significantly. This proves that there can exist a minimum threshold on the number of received symbols in order to obtain accurate channel estimates by each method. On the other hand, a maximum threshold on the number of pilot symbols used for channel estimation can also be considered in order to avoid overwhelming the network resources, especially when no useful information is transmitted. In total, it can be seen that for an SNR of 0 dB, the pilot method gives the best estimates. The semi-blind method for $\alpha = 0.8$ also performs well, while the other methods give results of a slightly lower performance.

This proves that the signalling overhead which is expected to overwhelm the networks due to the increased number of transmitted pilot symbols, can be reduced depending on the SNR level and the selected channel estimation method, while still being able of achieving acceptable channel estimates. Table 3.1 compares the variances of the three channel estimation methods in a numerical way, for three different numbers of received symbols.

Since the performance of the three channel estimation methods changes for different

<table>
<thead>
<tr>
<th></th>
<th>N=4</th>
<th>N=50</th>
<th>N=100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blind</td>
<td>0.2371</td>
<td>0.0190</td>
<td>0.0095</td>
</tr>
<tr>
<td>Semi-Blind $\alpha = 0.2$</td>
<td>0.1927</td>
<td>0.0160</td>
<td>0.0080</td>
</tr>
<tr>
<td>Semi-Blind $\alpha = 0.5$</td>
<td>0.1629</td>
<td>0.0130</td>
<td>0.0065</td>
</tr>
<tr>
<td>Semi-Blind $\alpha = 0.8$</td>
<td>0.1414</td>
<td>0.0110</td>
<td>0.0055</td>
</tr>
<tr>
<td>Pilot only</td>
<td>0.1250</td>
<td>0.01</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Table 3.1: Approximate variance of the real channel estimate, obtained by the CRLB for a fixed number of symbols of each channel estimation method and SNR=0 dB.
SNR levels, a comparison of the channel estimate’s variance obtained from the CRLB for different SNR levels and for a fixed number of received symbols, such that $N = 100$, is given in Figure 3.3. For low SNR levels the best performance is achieved by the pilot based channel estimation method since the known pilot sequence at the receiver side can be retrieved from signals affected by increased noise, resulting in low SNR. On the contrary, the blind method provides the least accurate estimates since it is only able of obtaining channel estimates, above approximately -3.3dB of SNR, while furthermore, the semi-blind $\alpha = 0.2$ has also limited performance for lower SNR levels. For higher SNR levels however, all the methods provide approximately similar estimates with a decreased variance.

The third comparison is a combination of the previous, where the variance obtained by the CRLB of the real part of the channel is presented along three SNR levels and different number of received symbols, as illustrated in Figure 3.4. Once more, for low SNR levels, a comparison of the channel estimate’s variance obtained from the CRLB for different SNR levels and for a fixed number of received symbols, such that $N = 100$, is given in Figure 3.3. For low SNR levels the best performance is achieved by the pilot based channel estimation method since the known pilot sequence at the receiver side can be retrieved from signals affected by increased noise, resulting in low SNR. On the contrary, the blind method provides the least accurate estimates since it is only able of obtaining channel estimates, above approximately -3.3dB of SNR, while furthermore, the semi-blind $\alpha = 0.2$ has also limited performance for lower SNR levels. For higher SNR levels however, all the methods provide approximately similar estimates with a decreased variance.

The third comparison is a combination of the previous, where the variance obtained by the CRLB of the real part of the channel is presented along three SNR levels and different number of received symbols, as illustrated in Figure 3.4. Once more, for low
SNR scenarios, e.g., -5 dB, the blind channel estimation method fails into providing channel estimates. For 0 dB SNR, the results are the same as in Figure 3.2, while for 10 dB SNR all the channel estimation methods provide similar performance and obtain accurate channel estimates since the variance is significantly decreased.

### 3.3 Trade-offs for each channel estimation method

As it has been briefly explained in section 1.5 of the introduction, in order to derive the trade-offs of each channel estimation method, two performance metrics are considered. First, the corresponding constrained capacity should be evaluated and compared (2.86), based on the channel estimates derived upon considering the CRLB according to (2.76). On the other hand, we consider the number $N$ of the symbols used to achieve the desired accuracy of the channel estimate and if useful information is transmitted through this process. The transmission of information data and a resulting useful rate during the channel estimation process is a desired outcome and it is expected to reduce the signalling overhead which occurs by using only dedicated symbols for channel estimation. The consideration that generally occurs, is that for a long number of pilot symbols, an accurate channel estimate can be obtained, thus allowing the network to achieve higher rates due to the resulting constrained capacity which is obtained after the channel estimation process. However, less time and frequency resources are left for actual data transmission, before the channel changes again. On the contrary, poor channel estimates will lead to lower corresponding achievable rates, thus the ability to transmit more information bits per second per Hertz will diminish. Therefore, the trade-off between the need of an accurate channel estimate and the transmission of useful data during the channel estimation process, should be examined upon considering ultra-dense networks deployment in 5G communication systems.

#### 3.3.1 Constrained capacity over a quasi-static channel

A real time scenario, considers the channel estimate $\hat{h}$ obtained by a channel estimator and detector, as it was suggested in the introduction of this thesis. For the simulation

![Figure 3.5: Constrained capacity over a quasi-static channel, $\hat{h}$, along different SNR values. The maximum constrained capacity is compared with the constrained capacities which correspond to each channel estimation method for $N = 4$ received symbols](image)
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process, $\hat{h}$ is taken to be a single random channel sample which follows a Rayleigh distribution. Assuming that each transmitted symbol of the $N$-length vector faces the same channel fading coefficient over a coherence time period, the channel is considered quasi-static while the noise varies for every transmitted symbol. Based on the CRLB equations of each method (2.27), (2.52) and (2.75) where the results are used in order to derive $\Delta h$ in (2.76) and upon considering the channel $\hat{h}$ in the same equation, the constrained capacity of a quasi-static channel can be calculated according to (2.86). The Monte Carlo simulation considers the deterministic and constant channel estimate $\hat{h}$, thus the expectation in (2.87) is taken only with respect to the random noise. The corresponding constrained capacities are plotted in Figure 3.5 and Figure 3.6. for $N = 4$ and $N = 100$ received pilot or data symbols.

Figure 3.5 shows that for a small number of received symbols, the channel estimates do not achieve high accuracy, since the estimate's variance is high as shown in Figure 3.2. Thus, the maximum achievable constrained channel capacity, denoted by the black line, cannot be achieved even for high SNR scenarios. In order to be able to achieve the maximum constrained channel capacity, the number of the symbols used to estimate the channel, should be increased. This is done upon using $N = 100$ symbols for the channel estimation process, as it can be seen in Figure 3.6. All the channel estimation methods give sufficient estimates with decreased variance, as previously shown in Figure 3.2, thus they are able of achieving increased capacity. As a result, the maximum constrained capacity is achieved and the resulting constrained capacities of each channel estimation method overlap.

On the other hand, it must be also considered, that the usage of $N = 100$ symbols dedicated only for channel estimation, will potentially overwhelm the time and frequency domain resources, especially in a scenario which assumes ultra-dense deployed networks. The pilot based channel estimation, which requires the transmission and reception of $N = 100$ dedicated pilot symbols, will lead into inefficient usage of the air resources. On the contrary, the results of Figure 3.6 prove that the semi-blind or the blind channel estimation method can de-congest the system and assist into transmitting more useful data.

Finally, Figure 3.7 illustrates the corresponding constrained capacity of each method.
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Figure 3.7: Constrained channel capacities over a quasi-static channel along the number of received symbols \( N \), for different SNR levels, equal to -5dB, 10dB and 20dB.

over a quasi-static channel for different numbers of received symbols \( N \) and for three SNR levels. It can be seen that when SNR = -5dB, the corresponding constrained capacity is reduced, while for higher SNR levels the capacity reaches approximately the maximum value of 1 bit per second per Hertz. It should also be highlighted that especially for high SNR scenarios, the maximum capacity is approximately achieved by slightly increasing the number of symbols used for channel estimation, e.g., from \( N = 4 \) to \( N = 20 \). Thus, the need of a threshold on the number of the symbols required for accurate channel estimates, if the pilot channel estimation is used, should be also considered.

3.3.2 Ergodic constrained capacity

For the ergodic case, it is assumed that \( N \) symbols, comprised of \( N_D \) data or \( N_P \) pilot symbols, depending on the channel estimation method, are transmitted over many \( iid \) channel fading realisations which belong in a Rayleigh distribution. As a result, the transmitted symbols in a form of packets, extend over many channel coherence periods and the channel can be considered fast fading. In order to get the ergodic capacity, new values of \( \mu_r \) (2.38), \( \mu_i \) (2.41) and \( \mu \) (2.45) are derived for every channel iteration, upon using a Monte Carlo simulation. This is due to the fact that the resulting CRLB for the blind and semi-blind method is based on these values which also depend on each channel realisation. Afterwards, the constrained capacity is simulated based on the CRLB and the channel realisation, as shown in equations (2.76) and (2.86). This process is repeated for many Rayleigh distributed channel fading coefficients and complex Normal distributed noise realisations, in a second Monte Carlo simulation, while the final result of the ergodic constrained capacity is averaged over all these realisations.

The only difficulty on obtaining results of high accuracy for the ergodic capacity, lies in the fact that two nested Monte Carlo simulations are used. Since this kind of simulation is considered time consuming, the iterations which were finally used, were slightly lower than the ones mentioned in the simulation assumptions, i.e., \( L = 10^2 \) for the simulation of \( \mu_r, \mu_i \) and \( \mu \), while the results were averaged over \( L = 10^5 \) channel and noise realisations. As a result, the ergodic constrained capacity obtained for every channel estimation method is compared in Figure 3.8 and Figure 3.9 for \( N = 4 \) and \( N = 100 \) received symbols respectively. For the case where \( N = 100 \) symbols are received, the
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Figure 3.8: Ergodic constrained capacities over Rayleigh fading channel realisations, with $N = 4$ received symbols for each channel estimation method, plotted along different SNR values.

Figure 3.9: Ergodic constrained capacities over Rayleigh fading channel realisations, with $N = 100$ received symbols for each channel estimation method, plotted along different SNR values.

The blind channel estimation method is not able of achieving the maximum channel capacity and this is due to the significantly lower number of two Monte Carlo simulation for $\mu_r$, $\mu_i$ and $\mu$, which affects the CRLB result and introduces higher uncertainty in $\Delta_h$ of (2.76).

3.3.3 Useful and signalling rate

Upon obtaining the corresponding constrained capacity for a quasi-static channel realisation, the useful rate (UR) and the signalling rate (SR) are defined, such that

$$\text{UR} = \frac{N - N_P}{N} R_x \quad \text{and} \quad \text{SR} = \frac{N_P}{N} R_x$$  

(3.1)

where $N$ corresponds to the number of total received symbols, $N_P$ is the number of pilot symbols and $N - N_P = N_D$ is the number of data symbols which are used by each
channel estimation method. Furthermore $R_x \in \{R_P, R_B, R_{SB}\}$ denotes the achievable rate that corresponds to each channel estimation method as it is derived in terms of the constrained capacity in section 3.3.1 and as presented in Figures 3.5 and 3.6.

One of the goals for the future ultra-dense networks, is to decrease the signalling rate, while still being able to obtain accurate channel estimates and achieve high capacity. When the useful rate is also increased, the system will be able to achieve higher data rates since data symbols will be transmitted during the channel estimation process. Furthermore, by assuming an arbitrary symbol mapping function, we are able to derive the useful and signalling rate which can find application in a real network scenario. In addition, since the channel is assumed quasi static, the estimated channel fading coefficients can be used also for the adjacent frequency and time resources of each element, as mentioned in [15].

The same numbers of received symbols are considered, $N = 4$ and $N = 100$, which as it was previously shown provide different quality of channel estimates. These symbols are mapped in two time and frequency grids, similar to Figure 1.2. For the first case, four different frequency elements extending over one time slot are considered, such that a $1 \times 4$ grid is obtained, where pilot or data symbols of each method can be mapped. Subsequently, when $N = 100$, a $10 \times 10$ grid is assumed, occupying respectively 10 time and 10 frequency slots. Table 3.2 presents the number of pilot and data symbols which are mapped into the time and frequency grid with respect to each channel estimation method.

<table>
<thead>
<tr>
<th></th>
<th>$N = 4$</th>
<th>$N = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blind</td>
<td>$N_P = 0 &amp; N_D = 4$</td>
<td>$N_P = 0 &amp; N_D = 100$</td>
</tr>
<tr>
<td>Semi-Blind $\alpha = 0.2$</td>
<td>$N_P = 1 &amp; N_D = 3$</td>
<td>$N_P = 20 &amp; N_D = 80$</td>
</tr>
<tr>
<td>Semi-Blind $\alpha = 0.5$</td>
<td>$N_P = 2 &amp; N_D = 2$</td>
<td>$N_P = 50 &amp; N_D = 50$</td>
</tr>
<tr>
<td>Semi-Blind $\alpha = 0.8$</td>
<td>$N_P = 3 &amp; N_D = 1$</td>
<td>$N_P = 80 &amp; N_D = 20$</td>
</tr>
<tr>
<td>Pilot only</td>
<td>$N_P = 4 &amp; N_D = 0$</td>
<td>$N_P = 100 &amp; N_D = 0$</td>
</tr>
</tbody>
</table>

We first examine the pilot based method which provides the most accurate channel estimates, thus achieves higher corresponding constrained capacity, as it was previously illustrated in Figures 3.2, 3.5 and 3.6. On the contrary however, during the channel estimation process no useful information is transmitted which as a result potentially creates a signalling overhead. When $N = 4$ symbols are used, the useful rate obtained by the pilot based method is given, such that

$$UR_P = \frac{4 - 4}{4^2} R_P = 0$$  \hspace{1cm} (3.2)

due to the fact that all the symbols are pilot symbols and no data are transmitted during the channel estimation method. On the other hand, the signalling rate is found to be

$$SR_P = \frac{4}{4} R_P = R_P$$  \hspace{1cm} (3.3)

which reaches the maximum value, thus can possibly overwhelm the network resources when ultra-dense networks are considered. Consequently, extending the results for $N = 100$ received symbols, it is derived

$$UR_P = \frac{100 - 100}{100^2} R_P = 0 \quad \text{and} \quad SR_P = \frac{100}{100} R_P = R_P$$  \hspace{1cm} (3.4)
which is the similar result as before.

When the blind channel estimation method is evaluated, it has been shown that the obtained channel estimates are of slightly lower accuracy, as shown in Figure 3.2. However, this method is still capable of providing an acceptable level of corresponding constrained capacity, as presented in Figures 3.5 and 3.6. For \( N = 4 \) received symbols, the useful and signalling rate are found to be

\[
UR_B = \frac{4 - 0}{4} R_B = R_B \quad \text{and} \quad SR_B = \frac{0}{4} R_B = 0
\]  \hspace{1cm} (3.5)

where the useful rate is maximized while the signalling rate is minimized. The same results are obtained upon considering \( N = 100 \) received symbols, such that

\[
UR_B = \frac{100 - 0}{100} R_B = R_B \quad \text{and} \quad SR_B = \frac{0}{100} R_B = 0
\]  \hspace{1cm} (3.6)

The semi-blind channel estimation method, is capable of transmitting both pilot and data symbols, thus reducing the signalling overhead, compared to the pilot based method. Moreover it obtains more accurate channel estimates in comparison to the blind method. For \( \alpha = 0.2 \) and \( N = 4 \) received symbols, it is found that

\[
UR_{SB1} = \frac{4 - 1}{4} R_{SB1} = R_{SB1} \quad \text{and} \quad SR_{SB1} = \frac{3R_{SB1}}{4}
\]  \hspace{1cm} (3.7)

while for \( \alpha = 0.5 \)

\[
UR_{SB2} = \frac{4 - 2}{4} R_{SB2} = R_{SB2} \quad \text{and} \quad SR_{SB2} = \frac{R_{SB2}}{2}
\]  \hspace{1cm} (3.8)

and for \( \alpha = 0.8 \)

\[
UR_{SB3} = \frac{4 - 3}{4} R_{SB3} = \frac{R_{SB3}}{4} \quad \text{and} \quad SR_{SB3} = \frac{3R_{SB3}}{4}
\]  \hspace{1cm} (3.9)

Finally, when \( N = 100 \) symbols are considered, the results for each semi-blind case are derived such that

\[
UR_{SB1} = \frac{100 - 20}{100} R_{SB1} = \frac{4R_{SB1}}{5} \quad \text{and} \quad SR_{SB1} = \frac{20}{100} R_{SB1} = \frac{R_{SB1}}{5}
\]  \hspace{1cm} (3.10)

while

\[
UR_{SB2} = \frac{100 - 50}{100} R_{SB2} = \frac{R_{SB2}}{2} \quad \text{and} \quad SR_{SB2} = \frac{50}{100} R_{SB2} = \frac{R_{SB2}}{2}
\]  \hspace{1cm} (3.11)

and finally

\[
UR_{SB3} = \frac{100 - 80}{100} R_{SB3} = \frac{R_{SB3}}{5} \quad \text{and} \quad SR_{SB3} = \frac{80}{100} R_{SB3} = \frac{4R_{SB3}}{5}
\]  \hspace{1cm} (3.12)

The rate \( R_x \) is finally replaced by the corresponding constrained capacity of each method, \( \{ R_P, R_B, R_{SB} \} \), over a quasi-static channel as presented in Figures 3.5 and 3.6, for a fixed 5dB SNR level. The upper plot of Figure 3.10, presents the corresponding useful rate of each channel estimation method for \( N = 4 \) and \( N = 100 \) received symbols. It can be seen that the blind method provides the highest useful rate during the channel estimation process, with an achievable rate \( R_B = 0.5320 \) [bits/sec/Hz] for \( N = 4 \) received data symbols and \( R_B = 0.6015 \) [bits/sec/Hz] for \( N = 100 \) received data symbols. The pilot channel estimation method does not provide a useful rate, thus \( R_P = 0 \) for every number \( N \) of received symbols, since the received symbols are all pilot symbols dedicated for channel estimation, thus no useful data is transmitted. The semi-blind channel estimation method is capable of transmitting both pilot and data symbols, thus reducing the signalling overhead, compared to the pilot based method. Moreover it obtains more accurate channel estimates in comparison to the blind method. For \( \alpha = 0.2 \) and \( N = 4 \) received symbols, it is found that

\[
UR_{SB1} = \frac{4 - 1}{4} R_{SB1} = \frac{3R_{SB1}}{4} \quad \text{and} \quad SR_{SB1} = \frac{R_{SB1}}{4}
\]  \hspace{1cm} (3.7)

while for \( \alpha = 0.5 \)
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UR_{SB2} = \frac{4 - 2}{4} R_{SB2} = \frac{R_{SB2}}{2} \quad \text{and} \quad SR_{SB2} = \frac{R_{SB2}}{4}
\]  \hspace{1cm} (3.8)

and for \( \alpha = 0.8 \)
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UR_{SB3} = \frac{4 - 3}{4} R_{SB3} = \frac{R_{SB3}}{4} \quad \text{and} \quad SR_{SB3} = \frac{3R_{SB3}}{4}
\]  \hspace{1cm} (3.9)

Finally, when \( N = 100 \) symbols are considered, the results for each semi-blind case are derived such that
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UR_{SB1} = \frac{100 - 20}{100} R_{SB1} = \frac{4R_{SB1}}{5} \quad \text{and} \quad SR_{SB1} = \frac{20}{100} R_{SB1} = \frac{R_{SB1}}{5}
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and finally
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\]  \hspace{1cm} (3.12)
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<table>
<thead>
<tr>
<th></th>
<th>UR Slope (m)</th>
<th>SR Slope (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blind</td>
<td>$7.2356 \times 10^{-4}$</td>
<td>0</td>
</tr>
<tr>
<td>Semi-Blind $\alpha = 0.2$</td>
<td>$3.1747 \times 10^{-4}$</td>
<td>$1.0582 \times 10^{-4}$</td>
</tr>
<tr>
<td>Semi-Blind $\alpha = 0.5$</td>
<td>$2.2205 \times 10^{-5}$</td>
<td>$1.0508 \times 10^{-4}$</td>
</tr>
<tr>
<td>Semi-Blind $\alpha = 0.8$</td>
<td>$1.1102 \times 10^{-5}$</td>
<td>$3.3307 \times 10^{-5}$</td>
</tr>
<tr>
<td>Pilot only</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

estimation method provides different results depending on the $\alpha$ pilot to total symbols ratio value (2.65).

The signalling rate is presented in Figure 3.10, lower plot. This plot illustrates the

\[ \text{Figure 3.10: Comparison of the achievable useful and signalling rate for every channel estimation} \]
\[ \text{method, with respect to } N = 4 \text{ and } N = 100 \text{ received symbols along a fixed 5dB SNR level.} \]
fact that the pilot based method generates the most signalling rate, as expected, with the semi-blind methods providing average signalling rates, while the blind channel estimation method does not generate any signalling, which is a desired outcome.

It must be also highlighted that the useful rate results are inversely proportional to the signalling rate results, since when the useful rate is increased the signalling rate is diminished, as seen in the above figure for the blind and pilot channel estimation method. Table 3.3 presents the slopes of the useful and signalling rate lines of each channel estimation method, as presented in Figure 3.10. As it can be seen, the blind channel estimation method has the highest slope of the useful rate, thus if more data symbols are used for channel estimation $N_D \geq 100$, the useful rate is expected to increase when the blind channel estimation method is used. The above outcome can find application in online transmissions or mobile broadcasting services which is expected to be of high importance for future networks and it can also decrease the signalling overhead.
Conclusions

Despite its exploratory nature, this thesis offers some insight into the performance of the channel estimation methods which can find application in future of 5G communication systems. Due to this nature of the thesis, the three channel estimation methods are evaluated by different aspects of their performance and the way the results are obtained. To support this idea, there are published several scientific papers which examine similar aspects, considering different scenarios and set-ups which provide a variety of results and findings. However, this thesis makes mostly noteworthy contribution to the following three aspects:

- The channel estimates accuracy for a number of received symbols and different SNR levels,
- The corresponding constrained capacity over a quasi-static channel assuming different SNR levels,
- The resulting useful and signalling rate of each method, for a number of transmitted symbols during the channel estimation process.

Upon using the CRLB, we were able to analyse and evaluate the accuracy of obtained the channel estimates, as shown in equations (2.27), (2.52) and (2.75). Likewise, the channel used for the rest of the evaluation process, considered these channel estimates, as shown in (2.76). Furthermore, the corresponding constrained capacity over a quasi-static channel and the ergodic constrained capacity over many channel realisations, were simulated. The final results were obtained upon using system level Monte Carlo simulations.

Channel estimates accuracy

This thesis has first shown with the usage of the CRLB, that upon considering the number of received pilot or data symbols and for an SNR of 0 dB, the most accurate channel estimates are obtained by the pilot based method, as shown in Figure 3.2. Besides, all methods provide more accurate estimates when the number of received symbols $N$ is increased. When high SNR scenarios are considered, the performance of all methods is similar, thus the blind or semi-blind methods should be preferred due to the fact that they provide a useful rate thus increased throughput. As shown in Figure 3.4, for low SNR levels the best performance is obtained first by the pilot method and then by the semi-blind method with $\alpha = 0.2$ (2.65), which performs quite similar. In contrast, the semi-blind $\alpha = 0.8$ and the blind method fail into providing channel estimates for low...
SNR values, thus their usage should be reconsidered for relevant scenarios where low SNR is expected to occur. To conclude, when low SNR scenarios are considered, the pilot method should be used since the channel estimation process provides results robust to the noise. On the other hand, for higher SNR scenarios the blind or semi-blind $\alpha = 0.2$ method should be preferred. This is due to the fact that the accuracy of the resulting channel estimates is improved and upon using the blind and semi-blind method, the pilot overhead is minimized.

**Corresponding constrained capacity**

The second remark of this thesis, is related to the accuracy of the channel estimates, which was previously discussed. It is found that the channel estimates obtained by the pilot based method, provide the highest corresponding constrained capacity when a small number of pilot symbols is used, i.e., $N = 4$, upon assuming high SNR scenarios and as shown in Figure 3.5. However, the semi-blind $\alpha = 0.8$ method is also able of providing channel estimates which correspond to a constrained capacity very close to the one obtained upon using the pilot based method. This fact makes it a very good alternative, when the reduction of signalling rate is required. On the contrary, the simulations have shown that when the number of the received symbols is increased, i.e., $N = 100$ and a high SNR level is assumed, there is no need of overwhelming the system with pilot symbols. This conclusion is derived since the estimates of the blind method are capable of providing the maximum achievable capacity on a Rayleigh distributed channel, as shown in Figure 3.6. Thus, the blind method should be preferred when an increased number of received symbols is used during the channel estimation process, or during online transmissions. On the other hand, when low SNR scenarios are assumed, independently of the number of received pilot or data symbols, the value of the corresponding constrained capacity is very low, no matter which channel estimation method is used.

**Useful and signalling rate**

Finally, the last remark of this thesis contributes on the resulting useful and signalling rate, obtained by each channel estimation method. In summary, it has been shown that the blind channel estimation provides the maximum useful rate which results in a total increased throughput, as presented in Figure 3.10. It should be mentioned that the resulting useful rate depends on the number of received data symbols and the SNR level. This result is expected since all the symbols are data symbols, which include information bits, thus more information is being transmitted and the signalling rate is diminished. On the other hand, the method which uses only pilot symbols, does not succeed into providing a useful rate, since the transmitted symbols do not carry any information. Furthermore it generates the most signalling rate which overwhelms the network’s resources, as shown in Figure 3.10. In addition, the semi-blind methods give average results depending on the ratio $\alpha$ that is used.

Overall, it has been shown that the final decision on if the blind and semi-blind channel estimation methods should be used, in order to achieve the objective of pilot overhead reduction, depends both on the SNR level and on the number of the total received symbols $N$. For low SNR levels and a few received symbols, the classic pilot based method is proved to be the best option for obtaining accurate channel estimates, however resulting in pilot overhead. On the other hand for high SNR levels, the blind channel estimation method is able of providing channel estimates of high accuracy, given that the transmission of an increased number of symbols is expected, i.e., more than 100
symbols. In addition, the semi-blind method also achieves good performance by making use of several known symbols in each transmission.

Consequently, based on the key motivation of ultra-dense networks deployment in 5G communication systems, where the SNR is expected to be increased, [7], [1] and upon considering the transmission of a vast number of data packets, e.g., HD video content, the use of blind and semi-blind methods could be preferred opposite to the pilot based method. This decision can lead on the de-congestion of the network resources from the extensive use of pilot symbol sequences, while it further allows the transmission of more actual data symbols, which can potentially result in higher achievable data rates and throughput.

4.1 Future work

This thesis and its final results can be extended if further research is conducted in the future. As it has been shown in this report, several assumptions have been used in order to derive the obtained results. These assumptions can be changed and thus provide a different insight on how the channel estimation methods perform upon assuming 5G scenarios. For example, different channel models can be assumed, such as the Rician or the Nakagami-m channel model and new channel models that consider mmWave for 5G communication systems, which are under development as suggested in [10]. Furthermore, since this report assumes BPSK modulated symbols, higher order symbol constellations can be investigated in the future, which will result in different likelihood functions, thus different CRLB results. In addition the system model can be of higher spatial orders, in order to result in a MIMO system. Finally, since the set up of the semi-blind channel estimation method is adjustable, further than the already deployed different pilot and data symbol ratio $\alpha$, the ratio of the power levels used for the transmission of the pilot symbols compared to the data symbols, i.e. PDPR, can be further investigated. To conclude, all these further assumptions and scenarios, can result in a better understanding of how the usage of different channel estimation methods can assist in the reduction of the pilot overhead, which is expected to occur in the future 5G networks.
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