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Real-time Performance of Control Allocation for Actuator Coordination in Heavy Vehicles

Kristoffer Tagesson, Peter Sundström, Leo Laine and Nicolas Dela

Abstract—This paper shows how real-time optimisation for actuator coordination, known as control allocation, can be a viable choice for heavy vehicle motion control systems. For this purpose, a basic stability control system implementing the method is presented. The real-time performance of two different control allocation solvers is evaluated and the use of dynamic weighting is analysed. Results show that sufficient vehicle stability can be achieved when using control allocation for actuator coordination in heavy vehicle stability control. Furthermore, real-time simulations indicate that the optimisation can be performed with the computational capacity of today’s standard electronic control units.
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I. INTRODUCTION

Functional structure is important when designing vehicle motion control systems. Ideally, function design should conform to, rather than define, the control structure. In Fig. 1, a suggestion for a hierarchical control structure is shown. Starting at the top of the figure, the driver inputs are interpreted to determine what vehicle behaviour is desired by the driver. Driver support functions are then applied such as cruise control and lane keeping aid. The global forces required to achieve the desired motion are calculated in the Control Law block. Here, stability control is applied to prevent unstable vehicle behaviour by requesting correcting global forces. Finally, actuators are coordinated to deliver these global forces. With a high number of actuators in general this involves a non-unique solution. Furthermore, there is a supply of information to all functions in the hierarchy, in this case in the form of measured signals from the vehicle system. If this structure is maintained and the interface between the different functions is well-defined, each different function can be designed and tuned more or less separately, thus increasing reconfigurability.

By performing actuator coordination dynamically, the fault tolerance of the system can be increased. This since desired forces can be redistributed over still functioning actuators in the event of actuator failure. Furthermore, actuator usage can be adapted to physical circumstances such as tyre/road friction and also to actuator limitations by dynamically adjusting actuator priority and constraints. This dynamic coordination can be done using control allocation, a method originating from aviation and aerospace engineering. A main reference in the field is [1] where the method is thoroughly studied and developed for flight applications. Control allocation optimises actuator coordination, primarily with respect to global forces but also to desired actuator usage. When using the method, actuator coordination can be tuned separately which will allow the same control laws to be used for many different vehicle configurations without extensive tuning. As hybrid powertrains are introduced, the need for coordination between electric motors and mechanical brakes is introduced which can be effectively handled using control allocation, [2].

Control allocation for passenger cars has been researched for some time. In [2], [3] and [4] different applications of control allocation for vehicle motion control and energy management are addressed. In [5], control allocation is used for roll stability control of light trucks. The characteristics of two different control allocation solver techniques are studied in [6].

The real-time performance of the control allocation optimisation has yet to be fully evaluated. Furthermore, very little material is available on control allocation for motion control of heavy vehicles. In this paper, a stability control system for a solo truck with two rear axles is proposed to show that control allocation is a viable option for actuator distribution in motion control of heavy vehicles. The real-time performance of this system is studied to indicate whether the method can be implemented in production vehicles.

The outline of the paper is as follows: In section II the proposed control system is briefly presented along with the theory behind control allocation. Simulations performed are presented in section III and the corresponding results in section IV. Finally some conclusions are given in section V.
II. CONTROL SYSTEM

When using the hierarchical functional structure, motion control system design can be separated into three parts according to Fig. 2. The Driver Interpretation block will be presented first, followed by the Control Law block. The control allocation method used in the Actuator Coordination block will then be presented more thoroughly followed by a brief description of the two solver techniques used.
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Fig. 2. Structure of the proposed control system. Actuator coordination is here performed using control allocation. Driver support functionality is excluded.

A. Driver Interpretation

The vehicle behaviour desired by the driver is generated by the Driver Interpretation block in Fig. 2 as the reference longitudinal speed, \( v_{x,ref} \), lateral speed, \( v_{y,ref} \), and yaw rate, \( \omega_{\phi,ref} \). The desired longitudinal speed is calculated from pedal inputs. For the desired lateral movement of the vehicle, a reference model is used, in this case a linear on-track model, adapted from [7]. The driver is here assumed to expect a linear movement from the vehicle. With reference lateral speed, \( v_{y,ref} \), and yaw rate, \( \omega_{\phi,ref} \), as states and steering angle, \( \delta \), as input, the state-space representation of the model is defined in Eq. (1). Here, the \( A \)-matrix is set dependent on the measured longitudinal speed of the real vehicle, \( v_x \).

\[
\begin{bmatrix}
\dot{v}_{y,ref} \\
\dot{\omega}_{\phi,ref}
\end{bmatrix} =
\begin{bmatrix}
\frac{1}{m} & 0 & \frac{1}{m} \\
0 & 0 & 0
\end{bmatrix}
A
\begin{bmatrix}
v_{y,ref} \\
\omega_{\phi,ref}
\end{bmatrix}
+ \begin{bmatrix}
C_{a1} \\
L_1C_{a1}
\end{bmatrix}
\delta
\] (1)

\[
A = \frac{1}{|v_x|}
\begin{bmatrix}
-(C_{a2} + C_{a1}) & C_{a2}L_2 - C_{a1}L_1 - mv_x^2 \\
C_{a2}L_2 - C_{a1}L_1 & -(C_{a1}L_z^2 + C_{a2}L_z^2)
\end{bmatrix}
\] (2)

where \( C_{a1} \) and \( C_{a2} \) are the sums of front and rear tyre cornering stiffnesses respectively. \( L_1 \) and \( L_2 \) are derived from the equivalent wheelbase, \( \bar{L} \). The vehicle configuration studied here is a three-axle truck with two rear axles. Due to the increased lateral stability of vehicles with multiple rear axles the equivalent wheelbase, [8], is used for the linear one-track model which is calculated as

\[
\bar{L} = L(1 + \frac{T}{L^2}(1 + \frac{C_{a2}}{C_{a1}}))
\] (3)

where \( L \) is the wheelbase of the real vehicle calculated as the distance from the front axle to the point around which the total torque generated by vertical loads of the rear axles adds up to zero. \( T \) is the tandem factor which is calculated as

\[
T = \frac{\sum_{i=1}^{N} D_i^2}{N}
\] (4)

where \( N \) is the number of rear axles and \( D_i \) is the longitudinal distance from axle \( i \) to the rear end of \( L \). For determining \( L_1 \) and \( L_2 \), a term \( \frac{T}{L^2} \) is added to the distance from centre of gravity to the front axle to get \( L_1 \) and a term \( \frac{T}{L^2} \) is added to the distance from the rear end of \( L \) to centre of gravity to get \( L_2 \), [8].

To prevent the driver from requesting unrealisable behaviour from the vehicle, in the form of unattainable yaw rates, the yaw rate reference is limited to a maximum value, \( |\omega_{\phi,ref}|_{max} \), based on tyre/road friction conditions. The maximum yaw rate reference is calculated as

\[
|\omega_{\phi,ref}|_{max} = \frac{\mu g}{v_x}
\] (5)

where \( \mu \) is the friction coefficient and \( g \) is the gravitational acceleration.

B. Control Law

The Control Law block in Fig. 2 generates the virtual control vector, \( u \), containing the global forces for controlling vehicle motion. The proposed stability control system includes yaw- and roll stability control. The yaw control system will be briefly presented here, for more details on the proposed yaw- and roll stability control system, see [9].

To detect yaw instability, the reference yaw rate, \( \omega_{\phi,ref} \), from the linear reference model is compared to the measured vehicle yaw rate, \( \omega_{\phi} \). When nonlinearities start to influence vehicle behaviour, primarily through saturation of tyre forces, the real vehicle behaviour will deviate from the linear reference indicating an unstable behaviour. A threshold, \( \Delta_{wref} \), is here introduced to prevent premature interventions. If the difference between reference yaw rate and measured yaw rate exceed this threshold, a correcting yaw torque is applied to prevent unstable behaviour. The control law is a proportional controller with the regulation error, \( e_{\phi} \) defined as

\[
e_{\phi} = (|\omega_{\phi,ref} - \omega_{\phi}| - \Delta_{wref})\text{sign}(|\omega_{\phi,ref} - \omega_{\phi}|).
\] (6)

The correcting torque, \( M_{c,T} \), is then calculated as

\[
M_{c,T} = K_pe_{\phi}
\] (7)

where \( K_p \) is the proportional control gain.

C. Actuator Coordination

In the general case a controlled system can often be approximated in the affine state space form

\[
\dot{x} = g(x) + h(x)u
\] (8)

with \( x \) as a vector including \( k \) controlled states, \( g,h \) as general functions and \( u \) as the actuator input vector of size \( m \). If a sufficiently short time interval is considered it further holds that \( h(x)u \approx Bu \), with \( B \in \mathbb{R}^{k \times m} \) known as the control
effectiveness matrix. The problem concerned with control allocation is to achieve
\[
\{ v = Bu \mid u_{\min} \leq u \leq u_{\max} \}
\]
with \( v \) as the virtual control vector, in this case formed by the global forces as \( v = [F_{x,T}, M_{z,T}]^T \) with \( F_{x,T} \) and \( M_{z,T} \) representing the total requested longitudinal force and yaw torque respectively. Here \( u_{\min} \) and \( u_{\max} \) are actuator limits which are set not only from position limits but also from rate limits and what is physically realisable with tyres, e.g. brake action is limited by adhesive friction.

In general there is no guarantee for an existing \( u \) to fulfil Eq. (9). In the case where there is no solution some arbitration rule has to be applied. On the other hand if the solution is not unique as \( \dim(v) < \dim(u) \), see Fig. 2, some secondary rule has to be introduced, to achieve uniqueness. By using a weighted \( l_2 \)-norm for both these rules the Weighted Least Squares problem for control allocation can be defined as
\[
u = \arg \min_{u_{\min} \leq u \leq u_{\max}} ||W_u(u-u_d)||_2^2 + \gamma ||W_v(Bu-v)||_2^2
\]
where \( W_u, W_v \) are diagonal weighting matrices, \( u_d \) the desired actuator input and \( \gamma \) is a scalar usually set high to emphasise the control error. The uniqueness of (10) is guaranteed if \( B \) has full rank, \( \gamma > 0 \) and \( W_u, W_v \) have positive diagonal elements [10].

Interesting parameters in Eq. (10), from a motion control perspective, are: B- to achieve the correct global forces, \( u_d \)-to request a certain actuator usage and the weighing matrices \( W_u \) and \( W_v \)- to favour certain actuators and global forces respectively. For example, with a hybrid powertrain, \( u_d \) can be used to request regeneration in electric motors with respect to energy buffer state of charge. Furthermore, \( W_u \) can be varied with friction to prioritise either yaw- or roll stability control, since these two often counteract, [9]. The selection of \( B \) and \( W_u \) will here be further discussed.

1) Control Effectiveness matrix: The contribution of each actuator to the global forces is described by the control effectiveness matrix, \( B \). This matrix should be set with respect to vehicle properties and actuator configuration. For the studied application, a truck model with 6 wheels and individual mechanical brakes was used. In this case a simple model of the longitudinal force induced from brake pressure is \( F_{i} = k_c \cos \delta_i P_i \), with \( k_c \) as the proportional relation between brake pressure and tyre force, \( \delta_i \) as the steering angle and \( P_i \) as the brake pressure of tyre \( i \). Analogously for lateral forces, \( F_{i} = k_b \sin \delta_i P_i \). Small steering angles are assumed and therefore the lateral forces achieved from braking are neglected and \( \cos \delta \approx 1 \) is used. The sum of the individual longitudinal forces form the total longitudinal force, \( F_{x,T} \).

The resulting torque, \( M_{z,T} \), on the vehicle around centre of gravity is calculated as the longitudinal force at each wheel multiplied by the corresponding lever arm. Together with the longitudinal force, this makes \( Bu \) equal to
\[
\begin{bmatrix}
- k_c & - k_c & - k_c & - k_c & - k_c & - k_c \\
- k_b f_l & - k_b f_l & - k_b m & - k_b m & - k_b r_r & - k_b r_r \\
\end{bmatrix}
\]
with \( b_f, b_m, b_r \), as front, middle and rear track width respectively. In the vector \( u \), subindices denote front left, ..., rear right.

2) Dynamic Weighting \( W_u \): For braking of road vehicles, slip control is often used to maintain equal slip on all tyres. If tyre properties are assumed equal, this can be achieved by setting brake action in proportion to tyre vertical load. Since no yaw torque is desired from pure braking, the brake distribution should be equal for two tyres on the same axle. If tyres start to approach their limit in force capacity, brake distribution should be adjusted to avoid rear axle wheel lock resulting in oversteer. The notation \( F_{i}, \) with \( i \in \{ f l, f r, m l, m r, r l, r r \} \), is here used as axle vertical load for the axle corresponding to tyre \( i \), i.e. \( F_{f_l} = F_{f_r} \). Given a measurement or good estimate of \( F_{i} \) brake action can be set in proportion to axle vertical load by setting \( W_u \) dynamically as
\[
W_u = \sqrt{mg \text{ diag} \left[ \frac{1}{\sqrt{F_{f_l}}} \frac{1}{\sqrt{F_{f_r}}} \frac{1}{\sqrt{F_{m_l}}} \frac{1}{\sqrt{F_{m_r}}} \frac{1}{\sqrt{F_{r_l}}} \frac{1}{\sqrt{F_{r_r}}} \right]}
\]
where \( m \) is vehicle mass and \( g \) is gravitational acceleration.

Assuming that the desired deceleration is achievable without saturating tyre forces, left and right side symmetry makes the achieved yaw torque equal to zero as long as \( M_{z,T} = 0 \). The last term in Eq. (10) can then be set to zero, that is \( Bu = v \). With \( u_d = [0,\ldots,0]^T \) the remaining problem is
\[
u = \arg \min_{u_{\min} \leq u \leq u_{\max}} ||W_u u||_2^2
\]
where \( u_i \) denotes braking pressure and \( F_{i} \) the longitudinal force, attained at wheel \( i \in \{ f l, f r, m l, m r, r l, r r \} \), from this brake pressure. It is here assumed that \( u_i \) and \( F_{i} \) are proportionally related, i.e. \( F_{i} = k_c u_i \). By using (12) this problem can be rewritten as
\[
F_{i} = \arg \min_{u_{\min} \leq u \leq u_{\max}} \sum_{i} \frac{F_{i}^2}{F_{i,U}}
\]
The Lagrangian function relating to this problem is
\[
\Lambda = \sum_{i} \frac{F_{i}^2}{F_{i,U}} - \lambda (\sum_{i} F_{i} - F_{x,T})
\]
where \( \lambda \) is the Lagrangian multiplier. The optimal solution of (14) coincide with the minimisation of (15), [10], given by
\[
\frac{\partial \Lambda}{\partial F_{i} = 0}
\]
This gives

\[
\begin{align*}
F_{x,T} &= \sum_i F_{xi} \\
\frac{F_{xi}}{F_{zi}} &= \lambda
\end{align*}
\]  

(17)

By summing over \( i \) for the last property and then use the first property the solution is seen to be

\[
F_{xi} = \frac{F_{zi}}{F_{x,T}} F_{x,T} = \frac{F_{zi}}{mg} F_{x,T}
\]

(18)

with \( F_{x,T} = \sum_i F_{zi} = mg \).

As stated earlier, what is desired is brake action set in proportion to axle vertical load, \( F_{zi} \). According to (18), this is exactly what is realised by setting the weighting matrix \( W_u \) as in Eq. (12), given a good estimate of \( F_{zi} \) and that unsaturated braking is performed. Furthermore, to maintain a well conditioned problem in Eq. (10) all \( F_{zi} \) used in the calculations have to include a positive lower limit, to avoid division by zero.

D. Control Allocation Solver Techniques

In [1] a conventional Active Set method is suggested to be used for solving Eq. (10). A particular benefit from using this method in a control problem is that the solution from the previous sample can be used as an initial guess when optimising, known as warm-starting. This drastically reduces the mean number of iterations to convergence. In [6] a Primal-dual Interior Point (IP) method is suggested and compared to the Active Set method. The conclusion drawn is that the Primal-dual IP method would be more suitable when the number of actuators is high, that is around 20 and above while, for lower numbers, the two methods exhibit similar characteristics. In the following sections the basics of the two methods will be described, for further details see [1], [6], [9].

1) Active Set: With Active set Eq. (10) is first rewritten to match the standard least squares problem form as

\[
u = \arg \min_{u_{min} \leq u \leq u_{max}} \left\| \begin{bmatrix} \gamma^{1/2} W_u B \\
W_u \end{bmatrix} u - \begin{bmatrix} \gamma^{1/2} W_u v \\
W_u u_d \end{bmatrix} \right\|_2^2.
\]  

(19)

The approach here is to start at an initial guess of the solution. The elements in \( u \) which are on the border of the feasible set are made fixed, other elements are left completely free. For these free elements the optimal solution, with respect to Eq. (19), is calculated. The attained solution is then checked for feasibility followed by optimality. If the solution is not feasible the associated element is made fixed. If a feasible solution is not optimal, one of the fixed elements is made free. The method continues in this manner until the optimum is reached. Convergence is fast in general, but the upper number of iterations can be high.

2) Primal-dual Interior Point: With Primal-dual IP

Eq. (10) is first rewritten to match the standard quadratic form. By utilising the relation \( \| \cdot \|^2 = (\cdot)^T (\cdot) \) the standard form is

\[
\begin{align*}
\min_{x} & \quad \frac{1}{2} x^T H x + c^T x \\
\text{subject to} & \quad x + w = x_{max}, \quad x \geq 0, \quad w \geq 0
\end{align*}
\]

(20)

with

\[
H = 2(B^T W_i^T W_i B + \frac{1}{\gamma} W_i^T W_u)
\]

(21)

\[
c^T = -2((v - Bu_{min})^T W_i^T W_i B + \frac{1}{\gamma}(u_d - u_{min})^T W_i^T W_u)
\]

(22)

\[
x = u - u_{min}
\]

(23)

\[
x_{max} = u_{max} - u_{min}
\]

(24)

where \( w \) is used as a slack-variable.

The method then utilises a barrier Lagrangian function as a dual problem. Included in this function is a parameter \( \mu_{pd} \), known as the complementary gap, which together with the Karush-Kuhn-Tucker conditions defines the central path, leading the primal variables \( x, w \) to the optimal solution. The equations for this central path are however nonlinear which is why a linearisation is performed. When \( \mu_{pd} \) is calculated as small enough the solution is considered close enough to the optimal solution.

One characteristic of the method is that it requires a fairly stable number of iterations to reach the final solution. Another is that the choice of starting point has little influence on rate of convergence, [11]. This choice is therefore used to simplify calculations instead of incorporating warm-starting. Furthermore, all iterations maintain a feasible solution, just as the Active Set method.

III. SIMULATIONS

The proposed control system has been evaluated with respect to vehicle stability control performance as well as real-time computational performance. A truck model with 6 individually braked wheels was used for all simulations. The model includes dynamics for longitudinal and lateral speed as well as yaw rate. Furthermore, vehicle roll- pitch- and warp dynamics, a nonlinear tyre model and actuator dynamics are included. For more details on the vehicle model see [9].

A. Stability Control Performance

The performance of the yaw control system was evaluated using a Sine with Dwell manoeuvre, [12]. It is designed to trigger an oversteer behaviour in road vehicles. The initial speed used was \( v_{sp} = 50 \text{ km/h} \) and friction was set as \( \mu = 0.2 \).

The steering wheel angle amplitude, \( A_{SWA} \), was varied as \( 40^\circ \rightarrow 200^\circ \) with yaw control switched on and off. Control system parameters used were: Intervention threshold \( \Delta_{on} = 0.035 \), yaw proportional gain \( K_p = 8 \cdot 10^3 \), weighting matrix \( W_i = \text{diag}[0.5, 10] \) and weighting matrix \( W_u \) set as in section II-C2.

As a measurement of vehicle stability the following constraints were used: lateral displacement of vehicle 3.5 s
after the start of the manoeuvre, should be \(dy > 2\) m for \(A_{SWA} > 100^\circ\), maximum vehicle sideslip should be \(\beta_{\text{max}} = \max\tan^{-1}(v_y/v_x) < 20^\circ\), the yaw rate as a proportion of the maximum yaw rate measured 2 s after completing the manoeuvre should be \(\omega_{\text{max}}(t_c=2) < 0.35\) and the same measurement 3.5 s after completing the manoeuvre should be \(\omega_{\text{max}}(t_c=3.5) < 0.2\).

**B. Real-time Performance**

The performance of the two solver techniques were evaluated for varying numbers of actuators. This was done by running 1800 simulations with random inputs for each number of actuators between 7 and 100, for more details see [9].

The proposed control system was also implemented in a real-time environment to provide deterministic measurements of execution times in the system. The real-time system was based on LabVIEW software and implemented in a Capax 3 GHz Real-Time computer. Execution times for the actuator coordination part of the system were monitored separately during a Sine with Dwell manoeuvre with \(A_{SWA} = 150^\circ\). This provided a measurement for the real-time performance of the two solver techniques. To be mentioned is that throttle was used for allocation in this test case in addition to mechanical brakes, that is there were a total of 7 actuators instead of 6.

**IV. RESULTS**

Results acquired from simulations are presented and discussed in this section.

**A. Stability Control Performance**

The uncontrolled system is stable up to \(A_{SWA} = 60^\circ\). At \(A_{SWA} = 80^\circ\) an uncontrolled spinout occurs. When yaw control is turned on, the system stays stable for all amplitudes up to \(200^\circ\) with respect to all constraints. Results are presented in Table I.

<table>
<thead>
<tr>
<th>(\omega_{\text{max}})</th>
<th>(\omega_{\text{max}}(t_c=2))</th>
<th>(\omega_{\text{max}}(t_c=3.5))</th>
<th>(\beta_{\text{max}})</th>
<th>(Y_C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[°]</td>
<td>[m]</td>
<td>[°]</td>
<td>[°]</td>
<td></td>
</tr>
<tr>
<td>&gt; 2</td>
<td>&lt; 0.35</td>
<td>&lt; 0.2</td>
<td>&lt; 0.2</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.95</td>
<td>0</td>
<td>0</td>
<td>1.0 off</td>
</tr>
<tr>
<td>60</td>
<td>2.51</td>
<td>0</td>
<td>0</td>
<td>2.6 off</td>
</tr>
<tr>
<td>80</td>
<td>2.84</td>
<td>0.34</td>
<td>0.35</td>
<td>33.9 off</td>
</tr>
<tr>
<td>100</td>
<td>3.05</td>
<td>1</td>
<td>1</td>
<td>90 off</td>
</tr>
<tr>
<td>120</td>
<td>2.52</td>
<td>0</td>
<td>0</td>
<td>2.6 on</td>
</tr>
<tr>
<td>140</td>
<td>2.68</td>
<td>0.02</td>
<td>0</td>
<td>5.2 on</td>
</tr>
<tr>
<td>160</td>
<td>3.10</td>
<td>0.17</td>
<td>0</td>
<td>7.8 on</td>
</tr>
<tr>
<td>180</td>
<td>3.24</td>
<td>0.18</td>
<td>0.001</td>
<td>10.2 on</td>
</tr>
<tr>
<td>200</td>
<td>3.35</td>
<td>0.18</td>
<td>0.004</td>
<td>10.7 on</td>
</tr>
<tr>
<td>220</td>
<td>3.44</td>
<td>0.17</td>
<td>0</td>
<td>11.2 on</td>
</tr>
</tbody>
</table>

**B. Real-time Performance**

The characteristics of the two solver techniques when varying the number of actuators are shown in Fig. 4. Active Set is superior for lower numbers of actuators. When the number of actuators increase, Active Set requires more and more iterations to find the solution while Primal-dual IP stays stable at an average of about 15 iterations. The latter can therefore be said to be superior for higher numbers of actuators. These results are in agreement with [6].

When running the proposed control system in real time the Active Set method proves to be quite a bit faster than the Primal-dual IP method. Fig. 5 shows histograms for execution time and number of iterations for both methods. The Active Set method uses an average of 1.02 iterations and a maximum of 9 iterations. The Primal-dual IP method, on the other hand, uses an average of 11.33 iterations and a maximum of 16 iterations. Here, Active Set takes advantage of warm-starting. When studying execution time, Active Set uses an average of 48.50 µs and a maximum of 95 µs to find the optimal solution. Primal-dual IP uses an average of 174.13 µs and a maximum of 225 µs for the optimisation. The standard deviation in execution time is 4.24 µs for Active Set and 10.45 µs for Primal-dual IP.

Assuming that a standard production electronic control unit (ECU) of today has a processor clock rate of about 100 MHz, the presented real-time results can be used to estimate what execution times to expect if the proposed control system was to be implemented in a production vehicle. Since

![Fig. 3](image313to558.png)

Fig. 3 shows how the yaw control system intervenes during the manoeuvre with \(A_{SWA} = 120^\circ\). The top two plots show the left and right side brake pressures, the middle plot shows the activation of the yaw control system and the bottom plot shows the yaw rate reference with the intervention thresholds and the measured vehicle yaw rate. During this specific case there is both over- and understeer behaviour which is corrected by the control system.
the real-time computer has a clock rate of 3 Ghz the real-time performance will be somewhere around 30 times slower if implemented in a standard production ECU. That means that the maximum execution time when using the Active Set method would be about 3 ms. If using the Primal-dual IP method the corresponding value would be about 7 ms. Since the sample time used in the control system was 10 ms these results indicate that the coordination can be performed within sample time requirements of the vehicle control system if implemented in a standard production ECU.

V. CONCLUSIONS

The method of control allocation has been shown to be a viable alternative for actuator coordination in heavy vehicles. This was shown by implementing the method in a stability control system for a single unit truck which was evaluated with respect to both vehicle stability and computational performance.

The proposed vehicle stability control system prevents yaw instability for a Sine with Dwell manoeuvre when dynamically coordinating actuator usage by the means of control allocation. The acquired real-time performance figures indicate that the coordination can be performed within sample time requirements of the vehicle control system if implemented in a standard production ECU.
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