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A Lyapunov Function for Periodic Economic Optimizing Model
Predictive Control

Mario Zanon, Sébastien Gros and Moritz Diehl

Abstract— Model Predictive Control (MPC) schemes are
commonly using reference-tracking cost functions, which have
attractive properties in terms of stability and numerical im-
plementation. However, many control applications have clear
economic objectives that can be used directly as the NMPC cost
function. Such NMPC schemes are labelled Economic NMPC.
Unfortunately, Economic NMPC schemes suffer from some
drawbacks. In particular, stability results for economic NMPC
are still very sparse. A Lyapunov function for Economic NMPC
was first proposed in [1] for problems having a steady-state
optimum. The present paper develops a further generalization
and clarification of these results for periodic systems.

Keywords : Asymptotic stability of periodic systems, economic
Model Predictive Control (MPC)

I. INTRODUCTION

Model Predictive Control (MPC) is an advanced feedback
control technique that is gaining popularity thanks to its
ability to deal with constrained, nonlinear, multiple-input
multiple-output systems. Recent developments propose to
include objectives having an economic nature in the cost
function, rather than a more classical tracking objective
penalizing the deviation of the states and inputs from a
given reference. NMPC schemes that deal explicitly with
economic objectives are conventionally labelled Economic
NMPC (E-NMPC) in the literature. While E-NMPC allows
for computing control policies that maximize the control
performance explicitly, it also presents some difficulties [2],
a major one being the lack of results concerning its nominal
closed-loop stability.

The stability of E-NMPC via Lyapunov functions, has
been first established in [1] for schemes including a terminal
point constraint and a steady-state optimum, where it is
assumed that a strong duality assumption holds. This work
has been extended in [3] for the case of terminal cost and
ellipsoidal terminal constraint. The work proposed in [4]
focused on the stability of periodic systems, with some
restrictions. In [5] schemes without terminal constraint nor
terminal cost are considered and stability results are provided
for problems exhibiting an optimal steady-state.

This paper extends the results presented in [1] to prob-
lems having optimal periodic trajectories. A rotated cost is
proposed, based on which a Lyapunov function is defined.
and tested for two numerical examples. As opposed to the
work presented in [4], the proposed analysis does not rely
on a transformed system to prove stability and applies to a
more general class of systems.

M. Zanon, S. Gros and M. Diehl are with the Optimization in Engineering
Center (OPTEC), K.U. Leuven, Kasteelpark Arenberg 10, B-3001 Leuven-
Heverlee, Belgium. mario.zanon@esat.kuleuven.be

Fig. 1. Schematics of the indices at time index i = 5 for P = 8 and N = 4.
The optimal periodic trajectory is displayed in black and is indexed by time
index j. The MPC trajectory is displayed in red and is indexed by time
index k. The variables of the optimal periodic trajectory are referenced by
the time index [k], computed as in (1).

This paper is structured as follows. In Section II the
periodic optimal control problem is defined and the economic
MPC problem is formulated in Section III. Section IV pro-
poses a new definition of the rotated cost for which stability
of the MPC scheme can be shown under a hypothesis of
strong duality. Two examples are provided in Section V and
conclusions in Section VI.

A. Notation

To improve readability, in the following, the time index j
will be used when referring to the periodic optimal control
problem while time index k will be used when referring to
the NMPC problem. When referring to variables relative to
the periodic solution within the NMPC context, the following
notation will be used

[k] = i+ k (mod P), ∀k = 0, . . . ,N, (1)

where i is the index relative to the current time, at which
the NMPC problem (3) is solved and N is the NMPC
prediction horizon, as defined in (3). This shifted notation
allows for expressing periodic quantities as “seen” from the
NMPC scheme. All indices are summarized in Table I and
a schematics is given in Figure 1. See also Algorithm 1 for
a more detailed explanation.



TABLE I
LIST OF USED INDICES.

Index Description

P Period

N MPC prediction horizon

i Time instant at which problem (3) is solved

j Time index relative to the periodic optimization problem

k Time index relative to the MPC problem

[k] i+ k (mod P)

II. PERIODIC ECONOMIC OPTIMIZATION PROBLEM

Throughout this paper, the P-periodic constrained discrete-
time system

x j+1 = f j(x j,u j), g j(x j,u j)≤ 0, j ≥ 0,

will be considered and the P-periodic economic stage cost
function l j(x j,u j) will be used. The periodic optimization
problem reads:

min
x0,u0,...,xP−1

P−1

∑
j=0

l j(x j,u j) (2a)

s.t. x j+1 = f j(x j,u j), j = 0, . . . ,P−2 (2b)
x0 = f0(xP−1,uP−1) (2c)
g j(x j,u j)≤ 0, j = 0, . . . ,P−1 (2d)

Let the solution to problem (2) be (xp
j ,u

p
j), j = 0, . . . ,P−1,

which is assumed to be unique throughout the paper. Let
the multipliers λ j+1, j = 0, . . . ,P− 2 be associated with
constraints (2b) and the multiplier λ0 be associated with
constraint (2c).

Note that, in contrast to tracking NMPC schemes, in
general the functions l j(x j,u j) do not have their minimum
at the solution of problem (2).

III. ECONOMIC MPC FOR PERIODIC SYSTEMS

Let the current state be denoted by x̄i. The proposed eco-
nomic NMPC formulation solves, for each x̄i, the following
optimal control problem

V [0]
N (x̄i) :=

min
x0,u0,...,xN

N−1

∑
k=0

l[k](xk,uk) (3a)

s.t. x0− x̄i = 0 (3b)
xk+1− f[k](xk,uk) = 0, k = 0, . . . ,N−1 (3c)

g[k](xk,uk)≤ 0, k = 0, . . . ,N−1 (3d)

xN− xp
[N]

= 0, (3e)

where the time index [k] is consistent with the definition
given in (1) and does thus implicitly depend on i. In
particular, [0] = i (mod P) holds.

The prediction horizon N is chosen independently of the
period P. This formulation does not include any periodicity

condition. Instead, the terminal constraint (3e) is imposed,
such that the terminal state lies on the periodic trajectory
(xp

j ,u
p
j), solution of (2). Let the solution of (3) be denoted

by (x?0,u
?
0, . . . ,x

?
N) and the corresponding E-NMPC feedback

law be denoted by ui
e(x̄i) = u?0. An algorithm for the imple-

mentation of this MPC scheme is provided in Algorithm 1.

Algorithm 1 Economic MPC for Periodic Systems
Require: Solve problem (2) to obtain xp

j , j = 0, . . . ,P−1
loop

Obtain current time index i and state x̄i
[k]← i+ k (mod P), k = 0, . . . ,N
Formulate (3) using x̄i, xp

[N]

Solve problem (3) to obtain ui
e(x̄i)

end loop

IV. NOMINAL STABILITY OF ECONOMIC MPC FOR
PERIODIC SYSTEMS

In this section, the asymptotic stability of the closed-loop
system x̄i+1 = f[0](x̄i,ui

e(x̄i)) is established using the rotated
cost in a form similar to [1]

L[k](xk,uk) := l[k](xk,uk)− l[k](x
p
[k],u

p
[k])+(xk− xp

[k])
T

λ
p
[k]

− ( f[k](xk,uk)− f[k](x
p
[k],u

p
[k]))

T
λ

p
[k+1], (4)

and the Lyapunov function

Ṽ [0]
N (x̄i) :=V [0]

N (x̄i)+(x̄i− xp
[0])

T
λ

p
[0]−

N−1

∑
k=0

l[k](x
p
[k],u

p
[k]). (5)

Note that, according to (1), [0] = i (mod P) holds, as dis-
played in Figure 1.

In order to prove this result, the following definitions and
assumptions are needed.

Definition 1 (Feasible Control Sequence): A control se-
quence u = (u0, . . . ,uN−1) is termed feasible if the trajec-
tory (x0,u0, . . . ,xN) satisfies the constraints of optimization
problem (3).

Definition 2 (Admissible Set and Admissible States): At
time i, the admissible set Zi

N is defined as the set of all
feasible trajectories, i.e.:

Zi
N = {(x̄i,u) | ∃ x1, . . . ,xN : x0 = x̄i, xk+1 = f[k](xk,uk),

g[k](xk,uk)≤ 0, k = 0, . . . ,N−1, xN = xp
[N]
}.

and the set Xi
N is defined as the corresponding set of

admissible states, i.e.:

Xi
N = {x̄i | ∃ u : (x̄i,u) ∈ Zi

N}.

Assumption 1 (Lipschitz Continuity of f and l): In the
following, the Lipschitz continuity of f·(·) and l·(·) on the
admissible set Zi

N is assumed, i.e. there exist L f ,Ll > 0
such that

‖ f j(x,u)− f j(x̂, û)‖≤ L f ‖(x,u)− (x̂, û)‖
‖l j(x,u)− l j(x̂, û)‖≤ Ll ‖(x,u)− (x̂, û)‖ , j = 0, . . . ,P−1,

where ‖.‖ is any appropriate norm.



The dynamic system is required to have some form of
controllability, given by the following assumption.

Assumption 2 (Weak Controllability): There exists a K∞

function [6] γ(·) such that for every x̄i ∈ Xi
N there exists

u such that (x̄i,u) ∈ Zi
N and

N−1

∑
k=0
‖uk−up

[k]‖ ≤ γ(‖x̄i− xp
[0]‖). (6)

This assumption is also used in [4] and it bounds the cost of
steering the system from an admissible initial state x̄i to xp

[N]
in N steps while satisfying the state and control constraints.

Additionally, strong duality of the periodic optimization
problem (2) is required, i.e.

Assumption 3 (Strong Duality of the Periodic Problem):
There exists a series of multipliers λ

p
j so that the trajectory

(xp
j ,u

p
j), j = 0, . . . ,P−1 uniquely solves

min
x0,u0,...,xP−1

P−1

∑
j=0

l j(x j,u j)+
P−2

∑
j=0

(x j+1− f j(x j,u j))
T

λ
p
j+1 (7a)

+(x0− f0(xP−1,uP−1))
T

λ
p
0 (7b)

g j(x j,u j)≤ 0, ∀ j = 0, . . . ,P−1. (7c)

Moreover, there exists a K∞-function β (·) such that the
“rotated” stage cost function (5) satisfies

L j(x,u)≥ β (‖x− xp
j‖), (8)

for all (x,u) satisfying g j(x,u) ≤ 0. Note that if (8) holds,
(7) is implied.

This assumption holds for strictly convex problems, which
include periodic optimal control of linear time-varying (LTV)
systems subject to convex constraints g j(x,u) ≤ 0. This
assumption could be replaced by a generalization of the dissi-
pativity assumption proposed in [3] to the periodic case. Yet,
for the sake of simplicity, the more restrictive Assumption 3
is used in this paper. The dissipativity assumption is being
considered in current work on the stability of E-NMPC.

Theorem 1: If Assumptions 2 and 3 hold, the solution of
the closed-loop system x̄i+1 = f[0](x̄i,ui

e(x̄i)) is asymptoti-
cally stable with Xi

N as the region of attraction, and admits
Ṽ [0]

N (x̄i) (see (5)) as a Lyapunov function, i.e. Ṽ [1]
N (x̄i+1) ≤

Ṽ [0]
N (x̄i)−L[0](x̄i,ui

e(x̄i)).

Proof: The proof is based on the following two lemmas. The
first one compares the MPC scheme (3) with a “rotated”
MPC scheme, that uses L·(·, ·) as stage cost. The second one
shows that the value Ṽ [0]

N (x̄i) of the rotated MPC scheme is
a Lyapunov function for the closed-loop system. The rotated

MPC scheme is defined as

Ṽ [0]
N (x̄i) :=

min
x0,u0,...,xN

N−1

∑
k=0

L[k](xk,uk) (9a)

s.t. x0− x̄i = 0 (9b)
xk+1− f[k](xk,uk) = 0, k = 0, . . . ,N−1

(9c)
g[k](xk,uk)≤ 0, k = 0, . . . ,N−1

(9d)
xN− xp

[N]
= 0. (9e)

Lemma 1: The solutions of problems (3) and (9) coincide
and Ṽ [0]

N (x̄i) = V [0]
N (x̄i) + (x̄i − xp

[0])
T λ

p
[0] −∑

N−1
k=0 l[k](x

p
[k],u

p
[k])

holds.
Proof: Observing that problems (3) and (9) are subject

to the same constraints, the objective function of (9) can
be transformed as follows. One can add the constant term
l[k](x

p
[k],u

p
[k]) to obtain

N−1

∑
k=0

L[k](xk,uk)+ l[k](x
p
[k],u

p
[k]) (10)

=
N−1

∑
k=0

l[k](xk,uk)+(xk− xp
[k])

T
λ

p
[k]

− ( f[k](xk,uk)− f[k](x
p
[k],u

p
[k]))

T
λ

p
[k+1].

Then, adding and subtracting the term (xk+1−xp
[k+1])

T λ
p
[k+1],

Equation (10) becomes

N−1

∑
k=0

L[k](xk,uk)+ l[k](x
p
[k],u

p
[k])

=
N−1

∑
k=0

l[k](xk,uk)+(xk− xp
[k])

T
λ

p
[k]

− ( f[k](xk,uk)− f[k](x
p
[k],u

p
[k]))

T
λ

p
[k+1]

+(xk+1− xp
[k+1])

T
λ

p
[k+1]− (xk+1− xp

[k+1])
T

λ
p
[k+1].

The terms (xk − xp
[k])

T λ
p
[k], k = 1, . . . ,N − 1 and −(xk+1 −

xp
[k+1])

T λ
p
[k+1], k = 0, . . . ,N − 2 cancel out. Moreover, be-

cause of the dynamic constraints (9c) and (2b)-(2c), for
any (x̄i,u) ∈ Zi

N , it holds that (xk+1−xp
[k+1])− ( f[k](xk,uk)−

f[k](x
p
[k],u

p
[k])) = 0. Finally, (xN−xp

[N]
) = 0 holds due to (9e).

Equation (10) thus reads:

N−1

∑
k=0

L[k](xk,uk)+ l[k](x
p
[k],u

p
[k])

=
N−1

∑
k=0

l[k](xk,uk)+(x0− xp
[0])

T
λ

p
[0]. (11)

From (9b), (x0− x̄i) = 0 holds. Then, adding and subtract-



Fig. 2. The trajectories obtained by applying the economic MPC scheme
to the system starting from different initial conditions are displayed in thick
line. The system is steered to the periodic trajectory solution of the periodic
optimal control problem (2) (thin line).

ing the term x̄T
i λ

p
[0] to (11), one finally obtains:

N−1

∑
k=0

L[k](xk,uk)+ l[k](x
p
[k],u

p
[k])

=
N−1

∑
k=0

l[k](xk,uk)+(x̄i− xp
[0])

T
λ

p
[0], (12)

The rotated cost thus differs from the original one only
by a constant term and the solutions to problems (3) and (9)
are identical. �

Taking P = 1, (2) yields a steady-state trajectory, and
Lemma 1 entails the result obtained in [1].

Lemma 2: For all x̄i ∈Xi
N , the value Ṽ [0]

N (x̄i) of the rotated
MPC scheme is a Lyapunov function, i.e. there are two K∞-
functions α(·) and β (·) such that

β (‖x̄i− xp
[0]‖)≤ Ṽ [0]

N (x̄i)≤ α(‖x̄i− xp
[0]‖), (13)

and it holds that (descent condition):

Ṽ [1]
N ( f[0](x̄i,ui

e(x̄i)))−Ṽ [0]
N (x̄i)≤−L[0](x̄i,ui

e(x̄i))

≤−β (‖x̄i− xp
[0]‖). (14)

Proof: The proof is given in the appendix; it is an extension
of the one provided in [1] and follows similar arguments.

V. APPLICATION EXAMPLES

In this section, two simple examples will be used to
illustrate the proposed method. First, a simple car model will
be considered. The system dynamics are given by ż

ẏ
θ̇

=

 vcosθ

vsinθ

u

 ,

Fig. 3. Rotated cost Ṽ [0]
N over time. In the top graph, the rotated cost

obtained with the proposed framework monotonically decreases and is a
Lyapunov function. In the bottom graph, the cost rotated as proposed in [4]
is not a Lyapunov function for the given example.

where the position is given by (z,y), the angle θ indicates the
orientation of the vehicle, the control u is a rotational velocity
and the vehicle has constant linear velocity v = 1 m/s.

All optimization problems have been solved using the
direct multiple shooting [7] method. The system dynamics
have been translated into discrete time using a fixed step-
size Runge-Kutta integrator of order 4, with a sampling time
Ts = 0.1 s and a piecewise constant control parametrization.
The period has been chosen as P = 50. The problems have
been formulated using the open source software CasADi [8]
and the NLP solver Ipopt [9].

Given the stage cost l j(x j,u j) = u2
j + z2

j + 5y2
j and the

periodicity conditions, the solution of problem (2) yields a
periodic trajectory. Since for this periodic optimization prob-
lem strong duality does not hold, for the MPC formulation,
the Linear Time Varying (LTV) model is considered here.
The LTV model is obtained by linearizing the integrator on
the optimal periodic trajectory.

Starting from an initial state (zinit,yinit,θinit), at each time
instant i, problem (3) is solved following Algorithm 1 for a
horizon length N = 20. The obtained trajectory is shown in
Figure 2, where it can be noted that the system is stabilized to
the optimal periodic trajectory. Figure 3 displays the value
function Ṽ [0]

N (x̄i) at each time instant in the top graph. It
satisfies the requirements of a Lyapunov function as it is
bounded from below by a K∞-function and decreases mono-
tonically. As a term of comparison, the approach proposed
in [4] has also been implemented and the obtained value
function is displayed in Figure 3, bottom graph. It can be
seen that this function does not monotonically decrease and
becomes negative.

As a second illustrative example, the double-tank system
proposed in [4] was also treated. The proposed scheme
stabilizes the system and the value function Ṽ [0]

N (x̄i) is
positive and monotonically decreasing (see Figure 4). For
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Fig. 4. In the top graph: plant state in thick line, optimal periodic state in
dotted line. Middle graph: applied controls (green), optimal periodic controls
(blue) and price (red). Bottom graph: rotated cost Ṽ [0]

N over time. In this
example the rotated cost Ṽ [0]

N (blue line) coincides with the cost rotated as
proposed in [4] (green line).

this example, the rotated cost proposed in [4] coincides with
the one defined here.

The stability proof established in this paper relies on the
strong duality Assumption 3. This assumption is not verified
for the car example if the nonlinear model is used instead
of the LTV one. By applying the nonlinear MPC scheme,
one obtains trajectories that differ slightly from the ones of
the LTV model. Those trajectories are displayed in Figure 5.
While the MPC scheme still successfully stabilizes the plant,
the rotated cost is not a Lyapunov function for the system,
as for some initial conditions it does not monotonically
decrease (see Figure 6). Further investigation of the stability
of economic MPC schemes for which Assumption 3 is not
verified is the subject of ongoing research.

VI. CONCLUSION

In this paper, a Lyapunov function was proposed for
the class of problems having a periodic optimal trajectory
and satisfying a strong duality assumption. This class of
problems includes linear time-varying systems subject to
convex constraints and strictly convex cost.

The proposed theory has been illustrated with two numer-
ical examples and is a generalization of the results proposed
in [1].

Future work will focus on the extension of the presented
results to more general classes of dynamical systems and for
the case of relaxed or no terminal constraints. The use of
a dissipativity assumption is currently being investigated for
this purpose.

Fig. 5. The trajectories obtained by applying the nonlinear economic MPC
scheme to the system starting from different initial conditions are displayed
in thick line. The system is steered to the periodic trajectory solution of the
periodic optimal control problem (2) (thin line).

Fig. 6. Rotated cost Ṽ [0]
N over time. In the bottom graph, a closer zoom

where it can be seen that the rotated cost is not a Lyapunov function.

APPENDIX

This section provides the proof of Lemma 2, which states
the existence of two K∞-functions α(·) and β (·) such that

β (‖x̄i− xp
[0]‖)≤ Ṽ [0]

N (x̄i)≤ α(‖x̄i− xp
[0]‖), (15)

Ṽ [1]
N ( f[0](x̄i,ui

e(x̄i)))−Ṽ [0]
N (x̄i)≤−β (‖x̄i− xp

[0]‖). (16)

The proof is an extension of the one provided in [1] and
follows similar arguments. The left inequality in (15) and the
descent condition (16) are proven first.

Lemma 3: The function Ṽ [0]
N (x̄i) is bounded from below



by

Ṽ [0]
N (x̄i)≥ β (‖x̄i− xp

[0]‖), (17)

and

Ṽ [1]
N ( f[0](x̄i,ui

e(x̄i)))−Ṽ [0]
N (x̄i)≤−β (‖x̄i− xp

[0]‖). (18)
Proof: Starting from a point x̄i and solving problem (9),

by applying the optimal control policy ui
e(x̄i) to the system,

one obtains

Ṽ [1]
N−1( f[0](x̄i,ui

e(x̄i))) = Ṽ [0]
N (x̄i)−L[0](x̄i,ui

e(x̄i)).

The trajectory obtained by eliminating the first state from the
optimal one and prolonging it by applying the control up

[N]
, is

a feasible trajectory. The cost associated to this trajectory is
given by Ṽ [1]

N−1( f[0](x̄i,ui
e(x̄i)))+L[N](x

p
[N]
,up

[N]
). By definition

LN(x
p
[N]
,up

[N]
) = 0, thus optimality implies that

Ṽ [1]
N ( f[0](x̄i,ui

e(x̄i)))≤ Ṽ [0]
N (x̄i)−L[0](x̄i,ui

e(x̄i)).

Using Assumption 3, one obtains

Ṽ [1]
N ( f[0](x̄i,ui

e(x̄i)))−Ṽ [0]
N (x̄i)≤−L[0](x̄i,ui

e(x̄i))

≤−β (‖x̄i− xp
[0]‖),

and the result is established. �
For proving the right inequality of Equation (15), let the

sub-optimal rotated cost function be defined as

Ṽ [0]
N (x̄i,u) = (x̄i− xp

[0])
T

λ
p
[0]+

N−1

∑
k=0

l[k](xk,uk)− l[k](x
p
[k],u

p
[k]),

(19)

which depends on the initial state x̄i and the feasible control
sequence u= (u0,u1, . . . ,uN−1). Using the triangle inequality
and Lipschitz continuity of l·(·, ·) (Assumption 1) one can
write

Ṽ [0]
N (x̄i,u)≤ ‖x̄i− xp

[0]‖‖λ
p
[0]‖+

N−1

∑
k=0

Ll‖xk− xp
[k]‖+Ll‖uk−up

[k]‖.

(20)

By using the system equations xk+1 = f[k](xk,uk) and the
Lipschitz continuity of f·(·, ·) (Assumption 1), it holds that
for all (x̄i,u) ∈ Zi

N and k ≥ 0

‖xk− xp
[k]‖ ≤ Lk

f ‖x̄i− xp
[0]‖+Lk

f ‖u0−up
[0]‖+Lk−1

f ‖u1−up
[1]‖

+ · · ·+L f ‖uk−1−up
[k−1]‖.

Summing these inequalities yields

N−1

∑
k=0
‖xk− xp

[k]‖ ≤ LF‖x̄i− xp
[0]‖+LF

N−1

∑
k=0
‖uk−up

[k]‖, (21)

where LF = 1+L f + · · ·+LN−1
f .

The weak controllability Assumption 2 ensures that for all
x̄i ∈ Xi

N , there exist (x̄i,u) ∈ Zi
N such that

N−1

∑
k=0
‖uk−up

[k]‖ ≤ γ(‖x̄i− xp
[0]‖). (22)

By using (21) and (22), one obtains that, for all (x̄i,u)∈Zi
N ,

the following inequality holds
N−1

∑
k=0

Ll(‖xk− xp
[k]‖+‖uk−up

[k]‖)≤ LlLF‖x̄i− xp
[0]‖

+Ll(1+LF)γ(‖x̄i− xp
[0]‖).

Substituting this result into (20) and defining the K∞-function
α(·) = (‖λ p

[0]‖+LlLF)(·)+Ll(1+LF)γ(·), yields

Ṽ [0]
N (x̄i,u)≤ α(‖x̄i− xp

[0]‖), ∀ (x̄i,u) ∈ Zi
N .

By optimizing over u, one obtains the optimal value, which
satisfies

Ṽ [0]
N (x̄i)≤ α(‖x̄i− xp

[0]‖), ∀ x̄i ∈ Xi
N ,

and the result is established.
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