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Abstract A tailored version of the Characteristic Basis Function Method
(CBFM) is presented as a matrix compression technique for the method-of-
moments (MoM) to rapidly compute the impedance, radiation, and propaga-
tion characteristics of large periodic structures, including antenna arrays and
metamaterial-based waveguides. The compression is achieved by employing
physics-based Characteristic Basis Functions (CBFs), which are generated
numerically and in a time-efficient manner by exploiting array symmetries.
The supports of these CBFs partially overlap between electrically intercon-
nected array elements to preserve the continuity of the surface current across
common boundaries. The translation symmetry is also exploited to expedite
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2 Rob Maaskant

the meshing process of the structure, to construct the reduced matrix equa-
tion, and to rapidly compute the antenna radiation patterns. The Adaptive
Cross Approximation (ACA) algorithm is applied to reduce the matrix fill-
time even further. The numerical examples demonstrate high accuracy and
excellent memory compressing capabilities of the considered method. Among
the problems, we consider a very large array of nested subarray antennas em-
ploying more than 1E6 low-level basis functions, which is solved directly, in-
core, through a multilevel CBFM approach, and we analyze a metamaterial-
based gap waveguide through a CBFM-enhanced MoM approach employing
the parallel-plate Green’s function.

1 Introduction1

Recent advances in computational electromagnetics (CEM) have enabled us
to analyze large real-world antenna and scattering problems that were beyond
our reach only a few years ago. In this chapter, we will provide only a limited
overview of the literature that is closely related to the problem at hand,
namely, fast analysis of large finite periodic structures, including antenna
arrays and novel metamaterial-based waveguide structures analyzed through
the Method-of-Moments (MoM, [14]).

Regarding the numerical analysis of finite periodic structures, asymptotic
infinite-array approaches with corrections for the edge truncation effects have
been developed, which are effective when the edge behavior of an array is lo-
cal, and almost independent of the array size. This is true for very large arrays
where the center elements behave as infinite-array elements. One can then
solve for the fringe current describing the difference between the finite- and
the associated infinite-array current [33]. The advantage is that the fringe
current can be expanded by using relatively few basis functions, derived from
a diffraction analysis of canonical structures, whose use requires the solution
of only a moderately sized matrix equation. Other infinite-array-based tech-
niques that expedite the finite array analysis can be found in [6, 8, 39, 44].
Infinite array approaches are particularly efficient if both the structure and
fields are (nearly) periodic; otherwise, the method may not be the preferred
choice. In fact, for moderate-sized arrays, and for those that require a high
degree of flexibility in terms of array lattice geometry and element shape, it
is preferable to use methods that are based on analyzing finite-size arrays.

One can employ subsectional basis functions of higher-order polynomials
to reduce the size of the MoM matrix equation [11]; moreover, by employing
macro basis functions an even greater reduction in the number of unknowns
can be achieved. Since macro-domain functions can be constructed as fixed
combinations of subsectional functions, these macro functions can conform to

1 This chapter is largely based upon Maaskant’s PhD dissertation [22].
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Fast Analysis of Periodic Antennas and Metamaterial-Based Waveguides 3

arbitrarily shaped geometries. An additional advantage of using these macro
basis functions is that existing codes can be reused with only minor modifica-
tions. These types of macro functions are sometimes referred to as aggregated
basis functions, and have been applied to arrays of disconnected patch an-
tennas in [47] and [15].

The expansion wave concept is also a method which reduces the number of
unknowns without compromising the solution accuracy or geometrical flex-
ibility of the low-level basis functions. It decomposes both the incident and
scattered fields to and from an isolated array element in terms of only a few
expansion functions [46]. This concept of reducing the matrix equation and
decomposing the problem into smaller problems has been widely exploited
in recently developed iterative-free methods for large-scale problems. For in-
stance, the Characteristic Basis Function Method (CBFM) [24,32,34,43,49],
which has been successfully applied to a large class of scattering and ra-
diation problems, the Synthetic-Functions Approach (SFX) [29], [31], the
Sub-Entire-Domain Basis Function Method (SED) [21], the eigencurrent ap-
proach [2], which has recently been combined with the Linear Embedding
via Green’s Operators approach (LEGO, [19]), and a subdomain multilevel
approach [41]. The objectives of these methods are similar, namely to re-
duce the matrix equation by employing physics-based macro basis (and test)
functions for the electric and/or magnetic surface currents.

In this chapter, we tailor the CBFM for the fast analysis of large periodic
structures. We propose a dedicated array meshing method which exploits
the array translation symmetry and preserves the quasi-Toeplitz symmetry
in the reduced MoM matrix. Special attention is devoted to the problem of
the efficient generation of a representative set of Characteristic Basis Func-
tions (CBFs), and this is only done for a few unique array elements. Also,
since the array elements may be electrically interconnected to one another,
a post-windowing technique is developed to shape the initially generated
CBFs in order to guarantee a piecewise continuous current flow at the in-
terconnections by letting the CBFs partially overlap. This is an alternative
method to [29], where one employs an additional independent set of “connec-
tion” basis functions to ensure the electrical connectivity between adjacent
antenna elements. Hence, the herein presented overlapping domain decom-
position method (DDM) requires less unknowns and therefore enables us to
solve larger problems, although the method in [29] may provide a better
continuity of the current in the interconnection regions.

We point out that the savings realized in CBFM, in terms of both memory
and computation time, are significant; the solution time (for direct solvers)
scales as O(N3), where N now becomes a relatively small number associ-
ated with the total number of CBFs. The proportionality constant, however,
slightly increases because of the additional time that is required to generate
CBFs. The construction time of the reduced matrix scales as O(N2), where
N still represents the relatively large number of subsectional basis functions
making up the CBFs, so that the fill-time of the reduced matrix governs
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4 Rob Maaskant

the total execution time. A number of hybrid methods have been proposed
to reduce the matrix-fill time. For instance, in [40] the reaction integral be-
tween the macro basis and testing functions is computed using a suitable
approximation. A generalization of this approach has led to the introduction
of the Fast Multipole Method (FMM) for the rapid computation of these
reactions [7], [11]. Alternatively, the Adaptive Integral Method (AIM) has
also been applied to compute these reduced matrix entries efficiently [48], [3].
In the present chapter we generate the reduced matrix in a time-efficient
manner by hybridizing the CBFM with the Adaptive Cross Approximation
(ACA) algorithm. The ACA algorithm was originally developed for the rapid
construction of the rank-deficient off-diagonal MoM matrix blocks [1,18,50];
however, it will be shown that the algorithm is also suited to compute the off-
diagonal MoM blocks of the CBF-reduced matrix in a time-efficient manner.
The ACA algorithm is purely algebraic in nature, kernel independent and
relatively easy to implement. Furthermore, the algorithm does not require a
priori knowledge of each MoM submatrix.

The above-described mathematical framework is supplemented with a
methodology to rapidly compute the radiation and port impedance char-
acteristics, and the multilevel CBFM is described as a generalization of the
monolevel CBFM afterwards.

The accuracy of the method is assessed for a 7×1 array of Tapered Slot An-
tennas (TSAs). Their analyses constitutes a challenging numerical problem,
since the outer edges of the TSA fins are (entirely) connected to the adjacent
elements as a result of which the analysis of the entire array problem cannot
be localized to the analysis of a single isolated TSA element. Following this,
the numerical results are presented on the CBFM–ACA hybridization. This
is followed up by the extremely large problem of solving large antenna arrays
of nested disjoint subarrays, whose solution is found through the multilevel
CBFM. Finally, we consider a low-loss low-cost novel class of waveguides: the
so-called gap waveguides. Gap waveguides are metameterial-based waveg-
uides employing periodic textures of small metallic objects to emulate an
artificial magnetic conductor, thereby exhibiting superior propagation char-
acteristics to the more conventional waveguides. It is shown that the CBFM
can handle these fine-feature structures with relative ease, even if the problem
grows very large.

2 The Characteristic Basis Function Method (CBFM)

For the sake of completeness, we briefly review the CBFM in this section,
though the method has also been discussed in a number of other chapters in
this book for a variety of other problems for different applications, e.g., RCS
computation and analysis of microwave integrated circuits.
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Fast Analysis of Periodic Antennas and Metamaterial-Based Waveguides 5

2.1 Employing Characteristic Basis Functions (CBFs)

In algebraic terms, the objective of CBFM is to solve the large system of
linear equations

ZI = V (1)

for the unknown coefficient vector I in an iteration-free and time-efficient
manner. The complex symmetric matrix Z is of size N×N and assumed large
enough to pose a severe computational burden on the memory storage and
matrix fill times, let alone on the numerical solution of (1). This limitation
can be overcome by CBFM, which is capable of solving the system directly for
multiple right-hand-sides (MRHS) and in-core for N upwards of one million,
or even larger, depending upon the computational platform.

The degrees of freedom (DoFs) of the solution vector I in (1) isN . However,
the solution vector tends to lie in a much smaller subspace for most practical
EM problems that are solved through the method of moments (MoM) em-
ploying a fine discretization scheme. For instance, for a transmitting dipole
antenna, the solution vector I – representing the current in terms of N subsec-
tional basis functions – most likely resembles a cosine-type of function. The
actual dipole current can therefore be represented rather accurately through
a very low number of linearly independent solution vectors, or macro basis
functions – called Characteristic Basis Functions (CBFs) – resembling the
cos-type of functions. Hence, the key feature of CBFM is to reduce the DoFs
of I by two-to-three orders through a physics-based expansion such as:

I =

Q∑
q=1

ICBF
q JCBF

q (2)

where {JCBF
q } are the Q CBFs (Q� N), and {ICBF

q } are the corresponding
CBF expansion coefficients. Substituting (2) in (1), yields

Q∑
q=1

ICBF
q ZJCBF

q = V (3)

after which the error R can be defined as R =
∑Q
q=1 I

CBF
q ZJCBF

q −V. Weight-

ing this error to zero using Q testing vectors {JCBF
p }Qp=1 that are identical to

the Q CBFs (Galerkin’s approach), gives

Q∑
q=1

ICBF
q 〈JCBF

p ,ZJCBF
q 〉 = 〈JCBF

p ,V〉 for p = 1, 2, . . . , Q, (4)
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where the symmetric dot-product 〈a,b〉 = aTb, and where the superscript
T denotes the transposition operator. Eq. (4) represents a reduced matrix
equation ZredICBF = Vred, where Zred is of size Q×Q, whose matrix element
Zred
pq = 〈JCBF

p ,ZJCBF
q 〉, and where the pth element of the N × 1 RHS vector

Vred
p = 〈JCBF

p ,V〉.
Two major questions remain: (i) how to generate a representative set of

CBFs (to be discussed in Sec. 2.2), and; (ii) how to rapidly generate the
reduced matrix equation (4). Indeed, Eq. (4) contains computationally ex-
pensive matrix-vector products, and also requires constructing the original
moment matrix Z, both of which are both time-consuming tasks.

We can alleviate the burden of the matrix-vector multiplications as fol-
lows. Consider the example of a 7 × 1 singly-polarized TSA array in Fig. 1.
The entire surface S supporting the surface current is triangulated, after

Jp

S

Sq

Jq

Sp

Zred
pq = 〈Jp,ZpqJq〉

Fig. 1 Reduced matrix element Zred
pq ; the dot product between the (observation)

CBF Jp and the excitation vector ZpqJq due to the (source) CBF Jq.

which pairs of triangles form N Rao-Wilton-Glisson (RWG) basis func-
tions for modeling the current [35]. To rapidly compute the matrix element
Zred
pq = 〈JCBF

p ,ZJCBF
q 〉 in (4), we note from Fig. 1 that if the supports of the

CBFs are local – in this case about the size of a single antenna element – the
CBFs will contain many zeros. Indeed, when squeezing out the zero entries,
i.e., JCBF

p 7→ Jp and JCBF
q 7→ Jq, effectively only the matrix block Zpq of Z rep-

resenting the interactions between the group pair of RWGs on the subdomains
Sp and Sq need be computed, and we can write Zred

pq = 〈Jp,ZpqJq〉. Similarly,

the zero entries in V on the RHS can be discarded, so that Vred
q = 〈Jp,Vp〉

in (4), where Vp is a subset of V pertaining to the local support Sp.
The final reduced matrix equation can be written as

Page: 6 job: MaaskantChapter macro: svmult.cls date/time: 21-Dec-2012/16:24



Fast Analysis of Periodic Antennas and Metamaterial-Based Waveguides 7
〈J1,Z11J1〉 〈J1,Z12J2〉 · · · 〈J1,Z1LJL〉
〈J2,Z21J1〉 〈J2,Z22J2〉 · · · 〈J2,Z2LJL〉

...
...

. . .
...

〈JL,ZL1J1〉 〈JL,ZL2J2〉 · · · 〈JL,ZLLJL〉




ICBF
1

ICBF
2

...

ICBF
L

 =


〈J1,V1〉
〈J2,V2〉

...

〈JL,VL〉

 (5)

where we now have assumed that the subdomain Sp can generally support

more than one, say Qp, CBFs, so that the Qp columns in the matrix ICBF
p are

the expansion coefficient vectors for the CBFs on the pth subdomain. The
total number of employed CBFs is therefore the sum of all the CBFs per
subdomain, thus Q =

∑L
p=1Qp, where L is the total number of subdomains.

We observe that the CBFM can be thought of as a domain decomposi-
tion method (DDM), since the CBFs have a local support and need to be
generated only for a smaller subproblem as detailed in the next section.

2.2 Generation of CBFs

Note that the supports of the CBFs in Fig. 1 slightly extend beyond the size of
a single TSA element, so that the subdomains partially overlap. Such partial
overlapping preserves the continuity of the surface current across the common
boundaries between interconnected TSAs when CBFs are superimposed to
form the spurious-free solution for I in (1). This specific implementation is
referred to as an overlapping DDM, although non-overlapping DDMs can be
implemented as well that employ additional subsectional basis functions in
order to mitigate the interface glitch effects [30].

While [24] presents a generic technique to generate the CBFs for arrays
of electrically interconnected antenna elements, only the most widely used
version of this technique will be considered hereafter. The procedure for gen-
erating the CBFs is explained in four stages below for the example depicted
in Fig. 2.

Step I: Mesh generation
Only a single TSA element is triangulated and replicated at various element
positions throughout the array lattice by means of geometrical translations.
While rapidly generating the entirely meshed structure, the partitioning of
RWGs is kept identical for each array element and the polarity of the RWGs
that electrically interconnect the antenna elements is chosen consistently,
and such that the entirely meshed array facilitates a one-to-one mapping of
partially overlapping CBFs. This mapping of CBFs has been visualized in
the transition from Step III to Step IV (see also Sec. 3.1 for more details).

Step II Generation of primary CBFs
Three subarrays are extracted from the entirely meshed array to generate
the CBFs, i.e., two corner elements and one central element along with their
electrically interconnected adjacent element(s). Since we are here interested
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8 Rob Maaskant

I

II

III

IV

Fig. 2 Step I: fully meshed 7x1 TSA array; Step II: extraction of 3 subarrays for
generating the CBFs; Step III: truncation of the subarray induced currents to form
the CBFs; Step IV: mapping of CBFs onto the fully meshed array, constructing the
reduced matrix equation (5), and the final synthesized surface current solution for
broadside scan.

in computing the antenna impedance matrix and radiation patterns, we con-
sider the problem on transmit, so that the primary CBFs are also generated
on transmit to achieve an accurate representation of the current. These are
generated by exciting each accessible port of the three subarrays sequen-
tially. As a result, the number of primary generated CBFs equals the number
of accessible ports for each subarray.

More specifically, suppose that for one of the subarrays in Step II, the
current on a subarray is expanded into Nsub RWG basis functions, then the
subarray currents are found by solving a small matrix equation for the MRHS
N ×K column-augmented excitation matrix Vsub, i.e.,

Page: 8 job: MaaskantChapter macro: svmult.cls date/time: 21-Dec-2012/16:24



Fast Analysis of Periodic Antennas and Metamaterial-Based Waveguides 9

Isub = Z−1subVsub (6)

where Zsub is the moment matrix of the corresponding subarray RWGs, and
the K columns of the matrix Isub are the induced currents when exciting the
ports of the subarrays. As a result, two primary CBFs are generated on the
outer two subarrays, while three CBFs are generated on the inner subarray.

It should be pointed out that, when analyzing the entire structure as a
scattering problem, one is typically interested in its response to a series of
plane waves incident from various directions. Hence, it is natural to also let
a plane-wave spectrum (PWS) be incident on each subarray for generating
the initial set of CBFs. Although this is an obvious choice for scattering
problems, antenna array problems have been analyzed successfully using the
PWS-generated CBFs as well, both for the receive and transmit cases [23].

Step IIIa Truncation and Post-Windowing of CBFs
Next, we apply a trapezoidal windowing function Λ to each of the sets of
CBFs that were generated for the subarrays in Fig. 2, Step II, in order to
arrive at Step III, where the spurious edge-singular currents arising from
subarray truncation effects have been eliminated [24]. In particular, we will
employ a pulse windowing function to reduce the support of each CBF to
the size of one antenna element only, while retaining possible “connection”
RWGs. Note the one-cell overlap in Step III at connecting boundaries where
indeed no edge truncation effects are visible.

For each subarray, the final windowed set of CBFs Jsub (Step III, Fig. 2)
is thus computed as

Jsub = ΛIsub = ΛZ−1subVsub (7)

where the diagonal matrix Λ post-multiplies the RWGs in the initial set of
CBFs Isub either by 0, 1/2, or 1, depending upon whether they are in the
external, overlap, or internal region of the resulting truncated subdomain,
respectively. Note that the “connection” RWGs in the overlap region are
colored bluish as a result of weighting these RWGs by 1/2, while the zeros in
Jsub are discarded to truncate the support. The RWGs are weighted by 1/2
to make sure that, when adjacent CBFs are superimposed, the sum of the
weights of each pair of overlapping RWGs amounts to unity again. If three
conductors are connected, one has to multiply by 1/3, and so on.

Step IIIb Reducing the number of CBFs by using the SVD
To obtain a well-conditioned reduced moment matrix in (5), it is necessary
that the CBFs be linearly independent, which can be assured through a
Singular Value Decomposition (SVD) operation as this renders the CBFs
orthogonal.

Let the matrix Jq be of size Nq ×Kq, where Nq and Kq denote the total
number of RWGs and the number of initially generated CBFs on the qth
subdomain, respectively. Upon invoking the SVD, Jq is decomposed as
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Jq = UDQH (8)

where U is an Nq×Kq matrix with orthonormal columns/CBFs [45, p. 27]; Q
is a Kq×Kq unitary matrix; and, D is a Kq×Kq diagonal matrix of the form
diag(σ1, σ2, . . . , σKq

). The non-negative real-valued diagonal entries of D can
be required to be ordered as σ1 ≤ σ2 ≤ . . . ≤ σKq

and are the singular values
of Jq. The presence of singular values of zero, or near-zero, indicates that
the matrix is singular or ill-conditioned. Therefore, to improve this condition
number, a thresholding procedure is used on the normalized singular values

Rn =
σn
σmax

n = 1, 2, . . . ,Kq. (9)

Each of these normalized quantities is compared to an appropriate threshold,
and the corresponding singular value is set to zero if this level is smaller
than the specified threshold. Suppose this happens for n > Nσ, then the first
Nσ left singular vectors of U forms the orthonormal set of CBFs that are
retained.

Step IIIc Generation of Secondary CBFs
The accuracy of the final solution for the current can be increased further by
accounting for the mutually coupled subdomains in a more detailed manner
through employing additional higher-order CBFs. Then, the primary CBFs
Jq, which are supported by the qth subdomain are, in turn, used as distant
current sources to the subarrays shown in Step II (Fig. 2) to mimic possible
surface currents on neighboring array elements that are located within a
certain electrical distance from the subarray under excitation. Following (6),
the currents Jsub on a subarray are then computed as

Isub = Z−1subVsub = Z−1subZsub,qJq (10)

where Zsub,q is the moment matrix block between the RWGs on the qth source
domain, which supports a set of primary source CBFs Jq, and the RWGs on
the subarray under excitation. Accordingly, the CBF support is truncated
by using (7), appended to the existing set of primary CBFs, and then we
follow this up with an SVD orthogonalization-thresholding procedure. If the
combined set of initially generated primary and secondary CBFs is sufficiently
small, it is suffiecient to perform the SVD only once. However, a multi-stage
SVD procedure has been found to be more efficient in most cases, also for
scattering problems where the primary CBFs are typically generated by using
a PWS approach [10].

The total number of initially-generated secondary CBFs depends upon
the total number of distant subdomains that are considered within a certain
radius from the subarray under excitation. To increase the number of CBFs,
one can also generate tertiary CBFs from the primary and secondary ones.
However, at some point the SVD prevents us from adding more CBFs that are
not sufficiently independent of the existing set of CBFs. Hence, convergence
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Fast Analysis of Periodic Antennas and Metamaterial-Based Waveguides 11

of the solution depends upon the final solution accuracy desired, and this is
controllable through the choice of the SVD threshold.

Step IV Mapping of CBFs and solving for the current
After retaining a relatively small set of CBFs for each truncated subdo-
main (Step III, Fig. 2), the CBFs are mapped onto the various subdomains
throughout the entire array (Step IV, Fig. 2). Afterwards, the reduced ma-
trix equation in Eq. (5) is constructed and solved directly for MRHS without
resorting to iterative techniques. The resulting surface current for the 7 × 1
TSA array is shown in Fig. 2 for a broadside scan, when all the elements are
excited by a voltage source across the slotline section.

3 Fast Reduced Matrix Generation

3.1 Exploiting Array Translation Symmetry

The reduced moment matrix Zred in (5) can be constructed efficiently by
exploiting the translation symmetry between CBFs. As an example, Fig. 3
graphically exemplifies that the reduced matrix block Zred

pq equals Zred
p+1;q+1,

because both blocks represent reactions between identical, though translated,
set of CBFs. It follows that,

Zred
pq = 〈Jp,ZpqJq〉 = 〈Jp+1,Zp+1;q+1Jq+1〉 = Zred

p+1;q+1 (11)

provided that both Sq and Sp [see Fig. 3(a)] support sets of CBFs that map
one-to-one onto the one-element translated subdomains Sq+1 and Sp+1 [see
Fig. 3(b)], respectively, using the same translation vector. Hence, to fully
exploit translation symmetry, the periodic structure must be discretized in
a specific manner to facilitate this CBF mapping and, hence, a consistent
triangulation and partitioning of the RWGs of all subdomains (and thus
array elements) is required as further clarified below.

The entire array mesh can be efficiently constructed from a few elementary
meshed array elements, called the base elements, see for instance the bowtie
element in Fig. 4 (Step I). The geometry of each base element is discretized
by a number of polygonal facets of which the outlines are described by a
set of boundary nodes (black dots). Here, the bowtie base element comprises
of 3 polygonal surfaces, i.e., two triangular fins and one small port polygon
connecting the fins. Each planar polygonal facet is supplied by a non-uniform
grid of internal nodes and subsequently triangulated in a 2-D plane by using
a Delaunay meshing routine [4, 9]. The internal grid is distributed such that
the elementary triangles are very nearly equilateral. Subsequently, nodes and
triangles are added along the boundaries to ensure that the triangulations
would be consistent with those of the electrically interconnected adjacent
elements when these base elements are placed in the array environment. Next,
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(a)

(b)

Jq Jp

Jq+1 Jp+1

Sq Sp

Sq+1 Sp+1

Zred
pq

Zred
p+1;q+1

Fig. 3 Construction of identical reduced matrix blocks Zred
pq and Zred

p+1;q+1.

triangulated base elements are equipped with the RWGs. Step I (Fig. 4)
shows a possible RWG polarity distribution, visualized by vectors that join
the common edges of each pair of triangles to form an RWG.

Step II illustrates a one-to-one replication of the discretized base element
at array element locations r1 . . . r5. Note that, at this stage, the RWGs en-
suring the electrical connection between array elements have not yet been
established. This is accomplished in Step III, where the triangles along a con-
nection line are separately equipped with RWGs and subsequently mapped
(recursively) onto the various corresponding connection lines that remain to
be equipped with RWGs. For this purpose, we utilize the array symmetry as
detailed below. A pseudo Matlab code of the recursive-mapping algorithm is
included in the appendix of [26]. Finally, a full meshing of the array geom-
etry (Step IV) facilitates a one-to-one mapping of the CBFs, even though
each supporting subdomain extends beyond the outer boundaries of an array
element, as shown in Fig. 3.

Next, the translation symmetry between identical pairs of CBFs can be
determined. Following the generation of the boundary nodes for the array in
a manner shown in Fig. 4, Step II, where we replicate the boundary nodes of
the base antenna element(s) at their respective array positions, we can deter-
mine which array elements are electrically interconnected. Furthermore, when
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Fig. 4 Efficient and consistent meshing of the antenna array structure to fully exploit
translation symmetry.

using multiple base elements, such as in the case of dual-polarized arrays, one
can also keep track of the type of base element that is interconnected. Let the
element interconnection and the corresponding base element type be stored
in two separate matrices. Then, for our example, using only one type of base
element (the bowtie element in Fig. 4, Step I), we have:

1 2 0

2 1 3

3 2 4

4 3 5

5 4 0

 and


1 1 0

1 1 1

1 1 1

1 1 1

1 1 0

 (12)

where the first rows of the left- and right-hand matrices indicate that antenna
element 1 is connected to antenna element 2, and that they are both base
elements of type-1 (ignore the zero entries), and so forth.

Also, for each array element, one can determine the relative positions of
the electrically interconnected elements surrounding it. Upon comparing the
groups of relative position vectors in conjunction with the corresponding
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base element types (rows of second matrix), one can readily determine which
subdomains (and therefore corresponding set of CBFs) are identical. For our
example, subdomains {2, 3, 4}; {1}; and {5} form the 3 unique groups. We
need to only generate one set of CBFs per unique subdomain, in this case
for subdomains 1, 5 and 3, where subdomain 3 is chosen from the first group
as the most central element. Elements 1, 5 and 3 are extracted from the
fully meshed array, together with their neighboring array elements (within
a specified radius), to form the resulting three subarrays that are used to
generate the CBFs. After windowing these CBFs, the CBFs supported by
subdomain 3 are mapped onto the subdomains 2, 3, and 4.

After determining the unique subdomains (1, 5 and 3), from which the
CBFs are mapped, we also compute the relative element array position vec-
tors between all array elements and store these in matrix form. For our ex-
ample, we have 

r1 − r1 1 1

r1 − r2 1 3

r1 − r3 1 3

...
...

...

r5 − r3 5 3

r5 − r4 5 3

r5 − r5 5 5


(13)

where the first column holds the 25 relative array position vectors between
element pairs, and the last two columns denote the corresponding two array
elements that support the same set of CBFs from which they were initially
mapped, namely either 1, 3 or 5. By comparing the rows, one can readily
determine which subdomain pairs are identical in terms of the sets of CBFs
supported by them (last two columns), as well as their mutual orientation
and separation distance (first column). Upon selecting the unique rows, the
minimal number of impedance matrix blocks that need to be filled can be
determined (out of the 25 possible combinations). For convenience, we create
a new matrix showing how the reduced matrix is built up from only a limited
number of unique matrix blocks. For our example, the structure of the 5× 5
block matrix is:
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Subdomain# 1 2 3 4 5

1

2

3

4

5


1 2 3 4 5

6 7 8 9

6 7 10

6 11

12


(14)

where 12 out of 25 non-redundant mutual impedance blocks have been identi-
fied, since we also exploited reciprocity (only the upper triangular part of the
matrix is required). Note that, for this example, the matrix entry 7 denotes
that the reactions between the CBFs supported by subdomains (antenna ele-
ments) 2 and 3 are identical to the reactions between the CBFs supported by
the subdomains 3 and 4, as we can verify from Fig. 4. In conclusion, symmetry
can be exploited for arrays of electrically interconnected elements to reduce
the complexity of the matrix-filling process. For the present example of a
regular-spaced single-polarized antenna array (Fig. 4), it can be shown that
the computational complexity becomes linear when the translation symmetry
is exploited.

3.2 The Adaptive Cross Approximation (ACA)
Algorithm

If we exploit the quasi-Toeplitz structure in Eq. (5), we would only need to
construct relatively few of these matrix blocks and reduce the matrix fill-
time. The matrix fill-time can be further reduced as explained below. It is
interesting to note that (5) suggests that a full matrix block Zpq has to be
built before its compressed version 〈Jp,ZpqJq〉 can be computed. Since Zpq
is rank deficient, if this matrix block represents the interactions between a
distant group pair of RWGs, we can write:

Zred
pq = 〈Jp,ZpqJq〉 ≈ 〈Jp, Z̃pqJq〉 (15)

where Z̃pq is a low-rank decomposition of Zpq, factorized in terms of a few
relatively small sub-matrices2.

The degree of rank deficiency of Zpq depends on the electrical distance that
separates the observation and source groups p and q, as well as their sizes
and mutual orientations [25]. The effective rank decreases for an increasingly
larger separation distance. For well-separated groups of RWGs, the voltage
excitation vector at the observation group p, produced by any source RWG,

2 Alternatively, in [48], each column of the matrix product ZpqJq is computed effi-
ciently as an AIM matrix vector product.
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can be expressed as a linear combination of the voltage vectors resulting from
only a few of these source RWGs (source sampling). Likewise, the voltage
excitation vector at the observation group p produced by any source RWG
can be expressed as a linear combination of the voltage vectors of a few
of these observation RWGs (field sampling). Hence, a cross-approximation
technique can be used to adaptively construct the subsets of relevant source
and observation RWGs.

In this work, we employ the Adaptive Cross Approximation (ACA) al-
gorithm [1, 18, 50], which is an adaptive and on-the-fly rank-revealing block
factorization of the rank-deficient sub-matrices. The ACA algorithm is purely
algebraic in nature, and can be used irrespectively of the nature of the kernel
of the integral equation, or the the basis functions or type of integral equation
formulation. This makes the ACA algorithm attractive for handling problems
involving arbitrary geometries and therefore suits the CBFM paradigm. In
addition, the ACA algorithm only requires a partial knowledge of the orig-
inal matrix and belongs to a large group of fast integral equation algebraic
methods (see [50], and references therein). It has been shown that for low-
frequency EMC problems of moderate electrical size both the memory and
CPU time requirements for the ACA algorithm scale as N4/3 logN [50].

The ACA algorithm approximates Z̃pq through the following block factor-
ization

Z̃pq = UNp×rk
p Vrk×Nq

q =

rk∑
i=1

u
Np×1
i v

1×Nq

i (16)

where rk is a short-hand notation for rk(Z̃pq), which denotes the effective

rank of the matrix Z̃pq. Further, UNp×rk
p is a column-augmented matrix of size

Np×rk, and Vrk×Nq
q is a row-augmented matrix of size rk×Nq. The ith column

vector of U and the ith row vector of V are denoted by ui and vi, respectively.
It is evident that, instead of storing the full matrix Z̃pq of size Np ×Nq, the
algorithm requires the storage of only (Np + Nq) × rk matrix entries. Also,
the CPU time scales as O

(
rk2 (Np +Nq)

)
. The ACA algorithm should not

be used when subdomains either overlap fully (p = q), or partially. This
is because, for these cases, the sub-matrices are diagonally dominant and,
hence, seldom rank-deficient. For these cases, the computational overhead of
the ACA algorithm becomes too high, so that a direct matrix-fill approach
is preferred.

Finally, upon combining (15) and (16), the matrix Zred
pq is efficiently com-

puted by using

Zred
pq ≈ 〈Jp,UpVqJq〉. (17)

Construction of the low-rank sub-matrices
The ACA algorithm constructs Up and Vq by successively selecting rows
and columns of the original matrix Zpq (source and field sampling). When
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doing so, the approximate error matrix is constructed, given by ‖R̃‖F =

‖Zpq − Z̃pq‖F , where ‖.‖F denotes the Frobenius norm, which is defined as
the square root of the sum of the absolute squares of its matrix elements [12].
Furthermore, each time a new row or column of Zpq is selected, the corre-
sponding error vector (row or column) is computed. This is done by subtract-
ing the actual row or column vector from the corresponding row or column
vector of the approximate matrix that has been constructed in the previous
iteration. The row to be selected next corresponds to the index where the
largest entry of the last computed error column is located. Likewise, the col-
umn to be selected next corresponds to the index where the largest entry of
the last computed error row is located. After terminating the iterative pro-
cess, the columns of Up are the successively computed error columns, whereas
the rows of Vq are the successively computed error rows. Furthermore, each
row vector in Vq is normalized by the maximum element of the last computed
error column.

If the coupling matrix Zpq is of size M×N , convergence of the ACA is guar-
anteed after min(M,N) iterations, since all its rows and columns have then
been selected/computed previously and are thus reconstructed exactly [50].
The ACA does not exploit the oscillatory nature of the kernel in the integral
equations, and may therefore not be as efficient as the multipole approaches.
However, for many practical applications, especially for those with moder-
ate electrical sizes, it is found that the ACA algorithm outperforms the Fast
Multipole Method (FMM), particularly with multiple right-hand-side excita-
tions [50]. For any case, to gain an appreciable speed advantage relative to
a direct matrix fill method, the ACA algorithm should be terminated ahead,
e.g. after rk iterations with rk� min(M,N), or when

‖R‖F ≤ κ‖Zpq‖F (18)

for a given tolerance κ. Because the number of iterations depends on the
chosen tolerance κ, it readily determines the effective rank of Zpq. Since Zpq
is only partially known, the norm of R is estimated after the kth iteration as

‖R(k)‖F ≈ ‖uk‖F ‖vk‖F . (19)

Also, we can write

‖Z(k)
pq ‖2F ≈ ‖Z̃(k)

pq ‖2F = ‖U(k)
p V(k)

q ‖2F

= ‖Z̃(k−1)‖2F + 2

k−1∑
j=1

|uTj uk| · |vjvTk |+ ‖uk‖2F ‖vk‖2F (20)

where (20) is a recursive formula in terms of k.
Finally, we present the steps for code implementation of the ACA al-

gorithm. Let the original matrix Z be of size M × N . In addition, let
Irow = [Irow1 , Irow2 , . . . , Irowrk ] and Icol = [Icol1 , Icol2 , . . . , Icolrk ] be the arrays con-
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taining orderly selected row and column indices of Z, The vector uk represents
the kth column of the matrix U, and vk denotes the kth row of the matrix
V. In Matlab’s notation, R(Irow1 , :) indicates the Irow1 th row of matrix R. Z̃(k)

is the matrix Z̃ at the kth iteration. Then, in pseudo-Matlab code, the algo-
rithm is summarized as follows [50]:

Initialization (k = 1):

1. Initialize the 1st row index Irow1 = 1 and set Z̃ = 0.

2. Initialize the 1st row of the approx. error matrix: R̃(Irow1 , :) = Z(Irow1 , :).

3. Find the 1st column index Icol1 : |R̃(Irow1 , Icol1 )| = maxj(|R̃(Irow1 , j)|).
4. v1 = R̃(Irow1 , :)/R̃(Irow1 , Icol1 ).

5. Initialize the 1st column of the approx. error matrix: R̃(:, Icol1 ) = Z(:, Icol1 ).

6. u1 = R̃(:, Icol1 ).

7. ‖Z̃(1)‖2F = ‖u1‖2F ‖v1‖2F .

8. Find the 2nd row index Irow2 : |R̃(Irow2 , Icol1 )| = maxi (|R̃(i, Icol1 )|), i 6= Irow1 .

kth iteration:

1. Update the Irowk th row of R̃: R̃(Irowk , :) = Z(Irowk , :)−
k−1∑
l=1

(ul)Irowk
vl.

2. Find the kth column index Icolk : |R̃(Irowk , Icolk )| = maxj(|R̃(Irowk , j)|), j 6=
Icol1 , . . . , Icolk−1.

3. vk = R̃(Irowk , :)/R̃(Irowk , Icolk ).

4. Update the Icolk th column of R̃: R̃(:, Icolk ) = Z(:, Icolk )−
k−1∑
l=1

(vl)Icolk
ul.

5. uk = R̃(:, Icolk ).

6. ‖Z̃(k)‖2F = ‖Z̃(k−1)‖2F + 2
k−1∑
j=1

|uTj uk||vTj vk|+ ‖uk‖2F ‖vk‖2F .

7. Check convergence, if ‖uk‖F ‖vk‖F ≤ ε‖Z̃(k)‖F , end iteration.

8. Find the next row index Irowk+1 : |R̃(Irowk+1, I
col
k )| = maxi (|R̃(i, Icolk )|), i 6=

Irow1 , . . . , Irowk .

4 Computation of Radiation and Impedance
Characteristics

4.1 Input Admittance Matrix

In most MoM formulations, the input admittance matrix can be conveniently
calculated, without additional manipulations, by using the induced surface
currents when the ports are excited by voltage sources, while all other termi-
nals are short-circuited. The mutual admittance (or impedance) between two
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accessible ports a and b can be computed in terms of a reaction integral, and
is variational in nature [13, pp. 118–119, 348–349]. Suppose Ja is the induced
surface current resulting from a voltage source of amplitude Va exciting ter-
minal a, while all other terminals are short-circuited. Likewise, Jb is a result
of exciting terminal b with Vb, while all other terminals are short-circuited.
A stationary formula for the mutual input admittance Y in

ab is given by

Y in
ab =

−1

VaVb

∫
Sa

∫
E(Jb) · Ja dS, (21)

where E(Jb) is the electric field radiated by Jb, after which this field is
weighted over the support Sa through Ja. Upon expanding the surface cur-
rent in terms of Q CBFs, we can write

J i(r) =

Q∑
q=1

ICBF
q;i JCBF

q (r), i ∈ {a, b}. (22)

Next, we substitute (22) in (21) to obtain

Y in
ab =

−1

VaVb

Q∑
p=1

Q∑
q=1

ICBF
p;a

∫
Sa

∫
E(JCBF

q;b ) · JCBF
p;a dS

 ICBF
q;b (23)

where we have used linearity to superimpose the EM fields. Equation (23)
can be compactly rewritten in terms of matrix-vector products as

Y in
ab =

−1

VaVb

〈
ICBF
a ,ZredICBF

b

〉
(24)

which shows that each entry of the input admittance matrix can be expressed
in terms of the reduced matrix Zred and the expansion coefficients for the
CBFs ICBF

i . If desired, the input impedance matrix can be obtained by in-
verting the admittance matrix, or be transformed to an S-parameter matrix.

4.2 Antenna Embedded Element Patterns

The translation symmetry between identical CBF group pairs has been ex-
ploited in Sec. 3.1 to rapidly fill the reduced matrix, but can also be used to
efficiently compute the array (element) far-field patterns {Efar,H far}. Upon
denoting the far-field patterns of the Q CBFs by {Efar,CBF

q ,H far,CBF
q }, for

q = 1, . . . , Q, the total far field patterns can be expanded in terms of these
Q CBF patterns as (see also [7, 26]):
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{Efar(θ, φ),H far(θ, φ)} =

Q∑
q=1

ICBF
q {Efar,CBF

q (θ, φ),H far,CBF
q (θ, φ)} (25)

where ICBF
q is the qth expansion coefficient for the qth CBF current. The

coefficient vector ICBF is computed via the CBFM for a certain array excita-
tion.

The approach outlined above is time-consuming if Q, the total number
of CBFs, is larger than the number of array elements times the number of
excitation schemes considered. However, because many of the subdomains
support the same set of CBFs, the respective CBF patterns are identical as
well, apart from a phase correction due to their translated position. Hence,
translation symmetry can be exploited to compute the patterns pertaining
to a few unique sets of CBFs only. For instance, we can write

{Efar,CBF
p ,H far,CBF

p } = {Efar,CBF
q ,H far,CBF

q }e−jk(rpq·r̂(θ,φ)) (26)

where the pth CBF pattern is derived from the qth one by accounting for
the translation vector rpq. The unit vector r̂(θ, φ) denotes the direction of
observation, and k is the wavenumber of the homogenous medium. Note that,
for our example (Fig. 4), we need to explicitly compute the CBF patterns for
the sets of CBFs supported only by the subdomains 1, 3 and 5. The remaining
CBF patterns are simply obtained via translation.

5 Multilevel CBFM

The multilevel version of the CBFM (MLCBFM) naturally extends the range
of applicability of the monolevel CBFM discussed thus far; it enables one to
solve larger problems in almost the same amount of time and for a similar
RAM usage [20,27].

The MLCBFM is a straightforward generalization of the monolevel CBFM,
which has been outlined in Sec. 2.1. With a slight change in notation, the full
size moment matrix equation (1), at level 0, now reads

Z[0]I[0] = V[0] (27)

where the uncompressed system matrix Z[0] is of size N [0]×N [0]. The N [0]×1
column vector I[0] holds the (RWG) expansion coefficients for the current, and

V[0] is the excitation vector.
Following the monolevel CBFM, we employ N [1] CBFs at level 1, so that

the reduced moment matrix equation becomes
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Z[1]I[1] = V[1], where the

 sub-matrix: Z[1]
mn =

〈
J[0]
m ,Z

[0]
mnJ[0]

n

〉
sub-vector: V[1]

m =
〈

J[0]
m ,V

[0]
m

〉
.

(28)

The matrix block Z[0]
mn contains the interactions between a pair of RWG

groups, each of which supports a set of CBFs, e.g., J[0]
m or J[0]

n , whose columns
are the RWG expansion coefficients describing a CBF on that subdomain. The
CBF-compressed matrix Z[1] is of size N [1] ×N [1]. Once the solution for I[1]

has been computed, the solution to the original problem, I[0], can be found
by using

I[0] =

N [1]∑
m=1

I [1]m J[1],CBF
m (29)

where
{

J[1],CBF
m

}
are the entire-domain CBFs at level 1. These vectors con-

tain many zeros to make up the expansion coefficient vectors that are of size
N [0] × 1. Next, we proceed this successive compression process for higher
levels, resulting in the following recursive scheme at level i:

Z[i]I[i] = V[i], where the

 sub-matrix: Z[i]
mn =

〈
J[i−1]
m ,Z[i−1]

mn J[i−1]
n

〉
sub-vector: V[i]

m =
〈

J[i−1]
m ,V[i−1]

m

〉
.

(30)

where the solution at the lower level i−1 is expressed in terms of the solution

at level i and its set of CBFs, i.e., we can write I[i−1] =
∑N [i]

m=1 I
[i]
mJ[i],CBF

m , for
i = 1, 2, . . .

It is to be noted that a set of CBFs need to be generated at each level, and
this requires additional operations in comparison with a monolevel CBFM.
In conclusion, the number of unknowns may be significantly reduced, but the
speed advantage becomes only apparent for electrically large problems [20].
The numerical results section includes the challenging problem of a large
array of disjoint subarrays, where RWGs are employed at the lowest level,
after which a set of CBFs is employed per antenna element at level 1, and
where a set of CBFs is employed per subarray at level 2. We then solve the
problem at level 2, and obtain the currents at the lowest level by using the
recursive scheme in (30).

6 Numerical Results

The following CBFM computations have been carried out on a 64 bit (x86-64)
Linux – openSUSE (v.11.4) server equipped with 2 Intel Xeon E5640 CPUs
operating at 2.67 GHz (each CPU has 4 cores/8 threads), with access to 144
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GB RAM memory and 2 TB harddisk space. The HFSS simulations were
performed on a 64 bit Windows XP server equipped with 2 Intel Xeon 5130
CPUs operating at 2 GHz (each CPU has 2 cores/2 threads), 8 GB RAM,
and 300 GB harddisk space.

6.1 A 7 × 1 (Vivaldi) Tapered Slot Antenna Array

The numerical accuracy of the CBFM combined with the ACA will be as-
sessed in this section for a 1-D singly-polarized array of electrically intercon-
nected TSA elements3. The results are compared to a direct MoM solution
employing RWG basis functions only. The CBFs are generated as described
in Sec. 2.2, where a threshold of 10−2 is used both for the SVD procedure
in CBFM and the ACA algorithm. The radius for generating the secondary
CBFs has been chosen equal to the width of two elements, and has been
specified to be independent of the frequency. Following the SVD procedure,
only 3 CBFs are retained for the outer two corner elements and 5 CBFs for
the inner elements (@ 900 MHz). Figs. 5 and 6 show the computed results
for a 7× 1 array of TSAs.

In Fig. 5, one visually observes a very good agreement between the CBFM
and direct solution for both the radiation and impedance characteristics.
These results show that the electrical interconnection between TSA elements
is treated accurately, even though small differences are noticeable in the error
surface current distribution JError

S [Fig. 6(b), top]. However, ‖JError
S ‖2 is at

least 30 dB lower than the largest magnitude observed in ‖JMoM
S ‖2, which is

found to be ∼ 12 dBA/m. The current is a smoothly varying function across
the common edge connecting both the element under excitation (#1) and its
direct adjacent element (#2), whereas the current continuity degrades across
common edges for elements farther out. This can be understood by realizing
that CBFs have been generated to accurately represent the current on the
excited element as well as on those elements that are directly adjacent (see
generation of CBFs in Section 2.2). The all-excited array case demonstrates
therefore a better continuity of the current across all the common edges.
To reduce the error for the one-element excitation case, more CBFs need to
be generated to represent the rapidly varying current on the TSA elements
farther out, at the cost of sacrificing the total execution time.

Fig. 6(b) (bottom) illustrates the average error of the RWG expansion
coefficients as a result of comparing the CBFM solution to a direct MoM
solution. This error is plotted as a function of frequency and refers to the
case that corner element 1 is excited by a voltage source while all others are
short-circuited; it is defined as

3 The accuracy of a more practical microstrip-fed 8 × 7 dual-polarized TSA array
is discussed in [23], which involves a combination of electrodynamic and quasi-static
field models [16].
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Fig. 5 (a) Scattering parameters Sant
1n , for n = 1, 2, 4, 7 over frequency for a 150 Ω

port termination, computed by a direct approach (solid blue line) and CBFM (dashed
red line with circles). (b) The relative total gain patterns for two E-plane scans: 0
degrees (broadside scan); and 45 degrees (150 Ω port termination). The solid blue
line corresponds to the pattern (@ 900 MHz) computed by a direct MoM approach
and the pattern in red (dashed with circles) refers to the CBFM solution.
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Fig. 6 (a) Magnitude of the normalized surface current distribution in [dBA/m] and
port/element numbering for the direct solution and CBFM solution when element
1 is excited by a voltage source and all other terminals are short-circuited (@ 900
MHz). The difference between both current distributions is shown in (b), top, and
the average error between the RWG expansion coefficients over frequency is shown in
(b), bottom.
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Rel. Error =

√√√√ N∑
n=1

∣∣IRWG,MoM
n − IRWG,CBFM

n

∣∣2
√√√√ N∑
n=1

∣∣IRWG,MoM
n

∣∣2 × 100%. (31)

On average, the relative error is less than 5% but may become larger as
it tends to oscillate in accordance with the resonant behavior of the surface
current. Obviously, near such a resonance, a small shift in frequency may
result in a large relative error of the surface current. Resonances appear
at almost constant intervals and weaken in strength as the array becomes
electrically large, resulting in a relative error that levels out below 5%. For
completeness, we also plot the reduced error curve when the SVD threshold is
lowered to 10−4. A close inspection of the corresponding current distribution
reveals that the current improves globally, which also mitigates the problem
of discontinuous behavior of the current across the common edges (although
not shown).

6.2 CBFM – ACA Hybridization Results

We consider the computational complexities of both the CBFM and CBFM +
ACA approaches for analyzing large arrays of electrically interconnected TSA
elements. The total CPU time required to compute the antenna impedance
matrix of 2-D single-polarized arrays, ranging from 16 up to 400 TSA el-
ements, is displayed in Table 1. The total CPU time includes the time to
generate primary and secondary CBFs, to perform the SVD, to construct
and solve the reduced matrix equation, either with or without the ACA algo-
rithm, and to compute the antenna impedance matrix. The total number of
matrix blocks Zpq that need to be constructed remains relatively low. In fact,
for a 400 element TSA array, 400 × 400 blocks need to be constructed but
this quantity is reduced to only 1199 (0.7%) by exploiting reciprocity and
translation symmetry. Moreover, this number scales as O(N), where N is
the total number of TSA elements. Hence, for relatively small arrays, a large
portion of the time is devoted to the generation of CBFs, which implies that
the speed advantage of the ACA algorithm becomes more apparent for very
large arrays, or for arrays that exhibit little translation symmetry. Due to the
fine geometrical features of a TSA element, as well as the utilized method to
generate CBFs (primaries+secondaries), the reduction factor of unknowns is
quite significant (∼ 135).

For ease of comparison of the computational cost of CBFM to that of the
combined CBFM–ACA approach, the results of Table 1 have been graphically
illustrated in Fig. 7. For the array configurations and sizes that we have
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Table 1 Total CPU time required to compute the port impedance matrix of various
2-D single-polarized TSA arrays (@ 900 MHz).

No. CBFM CBFM+ No. No. No.
TSAs [sec.] ACA [sec.] ZRWG

pq RWGs CBFs

4×4 457 341 54 10380 112
6×6 743 393 150 23418 264
8×8 1160 445 294 41688 480

10×10 1738 537 486 65190 760
12×12 2500 684 726 93924 1104
14×14 3476 934 1014 127890 1512
16×16 4666 1280 1350 167088 1984
18×18 6136 1787 1734 211518 2520
20×20 8022 2527 2166 261180 3120

studied it is concluded that a combined CBFM–ACA approach approximately
halves the total execution time with respect to a straightforward CBFM
approach.
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Fig. 7 Total CPU time as a function of the total number of TSA elements for various
2-D array sizes.

Fig. 8 illustrates the corresponding coupling effect and magnitude of the
surface current distribution (logarithmic scale) of a 20× 20 TSA array when
the four center elements are excited while the other ports are short-circuited.
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Fig. 8 Surface current distribution of a 20 × 20 TSA array (Magnitude in [dBA/m]
@ 900 MHz). The four center elements are equally excited by voltage generators (1
V) while the others are short-circuited.

6.3 Multilevel CBFM – Array of Subarray Antennas

It is conjectured that the solution for the current on the array of M disjoint
subarrays can be accurately synthesized by those found on a single isolated
subarray. If a single isolated subarray consists of N antenna elements, we
first excite the N elements sequentially and compute the associated subar-
ray currents using a monolevel CBFM approach to generate CBFs (level 1).
Afterwards, these solutions so obtained/generated, are used as a set of pri-
mary CBFs to synthesize the current distribution on each of the M disjoint
subarrays (level 2). Hence, at the highest level we only have to solve for
M × N unknown CBF expansion coefficients (per excitation), as opposed
to the M × K CBFs that would be required for a monolevel CBFM (with
K � N), where K is the total number of CBFs needed to synthesize the
current on a single subarray (level 1).

The numerical accuracy and efficiency of a two-level CBFM approach, rel-
ative to a monolevel one, will be evaluated in this section for an array of
25 disjoint subarrays of 64 TSA elements each. These gaps may need to be
introduced for servicing purposes, so that the individual subarrays can be
installed and/or removed as modular units. Furthermore, the transport and
manufacturability of relatively small units may offer an advantage. Addition-
ally, an accurate analysis of these nested antenna arrays is important as well,
since the gaps/slots between disjoint subarray tiles tend to resonate and lead
to anomalous antenna impedance effects as discussed in [36,37].

Numerical computations have been performed for an SVD threshold level
of 10−2 (used to reduce and retain a minimal set of basis function at each level
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of the MLCBFM). The ACA threshold, which is used to rapidly construct
the low-rank (off-diagonal) moment matrix blocks, has been set to 10−3.
Numerical experiments have shown that a reduced ACA threshold level has a
positive effect on the symmetry of the input impedance matrix. Furthermore,
it suppresses the spurious ripples that the element radiation patterns may
exhibit, albeit at a cost of longer matrix fill-time. At level 1, the radius for
generating the secondary CBFs has been taken equal to the width of two
antenna elements, whereas it has been enlarged at level-2 to incorporate all
the surrounding subarrays. We have also studied the case in which we bypass
the generation of secondary CBFs at level-2.

 

Fig. 9 Array of 25 subarrays (5×5), each of them composed of 64 TSA elements (8×
8). To illustrate coupling effects, the active antennas within the central tile are excited
by a voltage-gap generator placed over the slot of each TSA element. The central tile
scans to broadside (end-fire direction), whereas the TSAs of the surrounding tiles are
short-circuited. The magnitude of the surface current distribution is shown on a log
scale (80 dB dynamic range).

To illustrate the application of the multilevel CBFM, we now consider
a very large antenna array, one that can no longer be solved by using the
monolevel CBFM; it consists of 25 subarrays, each comprising of 64 TSA
elements (see Fig. 9). The problem requires more than one million RWG ba-
sis functions (at level 0, cf. Table 2), and the number of level-1 CBFs exceed
10000. The problem has been solved in-core through standard Gaussian elim-
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ination techniques at level-2, where the number of CBFs is as low as 3100.
The total execution time is just over 11 hours, most of which is devoted to
filling the blocks of the moment matrix. Approximate times for assembling
the reduced matrix was ∼176 min; computing the reduced set of excitation
vectors ∼103 min; solving the reduced matrix at level-2 (3100 × 3100) and
computing the antenna impedance matrix ∼22 min, and the remaining time
has been spent on the generation of the primary and secondary CBFs. It is
worthwhile to point out that the mesh generation took only 18 min and 9 sec,
because advantage was taken of the fact that a large degree of translation
symmetry exists at all levels for regularly-spaced antenna arrays.

Table 2 Required computational resources and execution time for a level-2 CBFM
approach.

# RWGs # CBFs # CBFs # MoM # MoM Blocks Time to Total
(level-0) (level-1) (level-2) blocks (Using Symmetry Build MoM Execution

and Reciprocity) Blocks Time

1042200 12000 3100 2560000 14574 323m 55s 667m 33s

6.4 A Metamaterial-Based Gap Waveguide

Recently, a novel class of low-loss low-cost waveguide and transmission-line
technologies have been introduced to anticipate to future demands in high-
frequency electronics. These structures utilize periodic structures for guiding
the fields along desired paths, while incorporating filtering mechanisms and
transitions to other waveguides and/or transmission lines at the same time.
Furthermore, they allow for a high degree of integration with active elec-
tronic components. One of the most profound examples are the recently in-
vented Substrate Integrated Waveguide (SIW, [5]) and Gap Waveguide struc-
tures [17]. We will focus on the latter one, whose basic structure consists of
a pair of perfect electric conducting (PEC) top and bottom ground planes in
conjunction with a periodic texture of metallic objects synthesizing the meta-
material. Fig. 10 depicts the so-called groove gap waveguide [28], where two
coaxial probes are used to excite the waveguide fields. The groove is bordered
by only a few rows of pins which prevent the fields from leaking out (side-
ways), provided that we operate in the stop band. The pins are electrically
interconnected to the bottom PEC plate, while no electrical contact between
the pins and the upper PEC plate is required. The above capacitive gap in the
so-called “gap waveguide” not only emulates a perfect magnetic conductor
(PMC) boundary condition, but represents a mechanical advantage as well.

As explained above, the CBFM is an enhancement technique for the
method of moments and is very well suited to deal with large periodic struc-
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PEC

PEC

Fig. 10 Coaxial-probe excited groove gap waveguide.

tures in a computationally efficient manner. Furthermore, in Sec. 2.1 we ob-
served that the CBFM operates on the matrix equation without requiring
knowledge about the specific type of basis functions, integral equation oper-
ators, or Green’s functions used. For the fast analysis of gap waveguides, we
therefore use the CBFM as an enhancement technique for the MoM approach
that employs the parallel-plate Green’s function [42]. Consequently, we will
only need to discretize and solve for the electric currents on the pins and
probes in Fig. 10.

In regard to the configuration shown in Fig. 11, the parallel-plate Green’s
function computation illustrates that a dipole point source can have an x-,
y-, or z-orientation (or linear combinations thereof) inside a parallel-plate
region. After application of the image principle, the EM field is regarded as
being radiated by two superimposed 1D-line arrays of dipole point sources
with the original and possibly mirrored polarization. Each line array has
an inter-dipole spacing of twice the plate distance: 2d. In Dyadic form, the
spatial parallel-plate Green’s function G is expressed as G(r, r′) = GNxxx̂x̂

T +
GNyyŷŷ

T +GNzzẑẑ
T , where
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Fig. 11 (a) z-polarized and (b) x-polarized electric Hertzian dipole currents in be-
tween two infinitely large parallel PEC plates separated by a distance d; (c) and
(d), the repeated application of the image principle for both dipole polarizations,
respectively.

GNxx =

N∑
n=−N

e−jk0
√
ρ2+(z−z′+2dn)2

4π
√
ρ2 + (z − z′ + 2dn)2

−
N∑

n=−N

e−jk0
√
ρ2+(z+z′+2d(n−1))2

4π
√
ρ2 + (z + z′ + 2d(n− 1))2

GNyy = GNxx

GNzz =

N∑
n=−N

e−jk0
√
ρ2+(z−z′+2dn)2

4π
√
ρ2 + (z − z′ + 2dn)2

+

N∑
n=−N

e−jk0
√
ρ2+(z+z′+2d(n−1))2

4π
√
ρ2 + (z + z′ + 2d(n− 1))2

(32)
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for N →∞, and where ρ2 = (x−x′)2 + (y− y′)2. The spatial summations in
Eq. (32) are known to be slowly convergent, however, each summation can be
computed rapidly using the Shanks transformation [38]. This method is easy
to implement and very fast if only a few digits of accuracy is required, which
is sufficient in most practical cases [42]. For example, when considering the
new series G1

xx, G
2
xx, . . ., the Shanks-extrapolated value for G∞xx is

G∞xx ≈
GN+1
xx GN−1xx −

(
GNxx

)2
GN+1
xx − 2GNxx +GN−1xx

(33)

where N is taken sufficiently large. Numerical experiments show that the best
trade-off between the solution accuracy and the total series evaluation time
is to use the doubly repeated Shanks transformation, which only requires
N ≈ 5 terms [42].

The electric surface currents on the pins and coaxial probes, of the guiding
structure shown in Fig. 10, are expanded in terms of 37088 RWG basis func-
tions. The CBFs are generated only for a single pin and for the coaxial probe.
As an example, consider Fig. 12(a), where the CBFs are generated for a pin
in isolation by employing 382 RWGs. We let a PWS be incident on the pin
with angular increments of ∆θi = ∆φi = 900 (and two polarizations), which
generates 16 currents. The generated pin currents are stored as RWG expan-
sion coefficients vectors and make up the columns of the matrix Jq = UDQH ,
where the right-hand side is the SVD of Jq [see also Eq. (8)]. The magnitude
of the normalized singular values in D are plotted in Fig. 12(a). With an
appropriate thresholding procedure on the singular values, only the first 12
column vectors of the left-singular matrix U are retained, and subsequently
used as CBFs. The reduction in the number of unknowns per pin is therefore
382/12=31.8 (@ 12 GHz). We exploit the translation symmetry to generate
a set of CBFs for all the pins, since the set of CBFs is identical for each
pin, and since this allows also for a rapid construction of the reduced matrix
(see Sec. 3.1). A similar CBF generation procedure is followed for the coaxial
probes.

After all the pins and probes support a set of CBFs, the reduced moment
matrix equation ZredICBF = Vred is constructed, where Vred is a result of
exciting the structure by impressed magnetic frill currents that are supported
by the coaxial apertures.

The remaining geometrical dimensions of the groove gap waveguide are
as described in Fig. 12(b). Additionally, the radius and length of the coaxial
probes are 0.25 and 5 mm, respectively, and the parallel-plate separation
distance d = 7.25 mm.

To examine the numerical accuracy, the 100-Ohm S-parameters for the
gap waveguide structure in Fig. 12(b) have been computed through both
CBFM and the HFSS software. In HFSS, the adaptive meshing terminates
if the relative field error is less than 1%. The computed S-parameters for
CBFM and HFSS are shown in Fig. 13 and are seen to be in good agreement.
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Fig. 12 (a) Generation of CBFs on a pin using a plane wave spectrum (PWS). The
singular value spectrum is shown where a threshold is used to limit the maximum
number of employed CBFs. (b) Geometrical dimensions of the Groove gap waveguide
in [mm].

The solve times for this relatively small problem is 1 min. 41 sec. and 1
min. 24 sec. for CBFM and HFSS, respectively. The simulation times are
comparable due to the relatively large overhead needed by the CBFM to
determine the CBFs. The CBFM employed 1112 CBFs (37088 RWGs), while
HFSS employed 42158 tetrahedra. Owing to the nature of the array structure,
the meshing time is only 5 sec. for the CBFM, while it takes 3 min. 57 sec.
for HFSS.
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Fig. 13 (left) the magnitude of the computed electric current and S-parameters of a
groove gap-waveguide when excited by a pair of coaxial probes; (right) the numerical
results are computed by the CBFM employing the parallel-plate Green’s function.
The numerically computed results are validated through the HFSS software.

Next, by changing L2 one can examine the total solve time as a function
of the problem size. The results are shown in Fig. 14, where the scaling of
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the solve time for CBFM outforms that of HFSS by about a factor of three.
Also, for equal simulation times, the problem size for CBFM can be about
twice larger than for the HFSS software. The HFSS software could not handle
problems for dprobe > 1.3 m, due to memory constraints for that server. The
non-gradual increase in simulation time is caused by the adaptive meshing of
HFSS.
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Fig. 14 Scaling of the method: the total solve time as a function of problem size
(dprobe).

7 Summary

The Characteristic Basis Function Method (CBFM) is an enhancement tech-
nique for the method-of-moments for solving large scattering and radiation
problems. This chapter describes a specific version of the CBFM, namely
one that is tailored to analyze large periodic structures, including antenna
arrays and metamaterial-based waveguides. The Characteristic Basis Func-
tions (CBFs) are generated numerically, and only for a few elementary build-
ing blocks, which are then used to rapidly generate sets of CBFs throughout
the entire array lattice. This method is capable of generating CBFs for electri-
cally interconnected array elements by letting sets of CBFs partially overlap,
since this preserves the continuity of the surface current across subdomain
boundaries when synthesizing the final solution for the current. Once each
subdomain within the array lattice supports a set of CBFs, the CBF interac-
tions are computed to construct the reduced moment matrix. To expedite the
matrix filling process, an approach has been described to exploit the trans-
lation symmetry between set pairs of CBFs within the array structure. A
further reduction of the matrix fill-time is realized through the application of
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the Adaptive Cross Approximation (ACA) algorithm. Finally, to be able to
analyze extremely large nested array structures, a multilevel version of the
monolevel CBFM is described for achieving an even higher compression of
the reduced moment matrix.

The numerical results demonstrate that the solutions for the antenna array
current, the antenna input impedance matrix, and the radiation characteris-
tics are in very good agreement with those obtained by using a direct MoM
approach, while the reduction factor in the number of basis functions for a
monolevel CBFM approach – relative to a direct MoM approach – are sig-
nificant, i.e., typically two-to-three orders in magnitude. The CBFM can be
explained as an algebraic method for solving large matrix equations and,
hence, does not depend on the nature of the Green’s function. This has been
demonstrated for a metamaterial-based gap waveguide analyzed through a
MoM approach employing the parallel-plate Green’s function. Very large gap
waveguides are analyzed, those that are far beyond the reach of commercially
available software codes, such as HFSS, without comprising the solution ac-
curacy much, as demonstrated for smaller more tractable problems.
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