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Abstract

Disruptions in tokamak devices are phenomena where the plasma loses

its confinement suddenly, on time scales of a few milliseconds, releas-

ing most part of the plasma energy onto the machine components.

These phenomena are dangerous to the plasma-facing components

and they pose a severe threat to the machine’s integrity, causing the

deposition of intense thermal fluxes on the first wall materials and se-

rious electromagnetic stresses on the structure. High-energy runaway

electrons are also generated due to disruptive phenomena, causing

further damage to the machine. The recent successful installation of

the JET ITER-like wall (ILW) in place of the previous carbon-based

wall, suggests an assessment of the impact of different wall composi-

tion on the runaway production. Extracting experimental data from

two different plasma discharges equipped respectively with beryllium

and carbon wall, the production of runaway electrons has been in-

vestigated through a numerical code. Simulations for the evolution

of runaway electrons have been carried out for different scenarios,

considering both a prescribed exponential temperature decay and dis-

ruptions triggered by an argon injection scenario. Argon and car-

bon/beryllium impurities coming from the sputtering of the first wall

has also been included in a further scenario. A comparison of two dif-

ferent discharges in terms of generation mechanisms for runaways has

also been performed, together with various scans for different argon

concentrations. Simulations showed that impurities coming from dif-

ferent walls, have a different impact on the produced runaway currents

and on generation mechanisms.
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Chapter 1

Energy scenarios

1.1 The need for energy

The amount of available energy is one of the fundamental pillars of all civilizations,

and it is undeniably closely related to the development and wealth of nations. In

general, future scenarios for energy are very difficult to forecast but at the same

time they are essential tools for policymakers. Furthermore, even if such scenar-

ios are inevitably influenced by current views and expectations, some trends are

regarded as unavoidable for the future of energy.

One of the most impacting factors dictating the future energy scenarios is

population growth. World population will grow from 6 billion people in 1999 to

about 8 billion in 2025, ending up at some 9-10 billion people in 2050, according

to United Nation estimates [6]. Together with the economic growth, the emer-

gence of massive new energy demands in countries like China and India and the

concentration of oil and natural gas suppliers, the shift to higher energy prices

worldwide is going to become a real global challenge. In addition, it seems there

is no possibility to sustain the current growth rates in the future (Fig.1.1) both

from energetic and environmental perspective, therefore changes in the structure

of the current world energy strategy are inevitable.

Sustainability in the current overall energy strategy is absent: limitations of

the world’s fossil fuel resources, especially oil and gas, and no new proven reserves
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Figure 1.1: a) Population growth in world macro-areas, b)Energy demand as
function of GDP per capita [1][2]

available depict a scenario where affordable energy coming from fossil sources is

going to inevitably vanish during the 21st century (Fig.1.2). We also need to face

the crucial challenges related to global warming and, in general, to the climate

change that would limit the composition of the energetic mix and reduce the

energy sources responsible for massive CO2 production and pose further serious

limits to the current energetic strategies.

1.2 Renewables and nuclear energy

Renewable energy sources are viewed by the policymakers and general public as a

possible solution to the problems posed by the increasing energy demand(Fig.1.3).

In fact, renewable sources, such as wind power, solar power and hydroelectric

power show a number of advantages in terms of pollution and environmental

sustainability. Nevertheless renewable sources of energy suffer limitations in geo-

graphical and time availability, compounded by the fact that the issue of energy

storage has yet to be fully resolved.
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Figure 1.2: Proven fossil reserves of the world [3]

Wind energy, for example, is an excellent way to increase the available world

electric power and to reduce1 the impact on the environment, but wind is not a

resource that is uniformly distributed over the globe, with many countries unable

to rely on such an energy source alone. Wind is also barely predictable and essen-

tially intermittent, and even if new technologies (e.g. smart grids) are currently

under development to overcome this aspect, no convenient methods for energy

storage are currently available. A primary energy source should be able to face

both peak loads and steady energy demand. Wind energy can not guarantee this

but rather would serve better as a precious auxiliary energy source.

Solar power has advantages and disadvantages similar to wind energy: the

sun is not shining everywhere with the same intensity, solar energy is intermit-

tent and difficult to store, and centralized solar plants are installations requiring

considerable surfaces.

A necessary feature for a primary energy source is to be able to provide suf-

ficient energy: the world energy consumption (Fig.1.3) and its increasing growth

rates need for primary sources that are reliable, continuous and able to satisfy a

1It is important to stress that even renewable energy sources have a fossil footprint, that
includes all the consumption of fossil resources from the mining phase (e.g. silicon for solar cells)
to the equipment manufacturing, including transportation of raw materials and the maintenance
of the equipment itself.
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Figure 1.3: World energy consumption (in 1012 kWh/year units) [4]

significant share of the whole energy demand.

Nuclear (fission) energy is a well-known technology, provides continuous and

large energy amounts and it does not produce CO2 or other greenhouse gases. On

the other hand, danger of accidents, proliferation and still unanswered questions

regarding waste storage remain, making its further growth difficult.

Moreover, uranium is not renewable and recent studies [7] claimed that the known

reserves will expire in several decades at the current consumption rates. However,

including conventional and unconventional sources and recycling of nuclear fuel,

the same research pointed out that even at generation rates ten times greater

than current levels, there are sufficient resources for many centuries of energy

production, and technology developments would greatly extend these period.

Summing up the future energy scenarios, one should consider oil shortage as

the most imminent issue, but all the fossil fuels are doomed to be depleted in

the short-medium period and also contributing significantly to global environ-

mental issues. Considering also the current growth of many countries, energy

problems require a portfolio of options and the development of fusion can play an

increasing role because it would be a big step in creating energy abundance while
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avoiding drawbacks, such as shortage of fuel and long-term radioactive wastes,

and providing a primary backbone energy source at a reasonable price. Additional

advantages to utilizing nuclear fusion include no CO2 emission and no increased

proliferation risks. Furthermore, encouraging estimates have been carried out

about its beneficial economic influence [8] [9]. The real challenge in the upcoming

years will be to overcome the scientific and engineering problems involved in the

design of a controlled fusion device.
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Chapter 2

Confined plasma physics

2.1 Nuclear fusion

2.1.1 Nuclear reactions and plasmas

While the energy in nuclear fission comes from the energy released by the splitting

of heavy nuclei, nuclear fusion processes release energy when two light nuclei fuse

together to form a heavier nucleus.

According to Einstein’s energy-mass equivalence principle, as the mass of the

resulting nucleus is lower then the mass of the two reacting nuclei, the miss-

ing quantity (known as mass defect) is converted into energy during the fusion

process. Typical nuclear reactions leading to fusion and the production of con-

siderable amounts of energy involve the hydrogen isotopes deuterium (2H) and

tritium (3H):

2H + 2H = 3H + 1H + 4.03MeV

2H + 2H = 3He + n+ 3.27MeV

2H + 3He = 4He + 1H + 18.3MeV

2H + 3H = 4He + n+ 17.59MeV

To obtain a fusion reaction, it is necessary that the two nuclei get sufficiently

close together to make the nuclear strong force overwhelm the electrostatic repul-
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sion due to their electric charge. The electrostatic barrier becomes (classically)

surmountable at distances on the order of the femtometer (10−15 meters).

The simplest way to reach such distances between particles is to raise the tem-

perature, thus increasing the kinetic energy of the particles. The probability that

two sufficiently energetic nuclei fuse together depends both on the densities of

the atomic species i, j and the (average) cross section 〈σv〉 of the mixture. The

probability of reaction per unit time per unit density probability is proportional

to the reactivity parameter R:

R =
∏
i,j

ninj 〈σv〉 . (2.1)

The peak of the reactivity, for the most common reactions just presented, occurs

at different values of temperature and this makes the most promising reaction

to be the deuterium-tritium one, as the 2H-3H reaction reaches its maximum

reactivity at a (relatively) modest temperature, around 64 keV.

Figure 2.1: Reactivity as a function of temperature and reaction

When it comes to the fuel supply, one has to recognise that deuterium occurs

naturally in water. It is widespread and abundant in nature and represents an

ideal candidate as fuel for nuclear fusion. Tritium, on the other hand, is present

in nature only in traces. It is radioactive and it can be produced through neutron

7



activation of lithium-6 [10] :

n+ 6Li = 4He(2.05MeV ) + 3H(2.75MeV ). (2.2)

For a fusion reactor to operate in steady state, the fusion plasma must be main-

tained at a constant temperature, therefore the optimal conditions for energy and

density are to be held (adding energy at the same rate the plasma loses energy)

for the characteristic time of decrease in plasma energy (called the confinement

time τconf ) in order to keep the triple product nτconfT over the threshold that

allows net energy production [11].

At the temperatures needed for achieving fusion conditions, matter is in a

plasma state, in which an important fraction of the atoms is completely ionized,

so that electrons and ions are separated.

Plasmas resulting from ionization of neutral gases contain the same number

of electrons and ions. The oppositely charged particles are strongly coupled and

tend to electrically neutralize one another on macroscopic length-scales, showing

a quasi-neutral behavior:

ne ≈ ni ≡ n. (2.3)

For such a system made up of electrons and ions, respectively with mass me

and mi, a kinetic temperature T can be defined, for the species s , as:

Ts =
1

3kB
ms〈v2s〉, (2.4)

where 〈v2s〉 is an average over the velocity distribution. The most fundamental

time-scale in a plasma is given by the plasma frequency (different for each species

s),

ω2
s =

ne2

εms

, (2.5)

corresponding to the electrostatic oscillation frequency in response to a small

perturbation of the charge distribution. This means that plasmas shield electric

potentials in the sense that if an electromagnetic disturbance enters a plasma,

the plasma tends to shield out the field. The shielding length is called the Debye

8



length λD and characterizes the degree of interaction (or coupling) of the plasma:

λD =

√
εkBT

nee2
, (2.6)

where kB is the Boltzmann constant, ne is the plasma density, T is the kinetic

temperature and ε represents the electric permittivity.

Extracting energy from this nuclear process still remains a central question:

there is no material which can endure temperatures on the order of several million

degrees for a sufficient amount of time to allow for an effective confinement.

2.1.2 Fields and confinement

The most promising way to solve the confinement problem for plasmas is magnetic

confinement. Moving from an idea coming from the Soviet physicist Sacharov,

the development of a toroidal chamber in which the plasma would be confined

thanks to the use of toroidal and poloidal1 magnetic fields (Fig.2.2,2.3), lead to

the modern tokamak architectures [12].

As the plasma is made of charged particles, with magnetic fields one can

confine it using closed magnetic surfaces. The equation governing the motion of

the j-th charged particle in an electromagnetic field has the form:

mj
dvj
dt

= qjvj ×B, (2.7)

hence the motion of the particle becomes helical along the toroidal magnetic field

line. The radius of this helical motion (the gyro radius or Larmor radius) and

the frequency (cyclotron frequency) are expressed as:

ρj =
mjv0
qjB

(2.8)

ωj =
qjB

mj

(2.9)

1The toroidal angle φ is in the horizontal plane of the torus, while the poloidal angle θ
describes the rotation in a cross-section of the torus. R and r are, respectively, the major and
minor radii.
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Figure 2.2: Toroidal Geometry.

Adopting a toroidal geometry solves the problems related to end losses but it

presents drift effects coming from the geometrical nature of the torus.

As magnetic field lines are curved, charged particles moving along them are

subject to a vertical drift caused by the inhomogeneity and the curvature of the

magnetic field. Ions and electrons drift vertically in different directions because

of the different charge, creating a charge separation and an associated electric

field. Due to this, a drift motion occurs in the radially outward direction

vE =
E ×Bφ

B2
φ

. (2.10)

This drift will move the plasma to the wall in a short time unless a poloidal

magnetic field is applied preventing charge separation (and radial drift) formed in

a pure toroidal field. Helical field lines therefore connect the upper and lower part

of the tokamak, generating the characteristic twisted magnetic field line along the

torus.

2.1.3 Tokamak devices

From the very beginning of the tokamak era, controlled nuclear fusion research

faced huge scientific and technical challenges. The increasing impact of costs and

10



Figure 2.3: Toroidal and poloidal magnetic fields

the fundamental role of sharing knowledge among the scientific community, even

supported by political will, initiated an era of international collaboration.

The Joint European Torus (JET), located in Culham (UK), was the first con-

trolled fusion device built through a joint European effort. Since 1983, when the

first plasma was created, its contribution to the study of the scientific feasibility

of nuclear fusion control has been fundamental and has led to major advances in

the science and engineering of fusion [13].

It remains still the largest and most powerful tokamak ever built, and is the only

device currently capable of using the deuterium-tritium fuel mix, and is devoted

to demonstrating the feasibility of magnetic fusion reactor physics.

The roadmap towards the realization of a working fusion reactor requires further

steps to optimize physics scenarios already tested in JET and net energy produc-

tion [14].

ITER is destined to be the natural successor of JET, focusing on technolog-

ical aspects needed in the perspective of a fusion-based electric power plant. In

particular, ITER is a large-scale scientific experiment funded by the European

Union, India, Japan, China, Russia, South Korea and the United States, aimed

at proving the feasibility of fusion power through a full exploration of the rele-

vant science and key technological components for future fusion power plants [15].

Concurrently, advanced fusion materials research will contribute to characterize

11



new materials essential for the successful operation of a fusion power plant. In

this perspective, the International Fusion Materials Irradiation Facility (IFMIF )

will be developed as a joint project between the EU and Japan. This facility will

be able to test advanced fusion materials under neutron fluxes similar to those

expeted inside a fusion reactor [16].

Assuming ITER’s success, it remains a gap between ITER and a commercial

power plant (Fig.2.4) because of the larger dimension requested to the latter. The

information, technologies and experience provided by ITER will be crucial to the

development of a demonstration power plant (DEMO).

DEMO will generate significant amounts of electricity, up to 500 megawatts, over

extended periods and will integrate and demonstrate all relevant technologies in

a prototype fusion power plant. It will be also the last research machine before a

commercial fusion power plant (FPP) [17][18].

Figure 2.4: A roadmap to fusion power: roles of ITER and DEMO

2.2 Kinetic models

Plasmas are made up of a large number of particles. Taking into account trajec-

tories and mutual interactions among a large number of charged particles under

the influence of an external electromagnetic field would be a computationally ex-

pensive task. Moreover, such an approach would be in many cases unnecessary,
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as the main aim is to model macroscopic behaviour rather than single particle

evolution. These issues are highly analogous to those encountered for gases. Thus

an approach based on statistical mechanics and kinetic theory can also be helpful

in plasmas.

2.2.1 Collision models

A realistic model for a fusion plasma needs to include the effects of mutual elec-

tromagnetic interactions among the plasma particles, namely collisions. A colli-

sion changes the particle’s velocity modulus and direction. Mathematically it is

modeled through the use of the distribution function f(r, v, t) and the collision

operator on the right-hand side of the Vlasov-Poisson equation[19]:

∂f

∂t
+ v · ∇f +

qα
m

(E + v ×B) · ∇vf =
∂f

∂t

∣∣∣
C
. (2.11)

The collisional Vlasov-Poisson equation (2.11) is generally recognized under the

name of the Vlasov-Poisson-Fokker-Planck equation (VPFP for short) and the

collisional term C(f) = ∂f
∂t

∣∣∣
C

is known as the Fokker-Planck operator.

The use of the term ”collision” implies a sort of mechanical interaction among

particles in the highly ionised plasma fluctuating in a tokamak vacuum vessel.

This is, however, definitely not the case because the particles are charged and

will ”feel” each others’ fields long before they can make contact with each other.

In fact, Coulomb interactions are to be seen as a deflection of an incoming

charged particle due to the electric field of another particle to which the former

one passes sufficiently close.

What ”sufficiently close” means, from a quantitative point of view, depends

on the Debye length λD. Fixing an impact parameter b expressing the distance

at which the particles pass each other, the ”projectile” particle can feel the field

of the ”target” particle only if b is smaller than the radius λD of the spherical

region in which the Debye shielding effects are measurable. Outside the sphere,

the shielding effects dominate and no Coulomb interactions are present.

13



Figure 2.5: Coulomb collision scheme

Inside the Debye sphere, the interaction between charges can be modeled as

an electrostatic force FE:

FE =
qiqj

4πε0r2(t)
, (2.12)

where qi and qj are the charges of the ion and electron respectively, r(t) is the

distance between the centres of the two particles, and ε0 is the electric permittiv-

ity.

Electrons are scattered by the Coulomb field of the ions and here it is assumed

that ions move much more slowly as their masses are much greater than those of

the electrons, hence they can be treated as if at rest.

If the deflection α � 1 is small, the model can be simplified, approximating

the angle by computing the perpendicular impulse exerted by the Coulomb field

on the ion and then integrating along the unperturbed straight line trajectory:

me∆vyα =

∫ +∞

−∞

e2b

4πε0(b2 + ve2t2)3/2
dt =

eqi
2πε0veb

. (2.13)

This implies that:

α =
b0
b

in case b� b0, (2.14)

14



where b0 = eqi/2πε0mev
2
e .

In case the approximation b � b0 does not hold anymore, the deflection angle

becomes larger and the energy lost in the collision becomes relevant.

As momentum conservation shall be fulfilled, the ion gains a momentum ∆p =

meveα. The energy balance of the collision process leads to the ion gaining the

energy ∆E lost by the electron with energy E:

∆E = −(∆p)2

2mp

= −me

mp

(
b0
b

)2

E for b >> b0. (2.15)

In plasmas, a number of stochastic collisions occur and it is possible to perform

a statistical estimation of the effects of multiple collisions.2 As the direction of

a single scattering is random, the mean deflection angle after many collisions is

zero, but the mean square deflection angle process 〈ξ2〉, during the time t, sums

up to : 〈
ξ2
〉

= 2π

∫ bU

bL

(
b0
b

)2

nvetbdb = 2πnveb
2
0t ln

(
bU
bL

)
, (2.16)

where 2πnveb
2
0t is the average number of encounters happened for the variation

of the impact parameter db during time t (Fig. 2.6) and is proportional to the

cross section [19].

The integral in equation (2.16) diverges logarithmically for asymptotic esti-

mations of b (lower and upper), so we need to establish an estimation for the

cut-off. The lower limit for the impact parameter arises from the Heisenberg un-

certainty principle, and occurs when the distance bL is less than half of de Broglie

wavelength λh = h/(2πmev) [20]:

bmin =
~

2mevT
, (2.17)

because at these scales we are entering the quantum world.

2In a completely ionised plasma one big scattering angle of the order of b0 is far less likely
to happen than cumulative small deflections that summed up make the same result. This is
because λD << b0 in fusion plasmas, so that multiple deflections are dominant.
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Figure 2.6: Variation of the impact parameter db

However if the de Broglie wavelength is smaller than b0, the effective value of bmin

is simply set to b0. The upper bound shall be compatible with the shielding prop-

erties of the plasma (as it screens out the particle’s Coulomb field) thus bmax = λD.

The integral in (2.16), is called the Coulomb logarithm ln(Λ) and represents

the cumulative effect of all the Coulomb collisions within the range of the Debye

sphere. Naming q1 and q2 the colliding charges, the resulting expression for the

Coulomb logarithm ln(Λ) is given by [21]:

ln(Λ) =

∫ λD

0

rdr

r20 + r2
, (2.18)

where r0 = q1q2
4πε0µv2

and µ is the reduced mass of the colliding particles m1 m2:

µ =
m1m2

m1 +m2

(2.19)

As a consequence of this cut-off estimation for (2.16), particles outside of the

region defined by the Debye sphere will not affect the electrostatic interaction

during a collision. Typical magnetic fusion plasmas have nλ3D ≈ 106 which leads

to ln Λ ≈ 16.

The effects of collisions can thus be included in the macroscopic model as a
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friction force Ff

Ff = mevνc(v), (2.20)

where νc(v) is the effective collision frequency for electrons.

For fast electrons,3 the collision frequency νeec (v) depends also on the isotopic

composition Zeff of the plasma, which is defined as

Zeff =

∑
njZ

2
j∑

njZj
, (2.21)

so that

νeec (v) =
e4 ln Λne
4πε0m2

ev
3
(2 + Zeff ). (2.22)

The presence of impurities mostly resulting from sputtering and melting phe-

nomena in the vessel FW and injected neutral atoms, would lead to modifications

in the friction force Ff . This plays a crucial role in runaway dynamics as will be

discussed later.

3For a Maxwellian distribution, ion-electrons collisions dominate over electron-electron ones
because of the larger inertia of ions. If electrons are sufficiently fast this is no longer valid and
then electron-electron collisions also become relevant.
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Chapter 3

Disruptions

3.1 Disruptive scenarios

Given the equilibrium configuration for a plasma in a tokamak, several issues

regarding its stability need to be considered. In the toroidal coordinate system

(r, θ, φ), a perturbation has the form:

η = η0(r)e
i(mθ−nφ). (3.1)

Different combinations ofm and n values identify different deformation that would

arise in case the plasma equilibrium is perturbed. Macroscopic deformations (of-

ten called MHD instabilities) deal with modification of the geometrical modes

of the plasma, whereas small scale phenomena related can generate microscopic

instabilities.

As a consequence of MHD instabilities, a quick loss of the equilibrium config-

uration could be produced, hence a disruption occurs.

Such perturbation of the equilibrium causes the energy stored in the plasma to be

released to surrounding structures, yielding potentially severe effects on the FW

materials [22]. Moreover, a sudden change in position of the plasma column leads

to rapid change in fluxes and then inductive currents (eddy currents) can affect

the vacuum vessel components via the J × B force that exerts electro-mechanic

stresses on the whole structure. For these reasons, disruptions represent one of
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the main concerns for tokamak operation, especially in view of ITER and future

fusion reactors.

3.1.1 Disruptive plasma instabilities

Causes behind MHD instabilities are many and not always straightforward to

identify. Nevertheless, depending on the generation mechanism, it is possible to

sketch a taxonomy for disruptive events.

Low-q disruptions

When the safety factor1 is close to q = 2, the mode m/n = 2/1 can be ex-

cited and the interaction between the inner (hotter) and the outer (colder)

part of the plasma, causes the temperature to decrease quickly, thus causing

the plasma current to decay and destroy the confinement.

Further limitations are set by the Kruskal-Shafranov limit [23], that pre-

scribes 2 values at q > 1.

Density limit disruptions

If the density n grows, the power radiated by the plasma increases as n2.

Thus the outer plasma would cool down very quickly, causing the effective

plasma poloidal cross-section to shrink. The current density shows peaks

that destabilize q = 2 modes and unstable magnetic islands appear.

1The safety factor q is a global parameter for plasma stability. Setting the angle offset
between the poloidal position after a single toroidal turn as ∆φ, the safety factor is defined as:

q =
∆φ

2π
(3.2)

in order to take into account how many toroidal ”laps” a particle needs to do single turn around
the poloidal section. High q values stand for a more ”safe” configuration in terms of confinement
so particles are less likely to leave the plasma.

2As q depends on the poloidal flux φ function, such a condition is a fundamental constraint
to consider when designing a tokamak device, because it influences the ratio between the applied
magnetic fields, q =

aBφ

RBθ
> 1
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VDEs (Vertical Disruption Event)

Due to the radial component of the magnetic fields used for controlling elon-

gated plasmas, in case of bad positioning or a failure in the control system,

the plasma column will move quickly upwards or downwards, impacting the

vessel and causing serious damage to the machine diagnostics.

Troyon β limit disruptions

If the pressure gradient is increased locally, a change in the β parameter3

is induced and consequently a local bulge arises in the plasma (ballooning

modes). If the maximum total pressure allowed by the plasma configuration

is exceeded, loss of confinement will inevitably occur.

Locked mode disruptions

When a plasma experiences a magnetic perturbation, especially in the cur-

rent ramp-up phase, a locked mode disruption can occur. The physical

mechanism responsible for mode locking is the braking effect of error fields

or MHD modes that slow down and ultimately stop the plasma rotation

[25]. Slowing down plasma rotation induces currents in the FW and thus

creates an additional magnetic field B which causes the mode to grow in

amplitude, worsening the magnetic confinement.

Internal Transport Barrier (ITB) disruptions

In order to achieve high performance plasmas, many tokamaks are operated

in H-mode [26], an enhanced confinement scenario in which the energy con-

finement time is improved and the turbulences at the plasma edge but all

disappeared. The improved performance of H-mode mainly results from the

formation of an edge transport barrier (ETB) and further improvements can

3The ratio between plasma kinetic pressure and magnetic pressure is the β parameter:

β =
nKbT

B2/2µ0
. (3.3)

Higher values for β indicate a good efficiency of the tokamak machine because that is related
to the plasma temperature. It would also be an economically relevant parameter because of
the high unitary cost for producing a suitable magnetic field. Estimates agree on a β > 5% in
order to achieve an economically sustainable fusion reactor [24].
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lead to the formation of an internal transport barrier (ITB). The presence

of both ITB and ETB causes a relevant increase in confinement time, core

temperature and pressure. The high pressure gradient present in ITB con-

ditions excites unstable kink modes and ballooning modes, causing a loss of

confinement on a short timescale and preserving high amounts of thermal

energy up to the final quench [27].

3.1.2 Evolution of a disruption

From a temporal point of view, a disruptive process can be divided into three

stages [28][29], as shown in Fig3.1:

Figure 3.1: Evolution of plasma current and thermal energy during a disruption

The so-called precursor stage arises before the disruptive event effectively

appears and it is characterised by a rise in the magnetohydrodynamic activity.

Precursors are well visible oscillations of the poloidal magnetic field and electron

temperature due the rotation of the magnetic islands. Precursors may be absent

for disruptions due to instabilities with a high growth rate, for instance, for ver-

tical displacement instabilities. This stage is characterized by a cooling of the

outer plasma region while the plasma core remains essentially untouched as long

as the q = 2 flux surface is unperturbed.
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Once the loss of magnetic confinement becomes relevant, a rapid (several mil-

lisecond timescale) plasma thermal energy decay is experienced and a thermal

quench phase (TQ) occurs. In this phase, severe consequences for the FW are

expected, such as melting or sputtering phenomena due to high energy density

reaching the FW in a very short time.

The heat load reaching the FW depends on the TQ duration τTQ but also on

the surface irradiated by the energy released. While the amount of the original

plasma thermal energy lost in a disruption is quite variable and depends strongly

on the type of disruption (ranging from 20% in density limit disruption to 100%

in VDEs), the other parameters are better known. For example, ITER [30] is

expected to be stressed with τTC in 0.3 ÷ 3 ms which leads to expected energy

fluxes to FW during disruptions in the range of tens of GWm−2 [31][32]

As the thermal quench proceeds, impurity penetration in the plasma increases,

therefore after the TQ occurs, the plasma is too cold (Te ≈ 10eV ) and dirty

to sustain a current. In this phase, the current density profile j(r) has been

shown to flatten, lowering the plasma inductance L and therefore, as magnetic

energy conservation shall be fulfilled, the plasma current I shows a characteristic

peak as shown in Fig.(3.1). After the transient effects cease, a current quench

(CQ) inevitably appears due to the increased plasma resistivity. Furthermore,

current quench decay (slower compared to TQ, 10 − 100 milliseconds) depends

on the impurity levels created during the TQ. The impurity level is linked both

to Zeff (2.21) and Te, and since the Spitzer resistivity [33] η grows according to

η = 1.65× 10−9ZeffT
−3/2
e ln Λ, an augmented plasma resistivity is expected.

The presence of impurities accelerates the current decay by changing both

Zeff and the electron temperature Te. Quicker CQs induce a loop voltage in

PFC, generating eddy currents causing forces on the vessel.
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3.1.3 Suppression and mitigation

As disruption phenomena are crucial, both from an engineering and theoretical

perspective, for developing a safe and reliable fusion device combined with the

need to avoid harmful damage to the machine, a number of techniques have been

developed to counteract the effect of such events.

Figure 3.2: Effects of a disruption on Frascati Tokamak Upgrade (FTU) first wall
(Photo credits: G.Mazzitelli)

Three main approaches are to be considered here and each of them has its own

aim and importance: disruption avoidance, disruption mitigation and disruption

prediction. In principle, a disruption avoidance scheme for a tokamak would be

the safest, as it aims to avoid critical operational regimes for which disruptive

phenomena are likely to happen [34]. This involves an extremely precise control

of plasma pressure and current profiles and often it can not be achieved, as that

would lead to an excessive shrinking of the operational conditions for the toka-

mak itself. However, in several cases, a reasonable avoidance of disruptive regimes

can be done via a stabilization of MHD modes involved in the precursors phase

[35][36]. Nevertheless, an effective avoidance in high performance regimes is often

unavailable and mitigation of the disruption consequence would be a reasonable

way to proceed. Although prediction-like techniques are adopted, the mitigation
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phase remains indispensable once the disruptive event has been forecasted.

A possible solution for mitigating the disruption consequences deals with the

redistribution of the heat flux over a surface as broad as possible during the

thermal quench. Furthermore, accelerating the current quench decay is preferable

from the point of view of reducing the energy deposition on PFCs but the current

quench decay constant can not be too small without causing the rise of eddy

currents in FW components: optimal values for current quench decay are therefore

a trade-off between loads on FW and electromagnetic forces exerted on it.

Both of these strategies can be achieved by introducing a high-pressure puff

of inert gases (usually neon or argon) because the gas injection reduces the FW

surface thermal loads via radiative dissipation of nearly the entire plasma energy

through isotropic radiation instead of concentrating thermal loads in smaller re-

gions. Increasing impurities would also raise the Zeff value, thus reducing the

resistive timescale for the current quench duration. Moreover, poloidal halo cur-

rents4 can be reduced if the plasma remains well centered in the vessel and the

high-density impurity injection would also control the runaway electron genera-

tion, as will be discussed in the next section.

The first experiences in disruption mitigation on JET have been carried out

through an injection valve (a slow one) injecting an amount of gas (usually he-

lium, argon or neon) in the range of 9 · 1021 - 2 · 1022 atoms in approximately

50ms [37]. More recently, a faster Disruption Mitigation Valve (DMV) has been

installed on JET and it is capable of better performances [38] in terms of quantity,

mixing and injection rate of chosen suppression elements.

4Due to MHD instabilities, the plasma column can experience a displacement from its initial
position, changing both the plasma cross-section and magnetic flux currents. Besides inductive
effects due to changes in plasma area and position, a direct contact of plasma with the wall can
also cause halo currents to flow into the FW following a minimal impedance path.
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3.2 Runaway electrons

During the thermal quench, the plasma loses energy and cools down. As plasma

conductivity depends on temperature as σ ∝ T 3/2, a reduction in the plasma

current is expected. The variation in current generates a magnetic field that tries

to counteract the flux variation, which then results in a rise in the toroidal electric

field E [39]. Besides the acceleration due to the field, a friction force also acts

on the electrons because of their collision with other particles [39]. The model

for friction force derived in (2.20), can be further refined re-writing the collision

frequency νc(v) in terms of the Chandrasekhar function G(x) [40] which is defined

by:

G(x) =
φ(x)− xφ(x)′

2x2
, (3.4)

where φ(x) is the error function

φ(x) ≡ 2√
π

∫ x

0

e−y
2

dy, (3.5)

and φ′ is its first derivative.

The friction force on an electron in a plasma 3.3 is proportional to G(x), so it is a

non-monotonic function of velocity: it increases at small velocities, as one would

intuitively expect, but reaches a maximum and then decreases.

The acceleration due to the presence of the toroidal electric field E, balances

the friction force at the critical velocity vc [21]

vc =

√
3nee3 ln Λ

4πε20meE
. (3.6)

Expression given in (3.6) is the velocity threshold above which the electrons will

be continuosly accelerated away along the magnetic field lines. These electrons

are called runaway electrons (RE s).

The inductive toroidal electric field E is related to the magnetic flux across
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Figure 3.3: Friction force on an electron in a plasma as a function of particle
energy

the poloidal cross-section Ψ(t) =
∫

BdS according to the expression:

E(t) = − 1

2πR

dΨ

dt
. (3.7)

The value for which the E field turns all electrons into REs is given by the Dreicer

field ED:

ED =
nee

3 ln Λ

4πε20Te
, (3.8)

obtained by setting vc equal to the thermal velocity vT .

The critical field has the form:

EC =
nee

3 ln Λ

4πε20mec2
. (3.9)

For each field E > Ec, REs are generated. REs generation generally occurs by

either lowering EC , as in early stage plasmas during the current ramp-up phase,

or increasing the toroidal field E, as in disruptive scenarios. It is important to

point out that the expression for the critical velocity vc for runaways (3.6) can be

rewritten in terms of the Dreicer field ED (3.8),

vc =

(
Te
m

)1/2(
ED
E

)1/2

. (3.10)
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3.2.1 Primary runaway generation

Assuming the toroidal field Eφ to be coincident with the parallel component of

the electric field E‖, if the inequality

Eφ > EC (3.11)

holds, a certain amount of electrons will enter the runaway regime and the re-

sulting net flux of particles will evolve according to the evolution equation [41]

for the density of REs nIRE:

dnIRE
dt

= neν
ee

(
ED
E‖

) 3(1+Zeff )

16

exp

(
−ED
E‖
−

√
(1 + Zeff )ED

E‖

)
, (3.12)

where Zeff comes from (2.21) and neν
ee = ne

τ
(mec2

2Te
)3/2 takes into account the

electron-electron collisions. This is the most fundamental generation mechanism

and it is known as primary generation or Dreicer generation.

3.2.2 Secondary runaway generation

If a close collision between a runaway and a thermal electron occurs, the proba-

bility that both electrons involved will have a sufficient energy to overcome the

critical energy/velocity is high.

Also, it should be noted in this scenario, the ”ordinary” electron would be kicked

into the runaway region and the probability of another collision increases. Hav-

ing two electrons in place of one, they could again collide with other electrons

in the plasma. This means that, in the long run, a sort of electronic chain reac-

tion takes place and an exponential growth of the number of REs is experienced.

This mechanism is called avalanche runaway generation or secondary generation

mechanism because starting from a seed population of runaways provided by the

Dreicer mechanism, it increases the global runaway population.

It is important to point out that the avalanche mechanism does not generate
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primary runaways but is triggered both by Dreicer and hot tail REs; those can

be seen as the ”‘seeds”’ of the secondary generation. In ITER even additional

seeding sources would be relevant, such as Compton scattering by activated FW

materials [42]. The avalanche process is the most relevant source of REs during

a major disruption in ITER-sized machines, because the number of successive

runaways doubling is proportional to the plasma current Ip, according to [43]:

Ip
IAlfven ln Λ

, (3.13)

where IAlfven = 4πme

c(µ0e)
= 17kA.

The equation governing the time evolution of avalanche runaway production has

the form [43]:

1

nr

dnIIRUN
dt

=
E‖/EC − 1

τee ln Λ

√
πϕ

3(Zeff + 5)

(
1− Ec

E‖
+

4π(Zeff + 1)2

3ϕ(Zeff + 5)(E2
‖/E

2
c + 4/ϕ2 − 1)

)
,

(3.14)

where ϕ = 1− 1.46
√
ε+ 1.72ε and ε = r/R is the inverse aspect ratio. τee is the

electron collision time τee = 4πε0m
2
ec

3/(nee
4 ln Λ).

3.3 Runaway loss and suppression

3.3.1 Thermalization and radiative processes

So far, a tacit assumption has been the absence of loss mechanisms for REs and,

therefore, no sink terms in the evolution equation have been introduced. Models

for losses can be divided into two categories depending on whether the REs are

extinguished by radiation/thermalization or by crashing into the FW.

Due to their very high energy they cannot thermalize as quickly as the low en-

ergy electrons, since only a 1MeV electron in a 1.7 ·1020m−3 background electron

density requires 30 ms to thermalize [44]. Classical thermalization loss mecha-

nisms associated with collisions with ions or even other electrons are negligible
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because, in steady conditions5, an interaction between REs is not very likely to

occur. In this framework, radiative losses due to a change in the acceleration

of the RE beam becomes much more relevant. Both collision processes and the

gyration/twisting motion which the electrons are subject to, generate dissipative

processes through the radiation emission (Bremsstrahlung) and, in case a (non-

relativistic) charge moves into a magnetic field, cyclotron radiation is emitted. At

very high velocities relativistic effects have to be taken into account, switching

the radiative loss to the so called synchrotron radiation (Fig.3.4), emitted in a

cone along the direction of motion.

Figure 3.4: Synchrotron radiation emission scheme (relativistic effects not in-
cluded)

An estimation of the radiated power due to synchrotron radiation emitted by

runaway electrons is given by :

Psyn =
2rem

2
ec

3

3x2
β4γ4 (3.15)

where re = e2/4πε0mec
3 = 2.82 · 10−15m is the classical electron radius, β = v/c

the speed in units of c, γ the relativistic Lorenz factor6 and x the curvature radius

of the electron’s trajectory.

5Even in case REs have been already slowed down, collisions relevance is questionable and
constrained to the very end of the disruption.

6The relativistic Lorenz factor arises from the Lorentz trasformation used in the special
relativity formalism and is a measure of how relevant relativistic effects are in a chosen reference
frame. γ = 1√

1−β2
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3.3.2 Radial losses

In their gyration motion along field lines, REs can be flung away to outer lines

as a consequence of a collision, and this can generate a decrease of their number

due to losses to the FW. This process is closely proportional to the occurence

of collisions in the plasma and since REs have a very low collisionality, it can

essentially be neglected.

Figure 3.5: Magnetic islands effects on magnetic field surfaces

Although REs are not very sensitive to electrostatic turbulences due to their

high velocities, they are influenced by magnetic perturbations. Magnetic per-

turbations are the predominant cause for loss of REs, as they are acting on an

intrinsically unstable [45] configuration of the nested flux surfaces. Even small

perturbations in B trigger the development of magnetic sub-structures, called

magnetic islands (Fig.3.5). The spontaneous onset of magnetic islands in the

tokamak plasma leads to an increased heat and particle transport and worsens

the energy confinement, flattening temperature and density within these regions

and even provokes the loss of plasma when the islands become too big and start in-

terfering with the overall magnetic field, introducing stochastic behaviour [46][47].
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In such stochastic scenario, the influence of magnetic oscillations on the run-

away electrons can be reformulated as a diffusive process [48][49][50], obeying an

evolution equation of the form:

∂nrun
∂t

=
1

r

∂

∂r
rDRR

∂nrun
∂r

, (3.16)

where r is the radius, DRR is the Rechester-Rosenbluth diffusion coefficient esti-

mated as DRR = πqv‖R( δB
B

)2,[43] [51] taking into consideration the influence of

the magnetic field perturbation δB
B

on the reduction of plasma confinement.
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Chapter 4

Modeling and simulation

4.1 Modeling

Runaway electrons are energetic and highly harmful to the tokamak hardware.

Therefore their generation must be avoided or significantly reduced if the aim is

to produce energy in a reliable and steady manner. The first step to physically

understand the generation and the evolution of the phenomenon is to set up a

reasonable, coherent and easy-to-handle mathematical model.

4.1.1 Model equations

As kinetic modeling of REs is very challenging and expensive from a computa-

tional point of view, it is useful to simplify the model focusing only on the amount

of current carried by the REs.

The temporal evolution of the runaway electron density nrun(r, t) is chang-

ing due to a number of different effects and generation mechanisms. Generation,

in fact, occurs due to the Dreicer mechanism (3.12) and the avalanche (or sec-

ondary) mechanism (3.14). In addition, irradiated FW components can emit

a large amount of gamma radiation and collisions between the γ photons and

plasma electrons can drive the latter into the runaway region.

A sink term due to radial diffusion, with the consequent redistribution of REs
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modeled through the Rechester-Rosenbluth coefficient (3.16), must be taken into

account. Neglecting, for simplicity, the gamma-induced runaway electrons and

the sink terms, the equation governing the runaway electron density time evolu-

tion
(
dnRE

dt

)
is made up of the terms :(

dnRE
dt

)
=

(
dnRE
dt

)Dreicer
+

(
dnRE
dt

)Avalanche
(4.1)

Runaway production is closely related both to the electric field E and to the

collisions occurring in the plasma. Another set of equations should therefore be

added to the model to guarantee a balance of energies for all the species present

in a plasma in order to describe the plasma cooling process.

The thermal energy of electrons, for example, is affected by diffusion (accord-

ing to the heat diffusion coefficient χ) but also increases due to ohmic power POH

and the energy transferred by the collisions with deuterium atoms P eD
c and impu-

rities P eZ
c . Losses in thermal energy, for electrons, originates from line radiation1

Pl, bremsstrahlung phenomena PBr and from ionization energy loss Pion. The

evolution of the thermal electron energy is therefore of the form :

3

2

∂(neTe)

∂t
=

3ne
2r

∂

∂r

(
χr
∂Te
∂r

)
+ POH + P eD

c + P eZ
c − PBr − Pl − Pion (4.2)

It is also necessary to write down an analogous equation for the ions. In these

equations ohmic heating and radiative losses do not appear and heat exchange

times are generally different. The extensive form of the collisional terms could be

retrieved from [21].

For deuterium and impurities, respectively, the equations become :

3

2

∂(nDTD)

∂t
=

3nD
2r

∂

∂r

(
χr
∂TD
∂r

)
+ PDe

c + PDZ
c (4.3)

1The line radiation is the sum of the radiation for each charge state and depends on the
radiation rates. Radiation data used in this work, are extracted from the ADAS database[52]
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3

2

∂(nZTZ)

∂t
=

3nZ
2r

∂

∂r

(
χr
∂TZ
∂r

)
+ PZe

c + PZD
c (4.4)

The heat diffusion coefficient χ is assumed to be constant and equal to 1m2/s

in this work.

The time evolution of the charge state populations are described using the rate

equations. The final equation to be included into the model takes into account

the fact that the electric field varies in both time and space. Deriving a toroidal

version of the Maxwell equation ∇2E = µ0
∂J
∂t

and combining it with Ohm’s law,

one can obtain the equation :

1

r

∂

∂r

(
r
∂E

∂r

)
= µ0

∂

∂t
(σ‖E + nREec) (4.5)

where σ‖ is the toroidal conductivity.

4.1.2 The GO code

To solve the system of equations (4.1-4.5), a MATLAB code has been developed

under the working name of GO [53] and developed further in [52]. The algorithm

implemented to solve (4.1),(4.2),(4.3) and (4.4) adopts a discretization based on a

Forward-Time Central-Space (FTCS) scheme: the low heat coefficient suggested

the use of an Euler-based method in time to take advantage of the computational

inexpensiveness of the method and avoid stability problems in such parabolic-like

equations [54].

For the electric field diffusion equation (4.5), the assumption of low diffusivity

is no longer valid. Thus an implicit Crank-Nicholson discretization scheme has

been used, as it guarantees a stable solution.

The use of an implicit method affects the computational time needed, as it implies

solving a (nonlinear) system of equations for each step, but such a drawback is

an inescapable by-product when seeking to estabilish a stable solution [55].
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4.2 Simulations

4.2.1 Data and scenarios

Once the mathematical model has been set up, the next step is to perform sim-

ulations aimed at understanding the role of different impurities in the dynamics

of the runaway electrons. The question is how different the runaway electron

behaviour is in the presence of carbon and beryllium walls. Such a question has

gained increasing relevance due to the significant impact of the new beryllium

ITER-like wall (ILW), installed at JET, on the plasma itself [56]. The presence

of beryllium, in fact, affects the way the energy is radiated during a disruption,

changing the evolution of the temperatures and thermal quench with respect to

the carbon wall measurements.

Figure 4.1: Experimental data and fits for electron (left) temperature and (right)
density measured for #79423 (red) and #81928 (magenta) [5]

.

To investigate the effect of the ILW on the runaway generation rates, two JET

discharges with similar parameters but different wall composition have been com-

pared. The chosen discharges are #79423 (carbon wall discharge) and #81928

(ILW). Experimental data for temperature and density profiles relative to the

discharges, are shown in Fig.4.1 together with the analytical fit (in the general

form α(1−βr2)γ, see Table 4.1) used to simplify the numerical simulations. Sim-

ulations have been carried out turning off loss mechanisms, focusing the attention

on the effects of the different walls on runaway generation mechanisms.
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Table 4.1: Initial plasma parameters used in the simulation

Scenario ITER-like wall Carbon wall
Duration (ms) 80 80
Plasma current I (MA) 1.93 2
Major radius R (m) 3 3
Radius of the conductive wall b (m) 1.3 1.3
Minor radius a (m) 0.88 0.88
Elongation k 1.2 1.2
Magnetic field B (T) 2 2
Coulomb logarithm ln Λ 23.2 23.2
T profile (1− 0.982(ax)2)2 (1− 1.031(ax)2)2

n profile (1− 1.322(ax)2)0.3 (1− 1.271(ax)2)0.4

Initial T 1.5 keV 2.2 keV

Measurements performed during the full disruptive phase result sometimes

in inaccurate data, so direct comparisons between simulation and experimental

data in some cases are not possible. Also, as will be more clear later on, several

crucial parameters, e.g. the mixing efficiency for the injected impurities and the

background impurity levels are not known. In these cases reasonable assumptions

and parameter scans were performed to assess their impact on the simulations.

4.2.2 Exponential decay scenario

In the first scenario, a simplified evolution of a plasma disruption was considered.

The evolution of the temperature was assumed to have an exponential time de-

pendence close to the experimental data retrieved for electron temperature Te.

If T0 is the initial temperature, Tf is the final temperature, and t0 is the decay

constant given in Table 4.1, the temperature evolves according to:

Te(t, x) = Tf (x) + [T0 − Tf (x)]exp(−t/t0). (4.6)

The first scan performed is aimed at understanding what is changing in the

post-disruption plasma current I. This is achieved by running a GO simulation
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using different values for the final temperature Tf both in ITER-like wall (#81928)

and carbon wall (#79423) cases. The evolution of the runaway current is also

considered and presented in Figs.(4.2)-(4.5). The range of final temperatures

considered for is 5− 200 eV.

The simulations show that the plasma resistive current is substituted by run-

aways and confirms that lower final temperature allows the current to reach the

steady state in a shorter time (the current quench is short). Moreover, the per-

centage of the total current converted into runaways is different for different final

temperatures: lowering final temperature triggers a higher production of run-

aways and the current quench becomes more rapid.

Figure 4.2: Currents - Exponential decay scenario,#81928 (ITER-like wall), (left)
Tfinal = 5 eV, (right) Tfinal = 20 eV

Similar evolution can be observed for both reference discharges used, even if

the #79423 case at 5eV final temperature, the total current shows a lower drop,

becoming stabilized above 1.5 MA, while the ILW discharge showed a drop under

1.5 MA. This is due to the slightly higher plasma current in the discharge #79423

(2 MA against 1.93 MA for #81928).

The relatively low generation of runaways with higher final temperature is

confirmed by scanning a broad range of final temperatures and analyzing the

runaway current density. As figure Fig.4.4 shows, there is a higher runaway

current density at lower temperature. Ultimately, increasing the final temperature
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Figure 4.3: Currents - Exponential decay scenario, #79423 (carbon wall), (left)
Tfinal = 5 eV, (right) Tfinal = 20 eV

parameter, the runaway current density becomes extremely weak. Slower current

decays generated by higher final temperatures, are less likely to go over the critical

electric field at which runaway electrons are generated, and then the runaway

production and the density are both lower than the expected values for lower

final electron temperatures.

The temperature affects also the spatial distribution of the runaway current

density (Fig.4.5). Lower final temperatures let the runaways to be created further

away from the axis than when Tf is higher and the runaway current appears more

concentrated around the centre.

A thorough analysis has been carried out for significant parameters such as

density to assess their impact on the RE simulation: densities have been scanned

in the range from 0.05 to 0.5 and different profiles have been implemented (see

Table 1 in Appendix A). The outcomes of the simulation resulted not to be very

dependent on the profiles tried.

4.2.3 Injection scenario

A more elaborate and realistic scenario for RE simulation has to include the

impurity ionization and radiation processes and the impurity density profile. A

reasonable choice could be to use the pre-disruption electron density profile shape.
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Figure 4.4: Runaway current density vs radius and time, Exponential decay sce-
nario,#79423 discharge - (a) Tfinal = 5 eV, (b) Tfinal = 20 eV, (c) Tfinal = 50
eV, (d) Tfinal = 100 eV, (e) Tfinal = 200 eV

Figure 4.5: Final runaway current density, exponential decay scenario - (left)
#81928, (right) #79423
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All simulations with impurity injection have been performed using that reference

shape.

4.2.3.1 Injection time

The first impurity injection investigated through the simulations was the argon

injection. The density distribution for an impurity introduced into the plasma is

assumed to follow an exponential law:

nZ(t, x) = nrZ(x)[1− exp(−t/tinj)] (4.7)

where, nrZ is the radial profile for the generic impurity species Z and tinj indicates

the injection time constant. In an injection scenario the preliminary parameter

for which a scan should be performed is injection time tinj, intended as the time

needed to puff a fixed amount of argon gas inside the plasma. This kind of anal-

ysis was performed for both the #81928 and #79423 discharges. A scan over

injection times tinj was carried out over several orders of magnitude, with tinj

assuming values in the range [10−5, 10−4, 10−3, 10−2.5, 10−2] seconds.

Figure 4.6: Total injected argon versus valve trigger time. Adapted from [5]

Setting an argon level of 10% (with respect to total pre-disruption electron

density) in the #79423 discharge, independently on how fast the argon is injected,
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nothing changed over a simulation lasting for 110 ms. The same behaviour has

been seen for the #81928 discharge. This is due to the fact that the level of argon

used is not enough to sufficiently perturb the plasma state, as the RE production

is negligible.

To identify the role of the injection time, a simulation has been performed

increasing the argon level to 30%. The relevant temperature dynamics is visible

already in the first few milliseconds. Injecting 30% of argon influences the plasma

considerably. At one extreme of the timescale there is the fast injection case, as

in figure 4.7 (left), which generates a sudden drop in temperature (in this specific

case we can observe a reduction of 80% of the initial temperature) and leads to

a complete cooling of the plasma.

Figure 4.7: Discharge #79423. Electron temperature with nAr/ne = 0.3, with
x = r/a. (left) Injection time : 10−5 s, (right) Injection time : 10−2 s

On the other hand, injecting the same quantity of argon during a 0.01 second

interval would only cause a small decrease in temperature as a consequence of

direct contact of the injected atoms with the hot plasma (Fig.4.7(right)).

As for the levels of runaway current, simulations carried over the chosen values

for injection time show that the current carried by REs are decreasing if the speed

of injection rises (Fig.4.8). A possible explanation for this could be given on the

basis of the ionization processes occurring: faster injected atoms lead to more

effective plasma cooling. If the injection time is long enough, Ohmic heating will

counteract the radiative cooling.
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Figure 4.8: Runaway currents (maximum) versus different values of tinj, argon
impurity level nAr/ne = 0.1

4.2.4 Pure argon injection

This section describes the results of simulations where a scan over the amount of

argon impurities injected into the plasma was performed.

Given that simulations in the previous paragraph suggests that it is not reason-

able to consider an excessively quick gas injection process, the order of magnitude

of the injection constant has to be chosen in the [10−4, 10−3] range. Here the value

tinj = 3·10−4s was selected [57]. Also in these simulations, the amount of injected

gas was chosen to represent less than the total number density of electrons. The

profile shape of the injected argon has been assumed to be equal to the electron

density profile shape.

Experimental data was used to determine a reasonable impurity density range

from which to scan for injected argon. For #79423 and #81928, the total amount

of injected argon atoms were 7.39 · 1020 and 5.68 · 1020, respectively. The initial

electron density was roughly 3.11 · 1019m−3 and 2.8 · 1019m−3, respectively for

#81928 and #79423. But given that knowledge about the impurity injection effi-

ciency and penetration dynamics is basically lacking, however a set of additional

assumptions had to be made.

42



Let us define the assimilation rate (or mixing efficiency) as the fraction Ninto

of the injected gas that can effectively reach the plasma over the total injected

gas Ntotal:

ηassimilation =
Ninto

Ntotal

.

A reasonable value for assimilation lies around 30% and consequently injection

of argon should be in the range 0.2−0.5 times the electron density. As one can see

in Figure (4.9) (left) injecting only 10% argon would not lead to any substantial

runaway production (only 4.5 kA of REs were produced). The temperature drop

is not intense enough (Fig.4.9) (right) to cool down the plasma in an irreversible

way because the ohmic heating of the plasma counteracts the drop in energy.

Only a small fraction of the energy is lost in this process as the current is barely

influenced and the temperature after the drop goes up, allowing the plasma to

recover from the cooling shock it received with the injection.

Figure 4.9: Discharge #79423 nAr/ne = 0.1, (left) Currents, (right) Electron
temperature on axis

Increasing the quantity of argon injected to 30% (Fig.4.10) (left) something

different happens: runaways are now produced in a quantity that is close to that

observed (600kA in #79423 and less than 100kA in #81928). The temperature

behavior is also different: a sharp and deep drop in Te allows the resistivity to

grow and the ohmic current will therefore decrease as more runaway electrons are
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produced.

Increasing the value of the injected argon even more to 50% (Fig.4.10) (right)

affects the plasma even more: the initial plasma current is converted to a 0.68 MA

current while the ohmic current decreases and a characteristic current “plateau”

is formed after approximately 22 ms.

Figure 4.10: Discharge #79423, (left) Current for nAr/ne = 0.3, (right) Current
for nAr/ne = 0.5.

Simulations carried out by increasing the value of the injected argon for dis-

charge #81928, demonstrated a similar general trend (Fig.4.11): while plasma

current is lower, the runaway current generation is more pronounced when in-

creasing argon levels.

To understand different phenomena in terms of runaway generation, it is nec-

essary to enrich the model and investigate the effects of the argon injection in the

presence of wall impurities (carbon and beryllium). As a direct consequence of

the disruptive events, the PFCs suffer sputtering and melting of particles com-

posing the FW materials and this does have an impact on the composition of

the background impurity levels. Because of different walls in #79423 (carbon)

and #81928 (beryllium), and considering also the similarity of the initial plasma

parameters, a comparison of these two scenarios will be discussed in the following.
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Figure 4.11: Runaway current for different injected argon levels, discharges
#79423 and #81928.

4.2.5 Argon and carbon/beryllium impurities

Simulations using different argon levels, have been used to find a reasonable range

to scan, leading to the conclusion that, for carbon (and later beryllium) im-

purities, it is useful to carry out a scan on a matrix for concentrations along

C = {5%, 10%} and Ar = {20%, 50%}. Both argon and carbon impurities have

an impact on the runaway production by themselves.

Argon 20% Argon 50%
Carbon 0% 0.421 1.146
Carbon 5% 0.397 1.166
Carbon 10% 0.390 1.167

Table 4.2: Discharge #79423 - Runaway current production (in MA) for different
Ar+C mixtures.

As can be seen in Fig.(4.12), increasing the level of argon injected with from

20% to 50%, 5% carbon in the background, the current quench time is significantly

reduced from 0.12 ms to less than 0.02 ms. In principle, this should be good

news in the perspective of disruption mitigation because a shorter current quench

would imply a successful reduction of halo currents and thermal loads on the FW.

Unfortunately, the tradeoff is a higher production of runaway current (Tab.4.2).
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While in the 20% case the runaway current estimate is I ≈ 0.45 MA, increasing

the level of argon would result in a dramatically higher level of REs produced

(I ≈ 1.167 MA).

Figure 4.12: Discharge #79423, nC/ne = 0.05. Currents for (left) nAr/ne = 0.2
,(right) nAr/ne = 0.5

Also, the evolution of the electron temperature tells two different stories for

different argon levels: in Fig.(4.13) (left) the profile of the electron temperature

on axis decreases at a slow rate, whereas in Fig.(4.13) (right), where more argon

is injected, the cooling of the core is immediate.

Figure 4.13: Discharge #79423, nC/ne = 0.05 - Electron temperature (left)
nAr/ne = 0.2,(right) nAr/ne = 0.5
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To understand the role of the carbon, one can inspect different current den-

sities generated both without carbon and then by adding different background

carbon impurities. The carbon-free scenario (Fig.4.14)(left) differs from the car-

bon scenario (Fig.4.14)(right) due to the large increase in the current density

produced by the presence of even a small quantity of carbon impurities. The

presence of carbon radiates a portion of the energy, which also affects the elec-

tron temperature which shows a peak at the beginning when the generation of

runaways occurs (Fig.4.15(right)). Different behaviour can be observed handling

the scenario with only pure argon (Fig.4.15(left)): the current drop occurs rapidly

and runaways are scarcely produced (Tab.4.2).

Figure 4.14: Discharge #79423, Current density comparison between pure argon
(left) and argon + carbon (right), nAr/ne = 0.2, nC/ne = 0.05

In case the wall impurity is beryllium, the difference between the scenarios

with and without a 5% amount of beryllium is less evident (Fig.4.16) and only a

small difference in terms of runaway production can be seen (see Tab.(4.3)). It

is difficult to find a general explanation for the different scenarios just comparing

two single discharges with similar, but not equal parameters because the non-

linearity of the system acts strongly to broaden the initial gap in term of initial

density, temperature and profile shape, causing a total different evolution of the
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Figure 4.15: Discharge #79423, Electron temperature comparison between pure
argon (left) and argon+5% carbon (right), nAr/ne = 0.2, nC/ne = 0.05

whole system. However, also in the case of beryllium impurities, the general trend

of REs is decreasing.

A possible way to grasp the effects of the different materials used for gas injection,

would be to refine the analysis to consider also the role of runaway generation

mechanisms rather than the mere final total runaway current.

Figure 4.16: Discharge #81928, nAr/ne = 0.2. Plasma current (left) nBe/ne =
0,(right) nAr/ne = 0.05.
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Argon 20% Argon 50%
Beryllium 0% 0.203 0.9686
Beryllium 5% 0.179 0.9646
Beryllium 10% 0.163 0.9641

Table 4.3: Discharge #81928 - Runaway current (in MA) production for different
Ar+Be mixtures

4.2.6 Generation mechanisms and the influence of impu-

rities

As runaways are generated by different mechanisms, the impact on runaway pro-

duction from the main two contributions (primary and secondary generation) of

different impurity levels could be investigated. In particular, the aim is to evalu-

ate the fraction of the total runaways coming from the Dreicer mechanism over

the total runaways for pure argon and different mixtures of carbon/beryllium plus

argon, for both the ILW and carbon wall discharges. In such a way, it is possible

to focus on the ratio between Dreicer and avalanche generated runaways, avoiding

the problem of the different current evolution due to slight differences in the ini-

tial condition of the plasma discharge. For discharge #79423 where a carbon wall

is present, the results obtained for different values of argon adjusted to amount of

carbon impurities (as a parameter), are in general in agreement with the Dreicer

current generated in presence of pure argon. This trend indicates (Fig.4.17) that

carbon impurities do not have a strong effect on the fraction of RE generated by

the Dreicer mechanism.

When beryllium is injected, the same analysis of the relation between argon

level and percentage of impurities, leads to different conclusions for the #81928

discharge. While at low argon concentration (10%) the fraction of Dreicer current

is still preponderant, turning to a value of 20% for argon impurities, the situation

suddenly changes: a drop in the ratio of REs generated by differen mechanisms

occurs, showing an extreme change from 90% of Dreicer-generated REs, to less

than 40% or lower for all the beryllium impurities in the scanned range. Increasing

more the argon percentage further, a slow recovery of the Dreicer percentage is

seen, approaching the Dreicer fraction found in the pure argon case. Therefore
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4. Modeling and simulation

the gap between the pure argon scenario and the 20% beryllium impurity level,

confirms both the presence of lower runaway currents and Dreicer currents in the

ILW scenario.

Figure 4.17: Dreicer currents share of total runaway current in discharge #81928
(left) and discharge #79423 (right)
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Chapter 5

Conclusions

Reliability, performance and safety are key requirements for tokamak devices and

the occurrence of disruptive phenomena poses serious problems in all these areas.

Disruptin mitigation is thus one of the most crucial problems in tokamak-type

fusion devices.

During a disruption a sudden loss of magnetic confinement occurs and the

energy stored in the plasma is released to the surrounding structures. Electro-

magnetic effects can lead to large forces exerted on the tokamak vessel and induce

currents that can cause serious damage to both the vessel and the whole tokamak

structure. The rise in temperature during a disruption can also cause thermal

effects on the machine, leading to the sputtering and melting of the first wall

materials that can release impurities inside the vacuum chamber. As an effect of

the augmented level of impurity, the plasma cools down, resulting in the dramatic

rise of the toroidal electric field. If the field exceeds a cricital value, some of the

electrons (called runaway electrons) are accelerated continuosly and such beams

can cause severe damage to crucial parts of the machine. Understanding the

generation mechanisms and the evolution of the runaway electrons is therefore

fundamental to predict the effects on the plasma facing components.

In the first chapter of the thesis a general perspective of the energy scenario

and the need for an abundant, safe and environment-friendly energy source was

discussed. The second chapter presented the main features of confined plasma

physics. In particular, the fundamentals of nuclear reactions, plasmas and the
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technological solution adopted to solve the problem of the confinement of this

extremely hot matter was presented. Also the role of current and future tokamak

devices in the fusion programme was pointed out. The crucial concept of colli-

sion of charged particles in plasmas was introduced and a mathematical model,

together with assumptions and limitations, was eventually presented.

The third chapter went into more detail about the disruption phenomenon in-

troducing the most common plasma instabilities, their cause and the effects that

they have on the development of a disruption. Moreover, the different stages of a

disruption were described, highlighting the effects on the plasma. Also techniques

for avoiding disruptions or softening the effects of the disruptions on the machine

were discussed. Finally, runaway electron theory was presented, discussing the

effects of collision as a friction force opposing the rise of runaway electrons and

introducing the concept of critical field. Both primary and secondary runaway

electron generation mechanisms as well as loss mechanisms were discussed.

The last chapter was aimed at modeling the runaway generation in presence

of impurities, by considering both the evolution of the runaway current and the

electric field diffusion in the plasma using the GO code. The analysis focused

on the effect of temperature evolution and impurity levels on runaway electron

current evolution, pointing out the role of beryllium impurities due to the in-

stallation of the ITER-like wall (ILW) in JET. Experimental data taken from

two JET discharges equipped with different walls (carbon and beryllium) were

processed to perform the simulations.

First, an exponential decay of plasma temperature was considered and the

effects of the final temperature on the runaway currents were investigated. Sim-

ulations confirmed that higher final temperatures, in the exponential decay sce-

nario, generates lower runaway currents. A second set of simulations was carried

out in a different scenario involving the injection of argon, both pure and mixed

with beryllium and carbon. Effects due to differences in the rate of injection were

recognized, highlighting that a faster argon injection leads to an increase in the

generated runaway current. Several scans for the quantity of argon injected have

also been carried out and the simulations showed, as a general trend for both wall
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types, that larger amounts of injected argon lead to a faster Ohmic decay and a

larger runaway current production.

Finally the role of beryllium and its comparison against the former carbon wall

used in JET has been evaluated through analyzing a mixed scenario with both

argon-carbon and argon-beryllium impurity mixtures. Comparison was also used

to assess the magnitude of the primary and secondary generation mechanisms

with different impurity amounts, demonstrating that the presence of beryllium is

beneficial in case of a reasonable amount of injected argon.

Future works should investigate further features related to the runaway gener-

ation, enriching the model with loss mechanisms (e.g. including the effects of

magnetic perturbations) and taking also into account the motion of plasma col-

umn, that actually occurs during a disruptive phases.
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Appendix A

This appendix holds the main parameters of the simulations used in this work.

The list includes discharge type (#79423 or #81928), amount of gas injected

(if present) and injection time constant (in ExpDecay scenario, the injection time

constant does not apply, and instead it is to be considered as referring to the

decay constant.) Gas injection for each species s (argon, carbon and beryllium)

is expressed as fraction α of the initial electron density ne(r, t = 0):

α = ns(r, t = tsat)/ne(r, t = 0), (1)

where tsat is the saturation value for the injection as shown in Fig.4.6. The

column discharge refers not only to the discharge for which the simulation has

been carried out, but also define different profiles for temperature and density

used for sensitivity analysis with respect to initial parameters.

Discharge T (eV) n (atoms ·m−3)
JET 81928Be 2.45555 · 103(1− 0.982376 · x2)2 3.17109 · 1019(1− 1.2228 · x2)2

81928 1486 · (1− 0.982376 · x2)2 3.17109 · 1019(1− 1.3228 · x2)2
JET Carbon wall 2.17494 · 103(1− 1.0319 · x2)2 19(1− 1.27186 · x2)0.42733

JET 74923 3.1001 · 103(1− 0.9 · x2)2 2.8 · 1019(1− 0.9 · x2)0.6623

Table 1: Profiles used in the simulations
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Discharge Inj. time(s) Sim. time (ms) Scenario Ar C Be
JET 81928Be 0.00030 8 ExpDecay 0.00 0.00 0.00

81928 0.00001 110 GasInject 0.10 0.00 0.00
81928 0.00001 1 GasInject 0.10 0.00 0.00
81928 0.00010 110 GasInject 0.10 0.00 0.00
81928 0.00100 110 GasInject 0.10 0.00 0.00
81928 0.00001 110 GasInject 0.10 0.00 0.00
81928 0.01000 110 GasInject 0.10 0.00 0.00
81928 0.00030 500 GasInject 0.30 0.00 0.00
81928 0.00030 50 GasInject 0.10 0.00 0.00
81928 0.00001 110 GasInject 0.10 0.00 0.00
81928 0.00001 110 GasInject 0.30 0.00 0.00
81928 0.00001 110 GasInject 0.10 0.00 0.00
81928 0.00001 110 GasInject 0.50 0.00 0.00
81928 0.00001 110 GasInject 0.10 0.00 0.00
81928 0.00001 110 GasInject 0.10 0.00 0.00

JET 81928Be 0.00001 15 GasInject 0.10 0.00 0.00
JET 81928Be 0.10000 55 GasInject 0.20 0.00 0.00
JET 81928Be 0.00030 70 GasInject 0.10 0.00 0.00
JET 81928Be 0.00030 70 GasInject 0.50 0.00 0.00

JET carbon wall 0.00030 600 ExpDecay 0.00 0.00 0.00
JET carbon wall 0.00030 600 ExpDecay 0.00 0.00 0.00
JET carbon wall 0.00030 600 ExpDecay 0.00 0.00 0.00
JET carbon wall 0.00030 600 ExpDecay 0.00 0.00 0.00
JET carbon wall 0.00030 600 ExpDecay 0.00 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.30 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.20 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.50 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.30 0.00 0.00
JET carbon wall 0.00001 150 GasInject 0.10 0.00 0.00
JET carbon wall 0.00010 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00030 110 GasInject 0.30 0.00 0.00
JET carbon wall 0.00100 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00030 110 GasInject 0.50 0.00 0.00
JET carbon wall 0.00316 110 GasInject 0.10 0.00 0.00
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Discharge Inj. time(s) Sim. time (ms) Scenario Ar C Be
JET carbon wall 0.01000 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00030 1 GasInject 0.10 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00001 110 GasInject 0.10 0.00 0.00

81928 0.00030 1000 GasInject 0.20 0.00 0.10
81928 0.00030 100 GasInject 0.00 0.00 0.30
81928 0.00030 100 GasInject 0.50 0.00 0.05
81928 0.00030 100 GasInject 0.50 0.00 0.10
81928 0.00030 100 GasInject 0.20 0.00 0.10
81928 0.00030 100 GasInject 0.20 0.00 0.00
81928 0.00030 100 GasInject 0.10 0.00 0.00
81928 0.00030 100 GasInject 0.49 0.00 0.00
81928 0.00030 100 GasInject 0.30 0.00 0.00
81928 0.00030 100 GasInject 0.20 0.00 0.00
81928 0.00030 100 GasInject 0.20 0.00 0.05
81928 0.00030 100 GasInject -0.00 0.00 0.10
81928 0.00030 100 GasInject 0.20 0.00 0.05
81928 0.00030 100 GasInject 0.49 0.00 0.05
81928 0.00030 100 GasInject 0.20 0.00 0.10
81928 0.00030 100 GasInject -0.00 0.00 0.20
81928 0.00030 100 GasInject 0.49 0.00 0.10
81928 0.00030 110 GasInject 0.20 0.00 0.30
81928 0.00030 50 GasInject 0.20 0.00 0.20
81928 0.00030 50 GasInject 0.10 0.00 0.20
81928 0.00030 50 GasInject 0.30 0.00 0.30
81928 0.00030 50 GasInject 0.10 0.00 0.30
81928 0.00030 50 GasInject 0.10 0.00 0.10
81928 0.00030 50 GasInject 0.30 0.00 0.10
81928 0.00030 50 GasInject 0.30 0.00 0.20
81928 0.00030 50 GasInject 0.20 0.00 0.10
81928 0.00030 50 GasInject 0.30 0.00 0.20
81928 0.00030 50 GasInject 0.30 0.00 0.30
81928 0.00030 50 GasInject 0.20 0.00 0.30
81928 0.00001 55 GasInject 0.00 0.00 0.10
81928 0.00030 100 GasInject 0.50 0.00 0.10

JET 79423 0.00030 100 GasInject 0.50 0.10 0.00
JET 79423 0.00030 100 GasInject 0.30 0.10 0.00
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Discharge Inj. time(s) Sim. time (ms) Scenario Ar C Be
JET 79423 0.00030 100 GasInject 0.30 0.30 0.00
JET 79423 0.00030 100 GasInject 0.10 0.10 0.00
JET 79423 0.00030 100 GasInject 0.10 0.20 0.00
JET 79423 0.00030 100 GasInject 0.10 0.29 0.00
JET 79423 0.00030 100 GasInject 0.50 0.00 0.00
JET 79423 0.00030 100 GasInject 0.20 0.05 0.00
JET 79423 0.00030 100 GasInject 0.10 0.29 0.00
JET 79423 0.00030 100 GasInject 0.50 0.00 0.00
JET 79423 0.00030 100 GasInject 0.20 0.00 0.00
JET 79423 0.00030 100 GasInject 0.50 0.05 0.00
JET 79423 0.00030 100 GasInject 0.20 0.20 0.00
JET 79423 0.00030 100 GasInject 0.20 0.10 0.00
JET 79423 0.00030 100 GasInject 0.20 0.29 0.00
JET 79423 0.00030 100 GasInject 0.10 0.00 0.00
JET 79423 0.00030 100 GasInject 0.20 0.00 0.00
JET 79423 0.00030 100 GasInject 0.30 0.00 0.00
JET 79423 0.00030 100 GasInject 0.30 0.10 0.00
JET 79423 0.00030 100 GasInject 0.30 0.20 0.00

JET carbon wall 0.00030 100 GasInject 0.10 0.20 0.00
JET carbon wall 0.00001 25 GasInject 0.00 0.30 0.00
JET carbon wall 0.00001 25 GasInject 0.00 0.30 0.00
JET carbon wall 0.00001 25 GasInject 0.00 0.10 0.00
JET carbon wall 0.00001 25 GasInject 0.00 0.20 0.00
JET carbon wall 0.00001 25 GasInject 0.00 0.20 0.00
JET carbon wall 0.00001 25 GasInject 0.00 0.30 0.00

81928 0.00010 110 GasInject 0.10 0.00 0.00
81928 0.00100 110 GasInject 0.10 0.00 0.00
81928 0.00001 110 GasInject 0.10 0.00 0.00
81928 0.01000 110 GasInject 0.10 0.00 0.00

JET carbon wall 0.00001 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00010 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.00316 110 GasInject 0.10 0.00 0.00
JET carbon wall 0.01000 110 GasInject 0.10 0.00 0.00
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Appendix B

A suitable collision operator must consider all the collisions among different kinds

of particles. In the general form, let a be the scatteree particle and b the scattered

particle, the collision operator can be written as:

Cab(fa, fb) = − ∂

∂v
· (Aabfa) +

∂2

∂v∂v
: Dabfa, (2)

where A and D are respectively the friction coefficient and the diffusion coeffi-

cient. The exact expressions for these coefficients reads [58]:

Aab = −Γab
(

1 +
ma

mb

)∫
d3wfb(w)

v−w

|v−w|3
, (3)

Dab =
1

2
Γab
∫
d3wfb(w)

1

|v−w|

(
I− (v−w)(v−w)

|v−w|2

)
, (4)

where the term Γab absorbs all the constants present in the kinetic equations:

Γab =
4πZ2

aZ
2
b e

4 ln Λ

m2
a

. (5)

Using such a model eventually leads, after algebraic and calculus manipulations

[59], to an equivalent form for the collision operator, known as the Landau form

of the Fokker-Planck operator:

Cab(fa, fb) =
1

2
Γab

∂

∂v

∫
d3wU(v,w) ·

(
∂

∂v
− ma

mb

∂

∂w

)
fb(w)fa(v), (6)

65



where u = v − w, u = |u| and the term U(v,w) = 1
u

(
I− uu

u2

)
is the scattering

tensor [60]. Adopting the approximation me/mi → 0 [61], the first term in (6)

dominates and the ion distribution acts like a delta function fi(w) ≈ niδ(w)

compared to the electron velocity scale. This results from electrons scattering

off ions, producing mainly an effect of angular deflection and lower order effects

for energy exchange1. The effect of such assumptions on the Landau operator is

to make it completely linear and by choosing a spherical coordinate system, it is

possible [62] [58] to get:

∂

v
· 1

v

(
I− vv

v2

)
· ∂
v

=
1

v3
2L, (7)

where 2L is the the angular part of the Laplacian operator and is called Lorentz

scattering operator. A further assumption that leads to the ultimate form for the

collisional operator and that is suitable for a fusion plasma, is to consider one

of the two species (e.g. b) to be Maxwell-distributed and at rest2. The rate of

deceleration of a species a particle due to the impact on a species b particle (called

slowing down frequency νabs ) is to be considered together with the deflection fre-

quency νabD associated to the rate of change in the direction of the velocity vector.

Also a frequency term for parallel velocity diffusion ν‖ has to be considered. The

collision operator is therefore simplified:

Cab(fa, fb) = νabdeflL(fa) +
1

v2

∂

∂v

[
v3

(
ma

ma +mb

νabslowfa +
νabdiffv

2

∂fa
∂v

)]
(8)

and the expressions for νabslow, νabdefl, ν
ab
diff can be found in [21].

1This scheme is the so-called Lorentz collision model, where the ions are supposed to be
immobile in the background.

2In the case of electrons and ions, just remember the assumptionmi →∞ and the consequent
small scale effects on energy exchanges in ion-electron collision.
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