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Abstract

This working paper investigates under which condititnagsitionscan
be removed from an automaton while preserving importanth&gis proper-
ties. The work is part of a framework foompositional synthesaf least re-
strictive controllable and nonblocking supervisors fordular discrete event
systems. The method for transition removal complementgqare results,
which are largely focused on state merging. Issues comggrtnansition
removal in synthesis are discussed, aadirection mapsare introduced to
enable a supervisor to process an event, even though trespornding tran-
sition is no longer present in the model. Based on the redliffsrent tech-



niques are proposed to remove controllable and uncontieli@ansitions,
and an example shows the potential of the method for pragtiohlems.

1 Introduction

Supervisory control theorjl 5] provides a general framework to compute least re-
strictive strategies to control a givgant such that its behaviour satisfies a given
specification Synthesis for systems with a large number of components is im-
peded by an inherent complexity problem knowrstete-space explosiorA lot

of research has been devoted to overcome the state-space expladimmprand
also to find more comprehensible supervisors [6,8,15,a8mpositionamethods
seek to avoid large state spaces usibgtraction and have been used in verifica-
tion [2,5] and synthesis [6,13,14]. In a system with a large numberrapoments,

it is often possible to simplify individual components before composing them with
the rest of the system, achieving significant performance improvementsrabe
ways to simplify components have been investigated in recent years.

Natural projectionis a standard and effective way to compute abstractions,
although strong restrictions need to be imposed to ensure the presenfation o
thesis results [4, 16]Observation equivalendd 2] andconflict equivalenc¢ll]
are well-known abstraction methods for nonblocking verification [5],fousyn-
thesis these abstractions can only be applied in combination with unobservable
events [9, 17], which limits their applicability.

Recently, frameworks for compositional synthesis based on abstracifons
nondeterministic automata have been proposed [6, 13, 14], in some tases s
ing substantial reduction of the number of states encountered duringesigith
This working paper seeks to enhance these methods by providing meansozer
transitions This is important, because for large systems, the number of transitions
may exceed the number of states by several orders of magnitude.

Compositional verification often uses observation equivalence foraabisin,
which allows for transition removal using the transitive reduction [3], tnseova-
tion equivalence does not necessarily preserve synthesis resyltsSiigervision
equivalencd6] allows for transition removal, but relies on additional state labels
that make some desirable abstractions impossible. The methods [13, 14] avoid
event hidinghat may cause problems in synthesis abstraction, but these approaches
make it difficult to remove transitions.

This working paper proposes some concrete means to identify transitidns tha
are redundant for the purpose of synthesis. These methods aik drasdser-
vation equivalence [12], but are more restrictive because of the toepictserve
synthesis results. It is also shown how to restore the removed transitionalitee



a synthesised supervisor to make control decisions based on a modelmatec
transitions.

This working paper is organised as follows. After the preliminaries in section 2
a framework to support transition removal in compositional synthesis isriszbe
in section 3. In section 4, a sufficient condition for transition-removingrabgon
is described, and in section 5, concrete methods to remove transitionsvane gi
and proven to be sound. Finally, section 6 demonstrates transition rensavglau
practical example, and section 7 adds some concluding remarks.

2 Preliminaries

2.1 Events and Languages

The behaviour of discrete event systems is described using eventsnaguoddges.
Eventsrepresent incidents that cause transitions from one state to anotheteand a
taken from a finite alphabét. For the purpose of supervisory control, this alphabet
is partitioned into the seét.. of controllableevents and the sét, of uncontrollable
events. Controllable events can be disabled by a supervisor, while tooltaivie
events occur spontaneously, and are prefixed by an exclamation harkk{is
paper. The specidermination eventv € ¥. denotes completion of a task, and
does not appear anywhere else but to mark such completions.

>* is the set of all finite traces of events from including theempty traces.
A subsetl, C ¥* is called adlanguage The concatenation of two tracest € ©*
is written asst. A traces € X* is aprefixof t € ¥*, writtens C ¢, if ¢ = su for
someu € ¥*. ForQ2 C ¥, thenatural projectionPq: ¥* — Q* is the operation
that removes from tracesc ¥* all events not irf2.

2.2 Finite-State Automata

Discrete event systems are typically modelled as deterministic automata, but non-
deterministic automata may be obtained as intermediate results from abstraction.

Definition 1 A (nondeterministic) finite-state automaton is a tugle- (X, Q, —,
Q°), whereX is a finite set of events) is a finite set of statesy C Q x ¥ x @
is thestate transition relationand@® € @ is the set ofnitial states

The transition relation is written in infix notatian = y, and is extended to
traces inx* by lettingz < z for all z € Q, andz 2% z if « > y andy > =z for
somey € Q. Furthermorez - meanst - y for somey € @, andz — y means

z - y for somes € $*. For an alphabe® C %, the notation: % y means: % y



for someo € Q, andG > = meansg® > z for someg® € Q°. Thelanguage
of automatonG' is £(G) = {s € ¥* | G > 1. Finally, G is deterministi¢ if
1Q°| < 1, andz % y; andz 5 3, always impliesy; = vo.

A special requirement is that states reached by the termination ewvémnot
have any outgoing transitions, i.e.if> y then there does not existe X such
thaty Z,. This ensures that the termination event, if it occurs, is always the final
event of any trace. The traditional set of marked stat€¥’is= {z € Q | z > }in
this notation. For graphical simplicity, states(dy are shown shaded in the figures
of this paper instead of explicitly showingtransitions.

When multiple automata are brought together to interact, lock-step synchroni-
sation in the style of [7] is used.

Definition 2 Let G; = (X1,Qq,—1, Q) and Gy = (X9, Q,, —5, Q5) be two
automata. Theynchronous compositiaf G; andG, is

G(l || G2 — <Zl U 22)@1 X Q27_>a Q? X Q§> (1)

where

(z,y) 2 (2", y)if o €SNy, & D12, y Doy
(z,y) N (2 y)ifo e\ e, x 2
(z,y) 2 (x,y)if o €Xa\ 31, y Sy
2.3 Supervisory Control Theory

Givenplantandspecificatiorautomatasupervisory control theorjd 5] provides a
method tosynthesisa supervisorthat restricts the behaviour of the plant such that
the specification is always fulfilled. Two common requirements for this sigmrv
arecontrollability andnonblocking

Definition 3 Specification’ = (X, Q ., =, Q%) is controllablewith respect

to plantG = (X, Qq, =, Qg if, for every traces € X%, every stater € Qr,

and every uncontrollable evente ¥, such thatx’ = z andG =%, it holds that
U

T —K.

Definition 4 An automator? = (X, @, —, Q°) is nonblockingf, for every state
r € Q and every trace € (X \ {w})* such thatp° > =z, there exists a trace
t € ¥* such that: . Two automatas; andG, arenonconflictingf Gy || Gz is
nonblocking.



For a plantGG and specificatior, it is shown in [15] that there existslaast
restrictivecontrollable sublanguage

supCe(L(K)) € L(K) ()

such thatsupCq(L(K)) is controllable with respect t&' and nonblocking, and

this language can be computed using a fixpoint iteration. This result cagfdre r
mulated in automata form, using an iteration on the state set. The synthesis result
for an automatorts is obtained by restrictings to a maximal set of controllable

and nonblocking states.

Definition 5 Therestrictionof G = (X,Q,—,Q°) to X C QisG|x = (¥,Q,
—x,Q°NX) where— x = {(z,0,y) € > |z,y € X }.

Definition 6 [10] LetG = (%, @, —,Q°) be an automaton. Th&ynthesis step
operatorO: 2¢ — 29 for G is defined by9s(X) = OZ™(X) N O (X),
where

OF™(X) = {x € X |2 %% yimpliesy € X } ; ®
@Iéonb(X):{:I:EX|l't—w>|X forsometez*}. (4)

Theorem 1 [10] LetG = §27 Q,—,Q°). The synthesis step operatoy; has a
greatest fixpoingfpOc = ©¢ C Q. If the state sef) is finite, then the sequence
XY = @, X" = 0¢(X?) reaches this fixpoint in a finite number of steps, i.e.,

O = X" for somen > 0.
Definition 7 Thesynthesis resufor G = (X, Q, —, Q°) issupCN (G) = G@G.

Theorem 2 LetG = (3, Q, —, Q°) be a deterministic automatosupCN (G) is
the least restrictive subautomaton@fthat is controllable with respect 1@ and
nonblocking.

The synthesis operatenpCA performs synthesis for a plant automaténA
simple transformation [6] exists to transform problems that also involve specifi
tions into the plant-only control problems considered in this working paper.

The result of the synthesis operator is an automait@d@ N (G) or a language
L(supCN(G)), which describes the behaviour of a controlled system. In practice
this is implemented as supervisorthat decides which controllable events are to
be enabled or disabled in a given state. In this paper, a supervisor is a map

S:¥* = {0,1} . (5)
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Figure 1: Example of transition removal.

If S(so) = 0 for somes € X* ando € 3, then the supervisor disables the
controllable event after observing trace, otherwise it enables. This results in
the following closed-loop behaviouf(S/G) of the plantG under the control of
Supervisoss:

L(S/G) ={s € L(G)[S(s)=1}. (6)

A supervisor can be constructed naturally from a language X*, by letting
Sr(s) = 1ifand only if s € L. For such a supervisor to be feasiblemust be
controllable [15].

3 Compositional Synthesis

Many supervisory control problems can be presented as a set ofciimgraom-
ponents. Then the synthesis problem consists of finding the least restdoti-
trollable and nonblocking supervisor for a set of plants,

G ={G1,Ga,...,Gn}. (7)

Compositional synthesexploits the modularity of such systems and avoids build-
ing the complete synchronous product. Individual componéftare simplified

and replaced by smaller abstractiods. Synchronous composition is computed
step by step, abstracting again the intermediate results. Eventually the tinssrac
result in a single automatof, the abstract description of the system (7). Once
found, H is used instead of the original system to calculate a synthesis result that
leads to a solution for the original synthesis problem (7).

Individual componentsy; typically contain events that do not appear in any
other componen&; with j # i. These events are calldédcal events In the
following, the set of local events is denoted y and{2 = ¥ \ Y denotes the
non-local orsharedevents. Local events are helpful to find abstractions and are
parenthesised in the figures.

This paper focuses on abstractions that remove transitions from an atoma
This leads to a problem, because it is no longer obvious how to construpea s
visor from such an abstraction. After removal of transitions it is not dieav a
supervisor can enact control over the events labelling the removeditvass



Example 1 Consider automaté” and 7" in figure 1 with¥, = T = {lv}.
Automaton H is obtained by removing, — ¢». Although H is an appropri-
ate abstraction of7, as explained below in example 2, the superviSegr =
supCN (H || T) disables event in the initial state, and therefore is not a least
restrictive supervisor fo || T'.

To solve this problem, the models (7) are augmented tegmection maphat
contains the information needed to finally implement a supervisor.

Definition 8 A synthesis paifs a pair(G; D), where
e G ={G1,Go,...,G,}Iis aset of uncontrolled plant automata;

e D: ¥* — ¥*is a prefix-preservingedirection mapi.e., a map such that
s C timpliesD(s) C D(t).

Synthesis pairs are a variantsyithesis triplegl 3] that collect all the informa-
tion needed for the transition-based abstractions considered in this yq&per.
The compositional synthesis algorithm manipulates synthesis pairs. Eachair
resents a partially solved synthesis problem, consisting of the plant idddie
controlled and the redirection map, which maps each input traceaccepted
by the original plant before all abstractions, to a trace accepted by tinentu
abstracted planf. A solution to the abstracted synthesis problénsan be in-
terpreted as a supervisor for the original plant by taking the redirectigninta
account.

Definition 9 For every synthesis paig; D), define the represented supervisor
mapSg.p): ¥* — {0,1} as follows:
{1, if D(s) € L(supCN(G)); ®)

Sc =
@)(5) 0, otherwise.

Compositional synthesis starts by converting a control problem such isd7
a synthesis paifGy; id) whereGy = {G1,Gs,...,G,} and id: ¥* — X* is the
identity map, i.e, ids) = s for all s € ¥*. This initial synthesis pair is repeatedly
abstracted such that the supervisor obtained from the abstraction rensaiogion
for the original problem. To ensure this property, each new synthesiageds to
be synthesis equivaletd the previous pair.

Definition 10 Two synthesis pair§G;; D;) and (Go; D) are calledsynthesis
equivalenwith respect to plant:, written (Go; D2) ~gynth,c (G1;D1), if L(S(g,:p,)/G) =



L(S(g,:p,)/G). Furthermore(G; D1) and(Ge; D2) are synthesis equivalent, writ-
ten (Go; D2) ~eynth (G13D1), if (G2;D2) ~eynen, (G1;D1) for every automa-
tonG.

Compositional synthesis terminates or¢e= {H} consists of a single au-
tomaton representing the abstracted system description. The followingaesu
firms that the closed-loop behaviour obtained in the end is equal to a solation f
the original synthesis problem.

Proposition 3 LetGy, = {G4,...,G,} be a set of automata, and (€t;; Dy.) be a
synthesis pair such thé@o; id) ~gyntn,g, (Gr; Dk). Then

L(8(g,;m4)/90) = L(supCN (Go)) - )
Proof. For (Gy;id) it follows from definition 9 that

S i (8) = 1, if s € L(supCN(Go))
(Gosidh\2) = 0, otherwise.

By (6), it follows thatﬁ(S(gmid)/go) ={s € Gy |se L(supCN(Gy))}, which
implies £(5,g, id)/%) = L(supCN (Gp)). Then it follows from definition 10 that
£(8(6,00)/G0) = L£(S g, idy/G0)) = L(5upCN (Go))- 0

(10)

4 Transition-Wise Synthesis Equivalence

Several methods are known to abstract synthesis pairs such that themaimb
states is reduced [6, 14]. The abstractions are performed by manipulaiataths
and transitions of individual automata, such that synthesis equivalepiasisrved.
To allow for transition removal, state-wise synthesis abstraction, which is@ap
case of a definition from [14], is augmented by a transition-based comcdpfi-
nition 12.

Definition 11 LetG = (X,Q,—¢,Q°) andH = (3,Q,— g, Q°) be two au-
tomata. H is astate-wise synthesis abstractiohG with respect toY C ¥, if it
holds for all automatd’ with X7 N Y = () thatO ¢ € O g7

Definition 12 LetG = (X,Q, —¢,Q°) andH = (X,Q, —y, Q°) be two auto-
mata. H is atransition-wise synthesis abstractioh G with respect tof' C 3 if
for every transition: 2 y there exist, u € T* such that:

tPq(o)u

() 2z —ny;



(i) for all automatal’ such thatr "Y' = () and all transitiongx, x7) %QGHT

tPq(o)u

(y,yr) of supCN (G || T) it holds that(z, xp)  — (y,yr)-

|éH|\T

Definition 13 Two automatas and H are state-wise (or transition-wisgynthesis
equivalentwith respect tdY, if G is a state-wise (or transition-wise) synthesis ab-
straction ofH with respect to’ andH is a state-wise (or transition-wise) synthesis
abstraction of> with respect toY.

Although closely related, state-wise and transition-wise synthesis equiealen
are independent concepts. If an abstraction is obtained by transitiovakrae
considered in this working paper, then transition-wise synthesis abstraotdies
state-wise synthesis abstraction in only one direction.

Lemma4 Let H = (X,Q, — g, Q°) be a transition-wise synthesis abstraction of
G =(X,Q,—¢q,Q°) with respect toY C ¥ such that»; C —. ThenH is a
state-wise synthesis abstraction(af

Proof. LetY = QU T, and letl’ = (X, Qp, =7, Q%) be an automaton such
thatSr NY = . To prove thaBg)r € O 7, it is shown by induction om > 0
that@G”T - XIZTHT = @nHHT(Q X QT)

Base casen = 0. Clearly©¢yr € Q x Qr = 6% 1(Q x Q1) = Xpy 1.

Inductive step.Let (z,z7) € éG”T for somen > 0. Itis to be shown that

1 _ _ n nonb

(z,27) € X = Omr(Xfyr) = ORI (X i) N ORI (X 1)-

To see thalw,z7) € OPI(Xf ), letv € Ty, such that(z, x7) > pgr
(y,yr). From— C — 4, it follows that(z, x7) i>GHT (y,yr). Since(x,z7) €
Ogr andv € %, it follows that (z, z7) %GGHT (y,yr). By definition 13,

tPq(v)u

there exist, w € Y* such thaf(x, z7) " \0mr (y,yr). Thisimplies(y, yr) €

éHHT - @T;{HT(Q X Qr) = X As v and(y, yr) were chosen arbitrarily, it
follows that(z, z7) € ©51% (X7 7). )
Furthermore, to see thét, zp) € @’I‘{O‘T}’(XEHT), note that(z, zr) € Ogr

tw

means(z, xp) — for somet € ¥*. By inductive assumption, it follows that

[SETT
(z, 27) glxﬂw’ which by definition implieg, v7) € ©2(X 7 ). O

To preserve transition-wise synthesis equivalence after removal afisition,
definition 12 requires the existence of a so-calledirection paththat links the
source and target states of the removed transition. A redirection patlamsition



. . P, .
x > y with respect toY is a pathz ! Q—(UQu y such that, v € T*. Using these

paths, the redirection map is constructed to replace the removed transititre by
matching redirection paths. This enables the supervisor to make contrsibasc
about the removed transitions.

Example 2 Consider again the automata in figure 1. Transitigr— ¢» can be
removed from, producing the state-wise and transition-wise synthesis equivalent
automator. From this abstraction, a redirection m@p ¥* — X* is constructed
whereD(as) = lyas for all s € £* andD(s) = s for all s such thatx is not a
prefix of s.

If G in figure 1 is placed in a larger system, say= {G,T'}, then the syn-
thesis pai(G;id) is synthesis equivalent {¢<; D) whereH = { H,T'}. Although
the supervisolSy = supCN (H || T') obtained forH cannot directly be used to
control the original plant, this becomes possible in combination with the redi-
rection mapD. As D(a) = lya € L(supCN (H || T')), the supervisor computed
for (#, D) will enable the controllable eventin the initial state, in the same way
as a supervisor computed for the original system

It is shown in the following that a redirection map as shown in example 2 can
be constructed in all cases where transition removal applied to a comperals
in a state-wise and transition-wise synthesis equivalent abstraction. fBirst,
redirection map constructed for individual automata to be used in the carftaxt
synthesis pair, it must be extended to the complete alphabet.

Definition 14 LetX; C X,. Theextensiorof a prefix-preserving map; : £j —
Y1isDy: X5 — X3, defined by

Ds(e) = Dy (e) (11)
DQ(S)t, if o e >, Dl(le (S)) = S/,
DQ(SU) = andD; (le (SO’)) = S/t/; (12)
Ds(s)o if o ¢ 3.

A redirection mapD; is extended by copying the additional events without
change at the appropriate position into the output stream. The exteBsidm
well-defined if D, is a prefix-preserving map. In the following, if the alphabets are
clear from the context, a prefix-preserving map is identified with its extenaruh
Dy andD,, are both denoted L.

For a redirection map to form a synthesis equivalent pair, it must satisfy the
following property of being synthesis-preserving, which is closely rdlatestate-
wise and transition-wise synthesis equivalence. A map satisfying this eegerirt

10



can be constructed in all cases where a component is replaced by wistatnd
transition-wise synthesis equivalent abstraction resulting from transéiooval.

Definition 15 Let G and H be two automata. A map: ¥* — ¥* is called a
synthesis-preserving redirection mapm G to H with respect tof’ C X if for all
automatdl” such thatl; N'Y = () and for alls € (X U Xp)*, it holds that

supCN (G || T) % (z, ) ifandonlyif supCA(H || T) 2 (2, 27) . (13)

Proposition 5 LetG = (3,Q, —,Q°) andH = (X, Q, — y, Q°) be state-wise
and transition-wise synthesis equivalent with respecft@ 3, and let— g C
— . Then there exists a synthesis-preserving redirection map #¢amH with
respect tar.

Proof. LetX = QU Y. SinceG and H are transition-wise synthesis equivalent,
for every transitionz % y there exists a tracé(z, o) = tPqo(o)u Wheret,u €

T* satisfy the conditions (i) and (ii) in Definition 12. Then construct the prefix-
preserving maf: ¥* — X* as follows:

D) =¢ (14)

D(to) = {D(t)d(%a), itG 45

. (15)
D(t)o, otherwise .

Now letT = (X, Qp, —, Q%) be an automaton such thaf N T = (. Thend
is extended t& U X by lettingd(z, o) = o forall o € 7\ X, and the extension
of D to (X U Xp)* is given by:

D) =¢ (16)
e~ PR Ps(9)
Dlto) = D(t)d(z,o0), IfG —> xr = 17)
D(t)o, otherwise .

Note that condition (i) in definition 12 ensures tHatPx(s)) € L£(G) implies
Px(s) € L(G). Furthermore, for alk = o1 - - - 0, such thatPx (s) € L(G),

D(s) = d(xg,01)d(x1,02) - d(Xp—1,0n) (18)
whereG 757 11t remains to be confirmed tha satisfies definition 15.
Therefore, lek =01 ---0, € (XU Xp)*.

First assume thatupCA (G || T) > (x,2T). Then there exists a pathi ||

15 [ g (&
T = (20:20) Pog, @01 Do, Plog, (@) = (@.27).

11



O

Consider som& = 1,...,n. If o € X, then since(x, ,,z% ) =5
()4 it follows by definition 12 that(z, ,,af ) ") (ay, ). i

g

or € X7\ X, thend(zy_1,0) = o and (z,_,, 2t ) =5 (z,,z1) as

1O T

(z_1.2F_1), (zy,2F) € Ogyr = Opyr sinceG and H are state-wise syn-
€

thesis equivalent. Combining these paths for= 1,...,n givesH || T —

d(zo,01) d(z1,02) d(xn—1,0n) .
T 2 T 4 e . T -
(xg, ) 1017 (xq,x7]) O Oz (z,,,x; ), and this im

plies by (18) thatupC A (H || T) 2% (z,,27) = (x,27).

Conversely assume thaipCN (H || T') D—(SQ (z,27). Note thatD(Px(s)) =
Px(D(s)) € L(H) C L(G), which impliesPx(s) € L(G). By (18), there ex-
. d(zo,01) d(z1,02) d(zn—1,0n)
ists a pathH || T" = (zg,2d) 0 ‘1@HHT (zq,2T) ! ‘ZéHHT ! .

(z,,2) = (x,27) such thatD(s) = d(xg,01)---d(xn_1,0,). Considerk =

n»'n

1,...,n. f o € %, thenz_1 B 21, and sincel’ does not synchronise on the
events introduced by, this implies(z,_,, 27 ;) Z¢yr (z,,21). Then, given

(xk_l,xf_l),(xk,:rg) € éHHT = ég||T, it follows that(xk_l,wg_l) glécuzﬂ
(2, x;{). Otherwise, ifo, € X7 \ X, thend(z,_1,0%) = o1 and it follows from

Our = Ogr that(z;_, 2t ;) % (z,,x1). Combining these transitions

|éG|\T
fork = 1,...,n givesG | T > (zq,2}) g\éaw "#@G”T (z,,zl), ie.,
supCN (G | T) = (2, 27) = (z,27). O

The following proposition confirms that a synthesis-preserving redimreatiap
can be used to construct a synthesis equivalent pair.

Proposition 6 LetG = {Gi,...,G,} and letH = {H1,Gay,...,G,} where
Gi = (%,,Q,,—,;,Q), and letD, : ¥7 — X} be a synthesis-preserving redirec-
tion map fromG; to Hy with respect toY C ¥; such thatY N ¥y = -+ =
TN, =0.Then(G; D) ~gntn (H; D1 o D) for every prefix-preserving map.

Proof. LetS; = Sg,.p) andSs = Sg,.p,0p), 61T = G2 || --- || Gir, @nd let
G be an automaton. It is to be shown thi@t D) ~yninc (H; D1 o D) based on
definition 10.
First, lets € £(S1/G). Thismeans € £(G) andD(s) € L(supCN (G1]||T)).
SinceD(s) € L(supCN (Gy || T)), it follows thatG, || T' %Q@G e SinceD;
1
is a synthesis-preserving redirection map, it follows by definition 15 Hat|

T P2 .. which impliesD: (D(s)) € L(supCA/(H, | T)). Since alsos €
1

12



L(G), it follows thats € £(S,/G).
Conversely, let € £(S2/G). This meansD;(D(s)) € L(supCN (H; | T))
ands € L£(G). SinceD;(D(s)) € L(supCN (H,||T)), it follows thatsupCN (H, ||

T) Dlﬂs)). SinceD; is a synthesis-preserving redirection map, it follows by

definition 15 thatupCA'(G1 | T) 2, which impliesD(s) € £(supCA (G4 ||T)).
Since als € L(G), it follows thats € £(S1/G). O

After removing some transition from a componént € G, by proposition 5
it is possible to construct a synthesis-preserving redirection map, abyfht
state-wise and transition-wise synthesis equivalence are satisfiedoBysgtion 6
this results in a synthesis equivalent pair. The following theorem combiess th
results and shows that synthesis results can always be preservaedeptacing
a component by a state-wise and transition-wise synthesis equivalergciios
resulting from transition removal.

Theorem7 LetG = {G4,...,G,} andH = {H;,G,,...,G,} such thatG,
and H; are state-wise and transition-wise synthesis equivalent with resp€ctto
Yiysuchthaf N¥y =--- =TNXE, =0 and—y, C —,. Then there exists
a synthesis-preserving redirection m2p from G to H; with respect toX’ such
that(G; D) ~gynth (H; D10 D).

Proof. This follows directly from proposition 5 and proposition 6. O

5 Transition Removal Abstraction

According to theorem 7, synthesis results are preserved if transitiorvatinoa
component results in a state-wise and transition-wise synthesis equiabigreac-
tion. This section proposes some concrete methods to construct succabss,
based on the idea of observation equivalence.

5.1 Observation Equivalence

Observation equivalenaar weak bisimilarityis a well-known general abstraction
method for nondeterministic automata [12]. It can be implemented by simple al-
gorithms, and its application in compositional verification can substantially eeduc
the state space [5]. The idea of observation equivalence is to identifynarge
states with the same future behaviour.

Definition 16 LetG = (X, Qq, =, Q) andH = (X, Qy, — 4, Q) be two
automata with> = QU Y. ThenG andH areobservation equivalemnith respect

13
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Figure 2: H is observation equivalent {@, but not a synthesis abstraction.

to T, written G =~ H, if there exists an observation equivalence relationc
Q¢ x Qg, i.e., arelation such that
. o . tPq(o)u
o if x¢ = xy andzg —¢ ya, then there exist, u € Y* such thatty —pg
YH,

. . tP
o if ¢ ~ zy andzy > v, then there exist u € YT* such thateg Q—(UQC?

ya,
o for eachgy. € Q¢ there existgy; € Q3 such thayg, ~ ¢%;, and vice versa.

Observation equivalence is tested based on the transitive closure otéhevent
transitions [1]. The number of transitions can be substantially reduceolisyder-

ing only the transitive reduction. More precisely, a transitiof y is observation
equivalence redundaind can be removed [3] if the automaton contains a match-
ing redirection path.

Definition 17 LetG = (X,Q, —¢,Q°) andH = (X,Q, — g, Q°) be two auto-

mata withY = QU T and—y C —. AutomatonH is a result ofobservation

equivalence redundant transition remoWam G with respect toY, if for all tran-
. o . tPq(o)u

sitionsz —¢ y there exist, v € T* such thatt —p

Proposition 8 Let G = (3,Q,—,Q°), and letH = (X,Q,—y,Q°) be a

result of observation equivalence redundant transition removalavith respect

toYT C X. Thenit holds that; ~ H.

Observation equivalence redundant transitions can be removed wigerping
observation equivalence, which in turn ensures preservation of mosbtahggic
properties [3, 12]. Unfortunately, this does not include synthesivalguice [14].

Example 3 Consider automat&, H, andT in figure 2. The uncontrollable tran-

sition ¢ L qs is observation equivalence redundant with respecf te- {;3}.
Removing it producedi. In G and H, the uncontrollable evertt leads to the
blocking statey;. With H, blocking can be prevented by disablifgleaving only

the initial state. But with’#, the uncontrollable transitiog L g3 produces an

14



empty synthesis result. The téStdemonstrates th& and H are not state-wise
synthesis equivalent sin€gis not a state-wise synthesis abstractiorof

This counterexample shows that in general synthesis equivalence jsaiot
served by removing observation equivalence redundant transitmag{ra restric-
tions need to be imposed.

5.2 Uncontrollable Redundant Transitions

In example 3, if the local evert was uncontrollable, then the resultant abstrac-
tion H would be a transition-wise synthesis abstractiorGof This suggests to
interpret an uncontrollable transition as redundant if the local transitised in
the redirection path are also uncontrollable.

Definition 18 LetG = (X,Q, —,Q°) andH = (X,Q, —y, Q°) be two auto-
mata withY = QU Y and— i C — . AutomatonH is a result ouncontrollable
redundant transition removdtom G with respect tdY', if the following conditions
hold for all transitions: 2 ¢ .

(i) If o € Z.thenz S g .

(i) If o € ¥, then there exist,u € (T N X,)* such that: tPQ—(UQHu Yy

The transitions present i o but not in— g in definition 18 are calledncon-
trollable redundantransitions. These transitions can be removed while producing
a synthesis equivalent abstraction.

To prove the viability of uncontrollable redundant transition removal, it is
shown in the following two lemmas that the method always yields a state-wise
and transition-wise synthesis abstraction. Then it follows by theorem a tteati-
rection map can be constructed to give a synthesis equivalent pair.

Lemma9 Let H = (¥, Q, — y, Q°) be aresult of uncontrollable redundant tran-
sition removal fromG = (X, Q, — g, Q°) with respect tof' C . ThenG and H
are state-wise synthesis equivalent with respedt.to

Proof. LetY = QU T, and letT = (X7, Q,—,Q°) be an automaton such that
YN T = (. Itis to be shown thabqr = O -

(i) Firstly, to see thaBgr C O, it is shown by induction om > 0 that
O¢|r € X = @nHHT(Q X Qr)-
Base caseClearlyOqyr C Q x Qr = 0%r(Q x Qr) = X},

15



(ii)

Inductive step Assume@GHT C X}, for somen > 0, and let(z,z7) €
Ogr- It remains to be shown thdt:, z7) € Xp™ = Oyr(Xy) =
O (Xfy) N OIIR(X ).

To see thatz, z7) € OFM.(X7), letv € B, and (z, 1) “myr (y,yr)-
Since—p C —, it follows that (2, z1) “gr (y,yr). Since(z,z7) €
O¢|r andv € %, it follows by controllability and by inductive assumption

that (y,yr) € éG”T C X}, and sincev € ¥, was chosen arbitrarily, it
follows that(z, z7) € ©Fi7(XF;).

Next it is shown thatz, o1) € OiR(X];). Since(x,z7) € O¢|. there
exists a path

(z,27) = (aco,xg) g\@GHT %*\QGHT (;vk,,xg) gléch (mk+1,x£+1) .
(19)
Consider a transitiorz, ,,z] ) %@G“T (z,2]) in (19). Ifo; ¢ %

or 7,y 2y x4, then clearly(z;_1,2f ) Suyr (z;,2f), and by induc-
tive assumption it follows thatw,_,z} ), (z,,2]) € Ogyr C X3, ie.,
(1,2 1) Duyr xp (x,a]). Otherwiser; ¢ a; is an uncontrol-

lable redundant transition, and by definition 18 there exist traces <

(¥, N T)* such thatr;_; “P“(—%“l z;. SinceXp N'Y = 0, it follows

tiPao(op)u . A
that (z,_;, 2} ;) " =Sg|r (z,2}), and sincg(z,_;,z] ;) € Ogr and
. - tiPo(oy)w
t1Po(07)w € X%, it follows by controllability that(z; ,,zf ;) Ocr
: : : P
(z,2T). Then by inductive assumptiofr, |, 27 ) " ”(—Uﬂ);?g (z),2]).
Combining these paths for all transitions in (19) gives trages., ...,
ti, Uk, ter1 € (X, N'Y)* such that
t1Pq(o1)u tx Po(ok)u
(z,27) = (xo,onT) ' Q—iHHIT Xz * UH\TT |X7
Ty 1w T
(T 21) w7 1x3 @hg1s Tpn) 5
which implies(z, x7) € ©FPR(X 7).
It has been shown thét, z7) € O (X7;) N O (XF) = X5

Conversely, to see thadr C Ogr, it is shown by induction om > 0

Base caseClearly© - € Q x Qr = 0gr(Q x Qr) = X2.
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Inductive step Assume@HHT C X@ for somen > 0, and let(x, z7) €
Opyr- It remains to be shown thdt, z7) € XA = Qg r(X2) =
ORL(XE) N O (X 7).

To see thafz, z7) € OFPL(X), letv € X, and(z, x7) gy (4, yr)- If
v ¢ Y orz =y y, then clearly(z, z7) S gy (y.y7), and sincgz, 2T) €
O andv € %, it follows by controllability that(y,y”) € © ;. Other-

wisez —¢ y is an uncontrollable redundant transition, and by definition 18

there existt,u € (X, N Y)* such thatr tPQ—(UQ;} y. SinceXr N YT = 0,

it follows that (=, 27) tP“—(U%fIL”T (y,y1), and sincetPo(v)u € X and

(z,27) € Oy it follows by controllability that(y, y”) € ©gyr. In both
cases by inductive assumption, y7) € éHHT C X@, and sincev € ¥,
was chosen arbitrarily, it follows thét, 27) € @CGOﬁl;(Xg).

Next it is shown thatz, z7) € @gﬁ@?(Xg). Since(z, xr) € éHHT’ there
exists a pathz, z7) %GHHT. Since—y C —(, it follows by inductive

assumption thatz, xr) t—°J>|Xg. Hence(x,zr) € @gﬁ‘nTb(Xg).

It has been shown thét, z7) € OFIL(XE) NOFIR(XE) = xgt o
Lemma 10 Let H = (X,Q,—py,Q°) be a result of uncontrollable redundant
transition removal fronG = (3, Q, — 4, Q°) with respect tol’ C . ThenG
andH are transition-wise synthesis equivalent with respedt.to

Proof. It must be shown thatr is a transition-wise synthesis abstractionfof
and vice versa. Condition (i) in definition 13 follows immediately from defini-
tion 18. To show condition (ii), leE = QU Y, and letT’ = (X7, Q, —, Q°) be an
automaton such thaly N Y = 0.

First, let(z, z7) E%GHT (y,47). By lemma 9 it holds thatz, z7), (y, y*) €

Omr- If o ¢ Sorz Sy y, then clearly(z, 27) S 7 (y,y"), which implies
(z,2T) £>|éH||T (y,y") and(z, 2T) PT((LRTE;I){”T (y,y7). Otherwiser %¢ vy is
an uncontrollable redundant transition, and by definition 18 therefexist (X,N
T)* such thatr tPQ—(UQ;} y. SinceXy N T = 0, it follows that (z, 27) tPQ—(UQIf;”T

(y,y"), and sincez, 2T) € éHHT andtPq(o)u € X7, it follows by controllabil-

ity that (z, ) 23"

1O T
tPo(o)u T
|@H\|T (y7y )

(y,y"). Thus, in both cases, there exist. € T* such

that(x, z7)

17



Figure 3: H is observation equivalent 1@, but not a synthesis abstraction.

Conversely, lefz, z7) S‘éHHT (y,y’). Since—py C —, it follows that
(xvxT) £>GHT (yayT) Also (x’xT 7(y7yT) € éHHT = éGHT by lemma 9,

which implies(z, 27) iﬂéw (y,y’). Then lett = ¢ andu = Py (o), and it
follows that(z, z7) tPQ—(@‘%GHT (v, y").
Thus,G and H are transition-wise synthesis equivalent. O

Theorem 11 Let H = (X,Q,— g, Q°) be a result of uncontrollable redundant
transition removal fronG = (3, Q, —, Q°) with respect tol’ C . ThenG
andH are state-wise and transition-wise synthesis equivalent with resp#ct to

Proof. Follows directly from lemma 9 and lemma 10. d

5.3 Controllable Redundant Transitions

For uncontrollable events, an uncontrollable redirection path guarana@sgion-
wise synthesis equivalence. Unfortunately this idea does not worlofdratlable
events.

Example 4 Consider automatot in figure 3 whereY = {~,!v} and!v is the
only uncontrollable event. Transitiapy — ¢ is observation equivalence redun-
dant because afy 3 ¢. Its removal results iff. In both G and H, the con-
trollable eventy must be disabled in the initial state to prevent blocking via the
uncontrollable evenity. However, after disabling, termination is no longer pos-
sible in H, yet it remains possible i6 via gy — ¢2. The testl’ demonstrates that
H is not a state-wise synthesis abstractioi-of

In example 4, the redirection paty -5 ¢» contains the statg;, which is
unsafe due to its outgoing uncontrollabletransition. This suggests to disallow
redirection paths with uncontrollable events enabled along them. Howeeer, th
following example shows that this is hot enough.
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Figure 5: Different redirection paths after the event of a removeditiams The
transitions to be removed are marked by double-line strike-through.

Example 5 Consider automat& and7 in figure 4 wherél' = {~} and!v is the
only uncontrollable event. Transitiapy — ¢ is observation equivalence redun-
dant because afy %% ¢», and its removal results ifi. In H || T, the controllable
eventy must be disabled to prevent blocking via the uncontrollable ekenBy
disablingy, state(q,, ¢ ) becomes unreachablesnpCN (H | T'), but it remains
reachable irupCN (G || T). The testl’ demonstrates tha& and H are not tran-
sition-wise synthesis equivalent &sis not a transition-wise synthesis abstraction
of H.

The situation in examples 4 and 5 can be avoided by not allowing any control-
lable events on a redirection path except for the event of the removeditiman
However, the following counterexample reveals that one more conditioreiecle
to guarantee a correct abstraction.

Example 6 Consider automato; in figure 5 wherez,, = YT = {!u, lv}. Tran-

sition ¢y — ¢3 is observation equivalence redundant becajds!éﬂf qs- Let Hy

be the result of removing the transitign — ¢3. In bothG, and H;, the control-
lable transitiong; = ¢, must be disabled to avert blocking via the uncontrollable
event!v. Removing this transition makeg unreachable isupCN (H; || T), but

it remains reachable isupCA (G || T). The testl’ demonstrates that; and H;

are not transition-wise synthesis equivalen€ass not a transition-wise synthesis
abstraction off;.

Example 6 shows that there is a problem with uncontrollable local eatets
the event of a removed transition on a redirection path. The problem @iaepib
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there are no further events after the removed event, as in autodatorfigure 5.
This leads to the idea @ntrollable prefix-redundarttansition removal.

Definition 19 LetG = (X,Q,—,Q°) andH = (X,Q, —y, Q°) be two auto-
mata withY = QU T and— y C — . AutomatonH is a result ofcontrollable
prefix-redundant transition removétom G with respect toY, if the following
conditions hold for all transitions > v.

(i) If 0 € 2, thenz S g .

(i) If o € X then there exists € (T N X,)* such that: 72, 4.

To prove the viability of controllable prefix-redundant transition removas it
again shown that the method always yields a state-wise and transition-wtbe-sy
sis abstraction.

Lemma 12 Let H = (¥, Q, — g, Q°) be a result of controllable prefix-redundant
transition removal fronG = (3, Q, — 4, Q°) with respect tol’ C . ThenG
andH are state-wise synthesis equivalent with respedt.to

Proof. LetX = QU Y, and letT = (37, Q,—, @°) be an automaton such that
YrNT = (. Itis to be shown tha®qr = O 7.

(i) Firstly, to see thaBgr C Or, it is shown by induction om > 0 that
Ocr € X = O%r(Q x Qr).
Base caseClearlyOgr € Q x Qr = 0%r(Q x Qr) = X§.

Inductive step Assume@GHT C X}, for somen > 0, and let(z,z7) €
Ogr- It remains to be shown thdt:, z7) € Xp = Oyr(Xy) =
O (X ) N OB (X ).

To see thatz, z7) € @?ﬁ%(){}"}), letv € ¥, and(x, z7) £>H||T (y, yr)-
Since— C —¢, it follows that (2, z1) g r (y,yr). Since(z,z7) €
O¢|r andv € %, it follows by controllability and by inductive assumption

that (y,yr) € éG”T C X}, and sincev € ¥, was chosen arbitrarily, it
follows that(z, z7) € ©%j (X};).

Next it is shown thatz, o1) € ORR(X};). Since(x,z7) € O¢|r. there
exists a path

Ty @ g Ty w T
(LIZ‘,.’ET) = (l‘o,l‘o) #‘éGHT e 4‘©GHT (xk‘7$k;) —)IéG”T ($k+1,$k+1) .

(20)
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Consider a transitiorz, |z} ) %QGHT (z,,2]) in (20). Ifo; ¢ %

or 7,y “by x4, then clearly(z, ;21 ) Suyr (z;,2f), and by induc-
- - . T T A -

tive assumption it follows thatr;, ,z;_,), (2,2 ) € Ogr € X, i.e.,
(x_y, 2 ) Duyr xp, (w,2]). Otherwiser; y S x; is a controllable

prefix-redundant transition, and by definition 19 there exists (T N %,,)*
Pﬂ—(gﬁl)q ;. SinceXr N Y = 0, it follows that
t Pq(oy) .

(@, 2y) “ayr W aly) —uyr (2,a]). Since(z,_y,2f ) €

N . t
Ogyr andt; € X and—y C — ¢, it follows that (z,_;, 2] ;) $|®G‘|T

(y_1,zL ). Since also(z;,_,,zf ;) € Ogyr € X} by inductive as-

. . T 4] T PQ(O'Z)
sumption, it follows thatz; _y,z;_1) = w7 |x3 (Y1, 21-1) — )T |x73

(acl,a:lT). Combining these paths for all the transitions in (20) gives traces
tiy ... tg, tgr1 € (2, NY)* such that

such thatr;_; 3>H Yi_1

t1PQ(O'1) t PQ(O’ )
(z,27) = ($07$g) —H||T XY k—UkerT|X;; (%»x;{)
thriw T
T 1x7 Tyt Teg) (21)

which implies(z, z7) € O (XF).

It has been shown thét, z7) € O (X7;) N O (XF) = X5

(i) Conversely, to see tha |+ C Ogr, it is shown by induction om > 0

Base caseClearly© yr C Q x Qr = 0% 1(Q x Qr) = X¢.

Inductive step Assume@)HHT C X for somen > 0, and let(z,z7) €
Opyr- It remains to be shown thdt:, z7) € X&' = Ogr(X2) =
O (X&) MO (XE).

To see thatz, z7) € OFM.(XE), letv € B, and (z, 27) “ayr (v, yr).

If v ¢ X, then clearly(z, z7) i>H||T (y,yr). Otherwise, since € %,
the transitionz —¢ y cannot be controllable prefix-redundant, which also
implies (z,z7) %pyr (y,yr). Since(z,z7) € Oyyr andv € I, it
follows that (y,yr) € ©gr S X by inductive assumption, and thus
(x,z7) € @CGO‘T%(X’C@)

Next it is shown thatz, z7) € OXFP(XE). Since(x, zr) € Oyr, there
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exists a pathz, z7) ti">|éHHT. Since— g C —, it follows by inductive
assumption thatz, z7) t—”>|Xg. Hence(x,z7) € @g‘JHH}D(Xg).

It has been shown thét, z7) € O (XE) N OFIP(XE) = XoH. O
Lemma 13 Let H = (X, Q, — y, Q°) be a result of controllable prefix-redundant
transition removal fronG = (3, Q, —¢,Q°) with respect tol’ C ¥. Thend
andH are transition-wise synthesis equivalent with respedt.to

Proof. It must be shown thafr is a transition-wise synthesis abstractionfof
and vice versa. Condition (i) in definition 13 follows immediately from defini-
tion 19. To show condition (i), leE = QU T, and letT’ = (X7, Q, —,Q°) be an
automaton such thaly N Y = 0.

First, let(z, 27) 1>|éGHT (y,y7). By lemma 12 it holds thatz, 27), (y,y7) €
Ouyr. If o ¢ L orz Sy y, then clearly(z, z7) S g7 (y,y7), which implies

. Pr(0)Pa(o) o,
(.2T) Do, wy") and(z,2") TG0 (y.yT). Otherwiser % y

is a controllable prefix-redundant transition, and by definition 19 theistsgxe
(3, N Y)* such thatx @H z Pﬂi;)H y. SinceXy N Y = 0, it follows that

Pq(o . A
(z,27) i>HHT (z,27) i>)HHT (y,y"), and sincex, z”) € Oy andt € X},

tPq (O')A

it follows by controllability that(z, 27) —our (y,y"). Then letu = ¢, and

("),

in both cases there existu € T* such that(z, z7) 1Oz
Conversely, letz, z7) %@HHT (y,yT). Since—y C —¢, it follows that

(z,27) Zgyr (v, y7). Also (z,27),(y,y7) € Onyr = Og|r by lemma 12,
which implies(z, z7) g\écw (y,7). Then lett = € andu = Py (o), and it
tPq(o)u

. (y,y7).

follows that(z, z7) Sar
Thus,G and H are transition-wise synthesis equivalent. d

Theorem 14 Let H = (X,Q,— g, Q°) be a result of controllable prefix-redun-
dant transition removal frortr = (3, Q, —, Q°) with respect tol’ C . Then
G and H are state-wise and transition-wise synthesis equivalent with resp#ct to

Proof. Follows directly from lemma 12 and lemma 13. 0

Controllable prefix-redundant transition removal only allows for loca&nes
beforethe event of a removed transition. Local events after this event can@lso b
considered by adding additional requirements.

22



Example 7 As shown in example 6, removal of the transitign = ¢3 in G

in figure 5 does not ensure synthesis abstraction because of thenatiabie !v-
transition in state,. AutomatonGs also has the observation equivalence redun-
dant transitionyy — ¢3 and anlu-transition enabled after on the redirection path

| |
Qo ey gs. Yet, in this case, thév-transition does not lead to a blocking state,
and the removal ofy — g3 results in a state-wise and transition-wise synthesis
equivalent automaton.

Automata(z; andGs in figure 5 differ in the target state ¢f 8 This suggests
to allow uncontrollable events in the second part of a redirection provigedhéay
are local and lead to a target state on the redirection path.

Definition 20 LetG = (2, Q, —, Q°) be an automaton aril C X. A path
20D B By (22)

is aweakly controllableY-pathif o4, ...,0; € T and for all uncontrollable tran-
sitionsz; — y with 0 < [ < k andv € ¥, it holds thatv € T andy = x; for
somel < j < k.

A weakly controllable path consists of only local transitions, and furtheemor
all uncontrollable transitions enabled along this path must use local eveits an
lead to states along the path. Imposing this condition on the redirection path give
the condition for acontrollable suffix-redundant transitiomvhich is sufficient for
synthesis equivalence.

Definition 21 LetG = (X,Q, —¢,Q°) andH = (X,Q, — g, Q°) be two auto-
mata withY = QU Y and— y C — . AutomatonH is a result ofcontrollable
suffix-redundant transition removiitbm G with respect tor, if the following con-
ditions hold for all transitions: % .

(i) If o € X, thenz S g .

(i) If o € ¥, then there exists € T* such that: Fol2)

is a weakly controllablé& -path.

U u
HZ—gy, andz =gy

In controllable prefix-redundant transition removal, there may be unaentr
lable events in all states along the redirection path, but there may be noveotd e
after the event of the removed transition. In suffix-redundant transiéoroval,
all uncontrollable events enabled along the redirection path must be latdah
to a state along the redirection path.
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It is again shown that controllable suffix-redundant transition remdvadys
yields a state-wise and transition-wise synthesis abstraction. Before thatalé5
establishes a key property of weakly controllalfligaths.

Lemmal5 LetG = (3,Qq —¢, Qp) andT = (X, Qp, =, QF) be au-
tomata, and lefC C ¥ \ Xp. Furthermore, let: —S>G Y beAa weakly control-
lable Y-path. Then for al” € Qr such that(y,z”) € O it holds that

Ty S T
(.T,ZE )—>|éG\|T (yvx )

Proof. Lets = o1 ---0;5. Ass € T*andXr N YT = (), there exist states
X0, ...,Tr € @ such that

(z,2") = (z0,2") Bgyr (v1,27) Bayr -+ Bayr (@e,2”) = (y,27) . (23)
It remains to be shown that this path is(:m;”T. LetY! =%, N (=7 \ ) and
Yr = {y’ € Qr |27 Br y” for someu € (YI)*}. (24)

It is shown by induction om > 0 that for all0 < j < k and for ally” € Y7
it holds that(z;,y") € X" = ©%,(Q x Qr). Asa” € Yr, this will imply
(z,27) i>|®G\|T (y,z7).

Base casen = 0. Clearly(z;,y7) € Q x Qr = @%”T(Q x Qr) = XY,

Inductive stepLet0 < j < k andy” € Y. It must be shown tha(tnj,yT) €
X = Ogr(X™) = OF(X™) N O (X™).

To see thatz;,y") € OFH.(X"), letv € ¥, and(z;,y") “gyr (2,27). If
v € %, then sincery 3¢ xy, is a weakly controllablér-path, it must hold that
v € Yandz; >¢ z = x; for some0 < I < k. This impliesy” = 27 and
(zj,y7) Sayr (2,27) = (2,97) € X" by inductive assumption. I ¢ %,
thenv € Y7\ ¥ andz = z; andyr S 2T, Then clearlyz” ¢ Y7 and

(z,2T7) = (zj,27) € X™ by inductive assumption. As this can be shown for all
v € 3y, it follows that(z;, y™) € OFIE(X™).

Next, it is shown thatz;,y’) € @gouf;'i'(X”). As jii,...,0;, € T and
Y7 NY = @, it holds by inductive assumption that,

Jj+1

(xjayT) —>|X" e g‘X" (xkvyT)

=(y,y") . (25)

Sincey” € Yr, there exista: € (Y1)* such thate” %7 yT, and this implies
(y.27) Sqyr (y,yr). Since(y,a”) € Ogyr by assumption and € ¥, it
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tw

follows that(y,y”) € O . Then there exists € £* such thaty, y*) =662
and a® g C X" it follows that
o X t
(xj7yT) ]—+§|X" T %\X” (xkvyT) = (y7yT) —w>|X” . (26)
This implies(z;,y") € OFIR(X™). O

Lemma 16 Let H = (3, Q, — , Q°) be a result of controllable suffix-redundant
transition removal fronG = (3, Q, —¢, Q°) with respect tol’ C . Thend
andH are state-wise synthesis equivalent with respet.to

Proof. LetX = QU Y, and letT’ = (37, Q,—, Q°) be an automaton such that
YrNT = (. Itis to be shown tha®qr = Oy -

(i) Firstly, to see thaBgr C O 7, it is shown by induction om > 0 that
Ocr € X = O%7(Q x Q).
Base caseClearlyOqyr € Q x Qr = 0%r(@ x Qr) = X},

Inductive step AssumeéGHT C X}, for somen > 0, and let(z, z7) €
Og|r. It remains to be shown thats, z7) € X! = Oy r(X}) =

O (XFy) N OIR(XF,).

To see thatz, z7) € @‘};’ﬁ‘tT(X};), letv € S, and(z,z7) 7 (Y, y7)-
Since— y C —¢, it follows that(z,z7) —¢7 (v, yr). Since(z,zr) €
O¢|r andv € %, it follows by controllability and by inductive assumption
that (y,yr) € O¢gr € X7, and sincev € X, was chosen arbitrarily, it
follows that(z, z7) € O (X}).

Next, it is shown thate, z7) € OJPR(X ;). Since(z,zr) € Ogyr, there
exists a path

(27)
(z;,2]) in (27). If o, ¢ T or

zi-1 S @, then clearly(z,_;, 27 ) Suyr (z;,27), and by inductive

assumptior(z,, z}) € Ogr € X, i.e., (z_;, 2] ;) ng}} (2;,2]) and

Pq (o) Py (o . .
(2, 2] ) Q(Lﬂ(Xj{) (z,,2]). Otherwisez; ; ¢ z; is a control-

lable suffix-redundant transition, and by definition 21 there exists T*

. . T g
Consider a transitiofiz, ,,z;_;) 4\écm
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Pqo (o :
such thatz;_; M}I 2 g x; wherez; —¢ x; is a weakly control-

lable Y-path. SinceXy N Y = 0, it follows that (z,_,,z{ ;) —— g
(z,2F) = —>H||T (z;, 21 ). Since(x,, zl) € @GHT it follows by lemma 15 that
(z,2F) = Ocr (z;,2f). Since alsdz,_;,z{ ;) € Ogr it follows that

Pq(o)u
Oz (xl,xl ), and thus(z, l,xlT 1) — X7 (acl,xlT)

by inductive assumption. Combining these paths for all transitions in (27)
gives tracesy, . .., ux € Y* such that

Po(op)u
(-1 xlT—l)

Po(o1)u Pq(or)u
(z,27) = (T, 20) "~ |)1<;; R |)k<;; (w7} ) %|X}; (Tps1s Thgt) »
(28)
which implies(z, 1) € @“Hjlll}z(Xg).

It has been shown thét, z7) € O (X7;) N O (XF) = X5

(i) Conversely, to see tha |+ C Ogr, it is shown by induction om > 0
that@HHT - ng = @TGL’HT(Q X QT)
Base caseClearly©yr C Q x Qr = 0% 1(Q x Qr) = X¢.
Inductive step Assumeé)HHT C X7 for somen > 0, and let(z,zr) €
Opyr- It remains to be shown thdt:, z7) € X&' = Ogr(X2) =
OFH(XE) N O (XE).
To see thalz, o) € OFIL(XE), letv € T, and (z, z7) “air W yr).
If v ¢ X, then clearly(z, x7) %H”T (y,yr). Otherwise, sincer € 3,
the transitionz —¢ y cannot be controllable suffix-redundant, which also
implies (z,27) g7 (y,yr). Since(z,zr) € Oy andv € %, it
follows that (y,yr) € @H”T C X{ by inductive assumption, and thus
(z,27) € OM(XP).
Next it is shown thatz, z7) € @g‘ﬁ?( &). Since(x, z7) € éHHT, there
exists a path{z, z7) tﬁ)léHHT' Since—y C —, it follows by inductive
assumption thatz, 27) t—”>|Xg. Hence (z, z7) € OFIR(XE).

It has been shown thét, z7) € O (XE) N OFIP(XE) = XoH. O
Lemma 17 Let H = (3, Q, — y, Q°) be a result of controllable suffix-redundant

transition removal fronG = (3, Q, — ¢, Q°) with respect tol’ C ¥. Thend
and H are transition-wise synthesis equivalent with respedt.to
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Proof. It must be shown thafr is a transition-wise synthesis abstractionfof
and vice versa. Condition (i) in definition 13 follows immediately from defini-
tion 21. To show condition (ii), leE = QU Y, and letT’ = (X7, Q, —, Q°) be an
automaton such thaly N Y = 0.

First, let(z, z7) %QGHT (y,y"). By lemma 16 it holds thatz, 27), (y,y7) €

Omr- If o ¢ Sorz Sy y, then clearly(z, 27) S 7 (y,y"), which implies

P P ) . .
(2,27) D, v:y") and(z,z") ”(U)—Qf'gH”T (y,y7). Otherwiser %¢ y is

a controllable suffix-redundant transition, and by definition 21, theisdsax e 1T*

Pa(g)

such thatr —%' 5 2 %y y wherez ¢ y is a weakly controllabler-path.

SinceXr N Y = {, it follows that (x, z7) IM)HHT (z.y") Smr wy").
Since (y,y") € éGHT it follows by lemma 15 thatz,y") ﬁ>|éGHT (y,y").

Pq(o)u

Since also(z, z) € O¢y it follows that (z,27) " (y,y") and thus

1©c|T

(y,y"). Thus, in both cases, there exist ¢ andu € Y* such

T
|®HHT (yvy )
Ty 9 |
Conversely, le(x,z") %

(
)

T) PQ(O')’U:
1© T

that(x, z7) tFalo)

(x,

y,yl). Since—py C —, it follows that
(xvxT) i)GHT (y’yT) Also (l‘,CC a(yayT) € éHHT = éGHT by lemma 16,
which implies(z, 2T) gécw (y,y"). Then lett = ¢ andu = Py (o), and it

tPq(o
follows that(z, z7) ig‘qé;)GHT (v, y7).

Thus,G and H are transition-wise synthesis equivalent. O

Theorem 18 Let H = (¥,Q, — g, Q°) be a result of controllable suffix-redun-
dant transition removal froty = (3, Q, —, Q°) with respect tol’ C . Then
G and H are state-wise and transition-wise synthesis equivalent with resp#ct to

Proof. Follows directly from lemma 16 and lemma 17. g

Both controllable prefix-redundant and controllable suffix-redubttansition
removal preserve synthesis equivalence. These conditions camriéneal to al-
low sequences of local events befared after a removed transition.

Definition 22 LetG = (X,Q, —¢,Q°) andH = (X,Q, — g, Q°) be two auto-
mata withY = QU T and— C — . AutomatonH is a result ofcontrollable
redundant transition removdfom G with respect tdr, if the following conditions
hold for all transitions: 2 .

() If 0 € 2, thenz S g .
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(i) If o € X, then there exist € (Y N X,)* andu € T* such thatz tpﬂ—(fl){

z S gy, andz ¢ y is a weakly controllablé -path.

Theorem 19 Let H = (£,Q,—py,Q°) be a result of controllable redundant
transition removal fronG = (3, Q, —¢,Q°) with respect tol’ C . Thend
andH are state-wise and transition-wise synthesis equivalent with resp#ct to

Proof. It is enough to show that the removal of a single controllable redundant
transition results in a state-wise and transition-wise synthesis equivakemau
ton. The rest of the claim follows by induction. Thereforedet, = — yU(x, 0, y)
wherez 5 y is a controllable redundant transition.

As z Sq y is a controllable redundant transition, there exists a redirection

path z %H 21 PQLTQH 29 ﬁH y wheret € (X, N T)* and 29 %G y is
a weakly controllableéY-path. Consider automat@ = (X, Q, —¢/, Q°) with
—q = —>GU<$,U, ZQ) andH’ = <Z,Q, —>H/,QO> with — g = —>HU($,U, 2’2).

Sincex i>G 21 P“—(U>)G 29, the transitionz = 2z, is controllable prefix-redundant
in G’. Therefore( is a result of controllable prefix-redundant transition removal
from G’, and likewiseH is a result of controllable prefix-redundant transition re-
moval from H’. Furthermore, as S 20 ¢ y, it holds thatr 3¢ y is a
controllable suffix-redundant transition, afd is a result of controllable suffix-re-
dundant transition removal fro@’. Then the claim follows from theorem 14 and
theorem 18. O

5.4 Local Selfloop Removal

Selfloop remova[13] is a synthesis-preserving abstraction that removes events
from a system as soon as they only appear in selfloopdl ioomponents. Tran-
sition-wise synthesis equivalence leads to a modified version of this aimstrac
which allows the removal dbcal selfloops, i.e., the removal of transitions”
whereos € T is a local event.

Definition 23 LetG = (X,Q, —¢,Q°) andH = (X,Q, —, Q°) be two auto-
mata withX = Q U T and— 5z € —. AutomatonH is a result oflocal selfloop
removalfrom G with respect tdY, if for all transitionsz % y such that € Q or
x # y it holds thatz 5 v.

Local selfloop removal can be considered as a special case of italpliecor
uncontrollable redundant transition removal, by considering empty segsexi
local events in the redirection path.
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Theorem20 Let H = (3,Q,—py,Q°) be a result of local selfloop removal
fromG = (X,Q, —q, Q°) with respect to' C ¥. ThenG and H are state-wise
and transition-wise synthesis equivalent with respedt.to

Proof. It is enough to show that the removal of a single local selfloop results in
a state-wise and transition-wise synthesis equivalent automaton. Thef tbst
claim follows by induction. Therefore let; = — 5 U (z, 0, z) wherez S =

is a local selfloop.

If o € ¥, thenlett = u=¢ € X}. Giveno € T, it follows thatt Po(o)u = ¢
andz 5S¢ z, sox >¢ x is an uncontrollable redundant transition. The claim
follows from theorem 11.

If o € X.thenlett = ¢ € ¥}. Giveno € T, it follows thattPo(o) = ¢
andz S z, soz ¢ x is a controllable prefix-redundant transition. The claim
follows from theorem 14. a

6 Example

In this section, the proposed synthesis procedure is applied to a mamimgctu
system. The model consists of four machides, Ms, M3, and My, linked by
two buffersB; and B,. Workpieces are first processed b (s1) and then placed
into By (!f1), then they go tal; (s2) and are placed int®, (!f>). From Bs, the
workpieces either go td/; for final processingds) or to My (s4) for additional
processing. However)/, has a fault that occasionally sends a workpiece back
to B; (Ire). At any time, M, and B; can be reset by the controllable evest
Figure 6 shows the system layout and the automata model. Bvents,, ! f3, ! f4
and!re are uncontrollable, all other events are controllable.

Compositional synthesis starts with the p@y;id) whereGy = {M;, M,
M3, My, B, Bo}. The first step is to calculate the compositiBn | M7 shown
in figure 7. Now!fi, rs, ands; are local events, which makeg = qo a local
selfloop andgs =3 ¢o a controllable prefix-redundant transition with redirection

pathgs s g3 =3 go. Removal of these transitions resultsiin. The modified syn-
thesis pair iSG1; D1) whereG, = {Hy, Ma, M3, My, Bo} andD; is a synthesis

preserving redirection map that rediregis™ go andgo =3 go via ga 25 g3 73 qo
andgo — qo, respectively.
Next, By || M3 is computed, shown in figure 7. This makgs andss local

events, andys ﬁ 1 becomes an uncontrollable redundant transition with redi-

rection pathgs ﬁ Qn ﬁ L. The new synthesis pair i&2; D2 o D;) where
Gy = {Hy, My, My, Hy} andD; is a synthesis preserving redirection map which
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Figure 6: Manufacturing system example.

Figure 7: Some subsystems of the manufacturing example. The transitions to be
removed are marked by double-line strike-through.
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redirectsys ﬁ 1 viags ﬁ q ﬁ 1.

The final synthesis step to compuie>C N (G) explores the state space@f
which has 100 states and 290 transitions. This is in contrast to standard mono
lithic synthesis, which explores the same state space using 340 transitiotiis. Bo
the final monolithic and compositional supervisor have 26 states. Howtner,
compositional supervisor has 63 transitions, while the monolithic supervésor h
81 transitions.

These improvements have been achieved by removing just three transitions
from the model. More savings are likely in larger contexts, particularly in gomb
nation with state-removing abstraction rules.

7 Conclusions

It has been shown under which conditions transitions can be removedé&no
automaton while preserving compositional synthesis results. Differemitpats
to remove controllable and uncontrollable transitions have been presantbd,
practical example has demonstrated how the number of transitions is redineed.
methods proposed in this paper are not intended to be used in isolatioreyuiilih
be combined with other synthesis-preserving abstraction methods. Intthre,fu
the authors plan to develop a framework for compositional synthesis timgices
abstractions that remove states [6, 14] and transitions, as well as rend®3ijrg
remove nondeterminism.
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