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Abstract

Parametricity results have recently been proved for dependently-typed
calculi such as the Calculus of Constructions. However these results
are meta theorems, and although they can be stated as internal propo-
sitions, they cannot be proved internally. In this thesis we define for any
sufficiently strong Pure Type System O (such as the Calculus of Con-
structions) an extension P in which each instance of the parametricity
theorem, including those corresponding to open terms, can be proved
internally. As a consequence we can prove inside the system that each
term of type VA.A — A is an identity. Furthermore, our system P
is proved to be strongly normalizing by a reduction-preserving inter-
pretation into @. We also prove Church-Rosser and Subject Reduction
properties; consistency follows.

Keywords: Polymorphism, Parametricity, Type structure, Lambda Cal-
culus.
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The present thesis is an extended version of the paper A com-
putational interpretation of parametricity which appeared in the
Proceedings of LICS 2012 [Bernardy and Moulin, 2012].
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Introduction

Parametricity, as formally stated by Reynolds [1983], expresses that
polymorphic functions must behave uniformly. This is done by inter-
preting a type A as a relation [A] : A - A — % such that [A] aa for
every a : A. In other words this result, known as the abstraction the-
orem, says that every type gives a theorem which holds for any of its
inhabitants.

The study of parametricity, starting with Reynolds” work, is typically
semantic: originally the abstraction theorem was proved for types of
system F, and the concern was to construct a model capturing its poly-
morphic character. Later Mairson [1991], followed by Abadi et al.
[1993], developed a more syntactic approach: types were interpreted in
another calculus (of proofs and propositions), and for each proof term,
they showed how to construct a proof term inhabiting the relational
interpretation of its types.

Bernardy et al. [2010], Bernardy and Lasson [2011] have more recently
shown how to extend the relational interpretation to some dependent
type theories, such as the Calculus of Constructions [Coquand and
Huet, 1986] or Martin-L6f’s Intuitionistic Type Theory [1984]. They also
show how terms, types and their relational interpretations as proofs
and propositions can all be expressed in the same calculus.

For instance, in the Calculus of Constructions, the interpretation of any
f:Vx: A A — A gives that it must be an identity, in other words that
x is Leibniz-equal to f A x for each x : A:

VA:xVx:Ax=y fAx (1)

where the Leibniz equality x =4 vy is defined (for A : x and x,y : A) as
VP: (A — *).Px — Py.

The notion of parametricity, in particular the abstraction theorem, is
used in numerous applications when reasoning about functional pro-
grams [Wadler, 1989], for instance to prove the correctness of short-
cut fusion [Gill et al., 1993, Johann, 2002]. Relying on parametricity
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conditions is also required when using Church-encoding to represent
datatypes [Plotkin and Abadi, 1993].

Parametricity theorems have also been used for richer calculi, e.g., the
Calculus of Inductive Constructions [Pfenning and Paulin-Mohring,
1990, Keller and Lasson, 2012], for instance to prove the correctness
of well-scoped representations of A-terms [Chlipala, 2008, Pouillard,
2011]. Indeed, an informal justification of the fact that all inhabitants
of the following inductive definition (here in Agda syntax, and due to
Pouillard [2011]) are well-scoped lies in the fact that the index V is ab-
stract, hence the only way to introduce new variables is by abstraction.

data Term (V : x) : x where
var : V = TermV
app: TermV — TermV — Term V
abs : Term (Maybe V) — Term V

However, the parametricity property, i.e., the fact that every term satis-
fies the parametric interpretation of its type, has not been known to be
provable in the system in which the type is expressed. In particular, the
following property cannot be proved in the Calculus of Constructions
or Martin-L6f’s Intuitionistic Type Theory, hence cannot be proved ei-
ther in existing proof assistants based on these systems, such as Coq
[The Coq development team, 2013] or Agda [Norell, 2007].

f:V(A:%).A— A
A x

(Were = stands for the Leibnitz equality.)

On the other hand, one may notice that the parametricity condition
associated with the polymorphic identity is the missing assumption to
prove this property.

In fact, users relying on the parametricity conditions have postulated
the parametricity axiom [Pouillard, 2011, Chlipala, 2008, Atkey et al.,
2009]. However, this approach has a fundamental drawback: because
the postulate does not have a computational interpretation, parametric-
ity conditions can only be used in computationally-irrelevant positions.
Also, Wadler [2007] has shown that, given extensionality, induction
schemes associated with datatypes can be deduced directly from their
Church-encoding. However, to conveniently program with these en-
codings one needs to use the parametricity conditions in computa-
tionally relevant positions. For instance the natural numbers can be
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encoded in the Calculus of Constructions as the polymorphic type
N = VX : %X — (X = X) — X, since any inhabitant n of this
type cannot inspect the parameter X. The free theorem associated with
any such Church Numeral 7 : N is:

VX : % VP : (X — *).
Vz:X.Pz —

Vs: X - X.(Vy: X.P(sy)) —
P(nzs)

which, in extensional theories, can be used to derive the usual induction
principle for n : N [Wadler, 2007]:

VP : (N — ). (Vm :IN.P (succm)) — Pn

Related work

This thesis being an extended version of [Bernardy and Moulin, 2012], it
does not reflect the state of the art on Internalized Parametricity. Several
related papers have been written since our paper was published in the
2012 LICS Proceedings; we briefly present a few of them below:

Keller and Lasson [2012] extended Relational Parametricity to the
Calculus of Inductive Constructions (CIC). They added a new, non-
informative, sort hierarchy inhabited by the codomain of parametric
relations, which forbids nested application of parametricity. They also
prove the Abstraction Theorem for CIC, and provide a Coq tactic for
constructing proof terms by parametricity.

Bernardy and Moulin [2013] developed an alternative presentation
of the calculus presented in this thesis, in which hypercubes are kept
implicit and their dimensions (called colors) are named; the ability to ab-
stract over dimensions removes the need for some of the technicalities
we developed earlier in [Bernardy and Moulin, 2012]. In addition, an
erasure operator reveals some structural invariants, hence some defini-
tions and proofs may be omitted as they become trivial. In fact, the
latter paper was an attempt to make the calculus presented here easier
to use as a programming language.

Krishnaswami and Dreyer [2013] built a parametric model of the Ex-
tensional Calculus of Constructions. They focus on soundness prop-
erties and show how to derive equality results (such as some com-
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mon postulates on Church-encoded data) from parametricity condi-
tions. However, the fact that parametricity is modelled in an extensional
theory makes it impractical to use their model to build a programming
language.

Atkey et al. [2014] describe parametric models of predicative and im-
predicative Dependent Type Theories in reflexive graphs, which are in
turn seen as Categories with Families. In the impredicative case, they
how to take advantage of parametricity to derive the existence of initial
algebras for all indexed functors.

Outline

After recalling previous work by Bernardy et al. [2010] in chapter 1, we
show in chapter 2 how to extend any strong enough Pure Type Sys-
tem O (such as the Calculus of Constructions) with new rules, includ-
ing a Parametricity Rule, which all have a computational content. More
specifically, we describe a new system and show how to adapt the pre-
vious result in order to achieve internalization. In the latter subsections,
we expose some of the technical problems encountered, and the solu-
tions we found, namely the introduction of hypercubes. In chapter 3
we give a formal presentation of our calculus, and state and prove im-
portant meta-properties of our system. In particular, we prove that all
instances of the abstraction theorem can be both expressed and proved
in the calculus itself. Finally, by defining a reduction-preserving inter-
pretation from our system to the underlying PTS O in section 3.6, we
show how to derive desired meta properties properties such as Church-
Rosser and Strong Normalization.



Proofs for free

This chapter is a reminder and synthesis of previous work by Bernardy
et al. [2010] and Bernardy and Lasson [2011], which the present work
is largely based on.

1.1 Pure type systems

Pure Type Systems (PTSs) are a family of A-calculi, parameterized by a
set of sorts S, a set of axioms A C S x S and setof rules R C S x S x
S. The various syntactic forms of quantifications (and corresponding
abstraction and application) are syntactically unified, and one needs to
inspect sorts to identify which form is meant. The axioms A give the
typing rules for sorts, and R determines which forms of quantification
exist in the system. Many systems (e.g., the Calculus of Constructions
or System F) are examples of PTSs.

The syntax of PTS terms is the following:

Term 2 A,...,U = s sort
| x variable
| AB application
|

Ax:A.B abstraction

| Vx:A.B product
The product Vx : A. B may also be written A — B when x does not oc-
cur free in B. In the rest of this document we assume a given PTS speci-
fication (S, A, R), and we name the calculus arising from that specifica-
tion O. In particular, a suitable O is the Calculus of Constructions, the
typing rules of which can be expressed in a PTS fashion by choosing
the following specification:

S ={x0}
A={(0)}
R = {(*,*,*), (*, DrD)’ (D,*,*), (D’ D’D)’ }
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7(51,52)6./4 rl_AB FI—C:S
51082 T,x:Cr- A:B
AxioM WEAKENING

' F:(Vx:A.B) Tta:A
't Fa:Bla/x]
APPLICATION

Ix:AFDb:B ' (Vx:A.B):s
' (Ax:A.b): (Vx:A.B)

ABSTRACTION
' A:s Ix:AFB:s '-A:B TI'B':s B=gh
' (Vx:A.B):s;3 TEA:B
Propuct (51,52,53) cR CONVERSION
I'EA:s
I'x:AFx: A
START

Figure 1: Typing rules of the Pure Type System specified by (S, A, R)



1.2 Logical relations, from PTS to PTS

In this section we recall the relational interpretation of terms and types
of the PTS O into another PTS, here called [O], following the construc-
tion of [Bernardy et al., 2010, Bernardy and Lasson, 2011].

In any PTS, types and terms in O can respectively be interpreted in [O]
as predicates and proofs that the terms satisfy the predicates. Each type
can be interpreted as a predicate that its inhabitants satisfy; and each
term can be turned into a proof that it satisfies the predicate of its type.
Usual presentations of parametricity use binary relations, but for sim-
plicity of notation we present here a unary version. The generalization
to arbitrary arity is straightforward, as shown by Bernardy and Lasson
[2011].

In the following we define what it means for a term C to satisfy the
predicate generated by a type T (which we write C € [T]); and the
translation from a program C of type T to a proof [C] that C satisfies
the predicate.

More precisely, we define (Def. 4) two mutually recursive functions
T — [T] and T ~ (- € [T]), by induction on the structure of the
raw term T. These interpretations respectively take terms and types
in O, and return proofs and propositions in [O]. Let (S, A, R) be the
specifications of the PTS O; then those of [O] are

§'=8
A=A
R’ ={(s1,52,%2) | (s1,52,53) € R}UR )

Before we formally define the interpretation, let us begin by stating
the abstraction theorem for O and [O]: Any well-typed term of O is
interpreted as a proof that it satisfies the parametricity condition of its
type [Bernardy and Lasson, 2011].

Theorem 1 (Abstraction). IfI'Fp A : B :s, then
[TT Frop TAD : ({A} € [B]) = s

(Where {A} is A in which each free variable y in T is renamed to vy in the
extended context [I'], defined below.)

Furthermore, if O is consistent, for instance if O is the Calculus of Construc-
tions, then so is [O] [Bernardy and Lasson, 2011].

A property of the translation [-] is that whenever x : A is free in T,
there are two variables xg and x; in [T], where x; witnesses that x
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satisfies the parametricity condition of its type (x; : xo € [A]). This
means that the translation needs to be extended to contexts, as follows:

[e] =€
[T,x:A] =[], x0:{A},x1:x0 € [A]

It is important to notice that this definition assumes a global renaming
from each variable x to fresh variables xy and xj. (The renaming will
be made local in further chapters.)

A raw term T in O is syntactically translated, by mutual induction on
its structure, to both a proof term [T] in [O], and to a predicate C —
(C € [T]). We separate these two interpretations in the presentation
below.

* The translation of a variable is done by looking up the corre-
sponding parametric witness in the context.

[x] = x1

* The case for abstraction adds a witness that the input satisfies
the relational interpretation of its type and returns the relational
interpretation of the body.

[Ax: A.B] = Axg: {A}.Ax1 : xp € [A]. [B]

* The application follows the same pattern: the function is passed
a witness that the argument satisfies the interpretation of its type.

[AB] = [A] {B} [B]

e If the term has another syntactic form, namely a product or a
sort, then it is a type (T). Thus we can use A-abstraction to create
a predicate and check that the abstracted variable z satisfies the
relational interpretation of the type in the body (z € [T]).

[s] =Az:s.z—s
[Vx:A.B] = Az: (Vxo: {A}. {B}).
AXxg : {A}/\xl 1 Xp € [[A]]
(zx) € [B]

We now need to define the proposition C € [T] which, as it can be seen
in Thm. 1, is the type of [C] for any well-typed C : T.
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* Because types in a PTS are abstract, no predicate can discriminate
between them, hence any predicate over a type C can be used to
witness that C satisfies the relational interpretation of its sort s.

Cefs]=C—s

¢ If the type is a product (Vx : A. B), then C must be a function, and
it satisfies the relational interpretation of its type if and only if it
maps satisfying inputs to satisfying outputs.

Ce[Vx: A B] =Vxo:{A}.Vx1:x0 € [A].(Cxp) € [B]

¢ For any other syntactic form for a type T, namely a variable, an
application or a lambda, C € [T] is defined using the interpreta-
tion [-] given above: C € [T] = [T] {C}.

Ce[x] =x{C}
C e [AB] = [A]{B} [B} {C}
Ce[Ax:A.B] = Axqy : {C} € [A].[B]

A direct reading of Thm. 1 is as a typing judgment about translated
terms: if A has type B, then [A] has type {A} € [B]. However, it can
also be understood as an abstraction theorem for O: if a program A
has type B in I, then A satisfies the relational interpretation of its type
({A} € [B]). Remember that {A} is merely the term A, but using vari-
ables in [I'] instead of I'. In particular, if A is closed then {A} = A. If
we were to study binary parametricity, [I'] would contain two related
environments (and witnesses that they are properly related). Therefore
A would have two possible interpretations { A}, each obtained by pick-
ing variables out of each copy of the environment, and [A] would be a
proof that the two possible interpretations of A are related.

One can show by induction on raw terms that whenever C : T : s, we
have:

[T] : {T} —s Ce[T] =g [T]{C} :s {C} : {T}

One may wonder why we mutually define two interpretations, since
instead one could be defined from the other using the above equality.
The advantage of the distinction, as described by Bernardy and Lasson
[2011], is that it makes derivations in [O] follow the same structure
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as those in 0. Indeed, if we were using the same interpretation both
for types and terms, derivations in [O] would be cluttered by extra
uses of the conversion rule, as it was earlier presented by Bernardy
et al. [2010]. Furthermore, preserving cuts makes the congruence of
our model (Lem. 16) trivial.

In general the PTS [O], where parametricity conditions are expressed,
extends the source system O. However, for rich enough systems, such
as the calculus of constructions, they can be identical [Bernardy et al.,
2010, Bernardy and Lasson, 2011]. Indeed, the PTS specifications are
then closed under the parametric interpretation, presented at the be-
ginning of this section. We now show how to extend such a system O
to a new calculus P with internalized parametricity.
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Towards internalizing
parametricity

In this chapter we describe and motivate our system step by step, start-
ing from a Pure Type System (such as the Calculus of Constructions)
and extending it with our new constructions. In this chapter we gradu-
ally motivate and informally describe the system we envision. The full
specification of our calculus can be found in definitions 3 to 8.

2.1 Aim and example

Let us assume a PTS Q satisfying equation (2) (i.e., @ = [Q]), such as
the Calculus of Constructions. This means that both types and their
parametricity conditions can be expressed in Q, one can hope that for
every term A of type B, we can get a witness [A] that it is parametric
({A} € [B]). Even though this holds for closed terms, it is not so for
open terms, because the context where [A] is meaningful is “bigger”
than that where A is: for each free variable x : A in I', we need a
variable x1 : x € [A] in [I']. In other words, givenI' ko A : B we
have [I'] ko [A] : {A} € [B]. However if we are to use this judgment
inside a proof or a program, we are bound to the context encountered,
hence we cannot extend it with explicit parametric witnesses for each
free variable.

What we really want is to derive each free theorem rather than pos-
tulating the precise instances, and to be able to rely on parametricity
conditions in the same context. Therefore, we need the following judg-
ment to be valid:

I'ko [A] : A €[B].

The aim of this work is to find a system P such that the following
proposition is verified.
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Proposition 1 (Internal Parametricity). IfI' =p A : B, then
I'tp [A] : A€ [B]

That is, the free theorem associated with each inhabited type B can be proved
in the system P itself, regardless of whether B is closed or not.

In that case, for any term A, terms of P can invoke the fact that A
is parametric, by writing [A]. The notations [A] and A € [B] for
P will be defined later in this section, following and extending their
homonyms in O.

Such a system would allow a full internalization of Reynold’s abstrac-
tion theorem seen in the introduction, in the sense that variables and
implication no longer need to be expressed at the meta-level:

Example 1. Assume that ‘P extends the Calculus of Constructions. Let us
consider the following instance of Internal Parametricity:
IFu=f:(Va:xa—a),a:xx:a Au=f B:=Va:xa—a

Then applying internal parametricity gives:

f:Va:%a—a)a:xx:abtp f:Va:xa—a —
f:Va:xa—a),a:*xx:abp[f]: Va:*xVP:a— %
Vx:a.Px —

P(fax)

We are thus able to prove that any function of type Va : x.a — a is an identity,
as we hinted at in the introduction. The formulation of the theorem within P
and its proof term are as follows.

identities : Vf : (Va:%.a — a).Ya:xVx:a.fax =x

identities = Af. Aa. Ax.[f]a (- = x) x (reflax)
where the infix = stands for Leibniz equality described in the introduction,
and for a : % and x : a, (- = x) denotes the predicate of terms Leibniz-equal to
x: (r=x)=VYy:ay=xreflax . x = x is merely the identity function
AP : (Vx:a.x).Ap:Px.p
If identities is applied to a “concrete” identity function, such as f = Aa :
*. Ax : a.x, then fax reduces to x, and the theorem specializes to reflexivity
of equality:

identities f : Va:x.Vx:a.x =x

After reduction, the proof no longer mentions [-]:

identitiesi —p Aa.Ax.[f][Aa:x Ax:a.x/f]a(- = x)x(reflax)
= M Ax.[Aa:xAx:a.x] a(- =x)x(reflax)
= Aa.Ax.(Aa.Aap. Ax.Ax1.x1) a (- = x) x(reflax)
—p Aa.Ax.reflax
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(Where — g stands for the B reduction in P, which we will define below in
Def. 6.)

It is to be noted that when applying Thm. 1 instead of Internal Parametricity
to the above instance, the context I is extended to

f:(VA: %« A—A), fi:VA:*xVP:A— xVx:A.Px— P(fAx),
A ¥, P:A— x,
x: A, p:Px

Hence in identities, one cannot rely on a parametricity witness for f with-
out asserting it. And in a proof assistant, free variables will only ever be
instantiated by A-terms, which are known to be parametric by Thm. 1.

However Thm. 1 and internal parametricity coincide on closed instances (i.e.,
when T is the empty context).

2.2 Internalization

We will now give an overview of our system P. This system is obtained
by starting from a PTS O such that O = [O], for instance the Calcu-
lus of Constructions, and adding several constructions. In the present
section we give motivations for the new constructions, and present the
precise syntax and inference rules of system P later in definitions 3 to 8.
We emphasize that the motivations given in this section are informal,
and consistency of the system and other fundamental properties are
proved later in sections 3.3 to 3.6.

We have seen that the abstraction theorem (Thm. 1) for PTSs gives us
something very close to internal parametricity, except that for each free
variable x : A in I, we need an explicit witness that x is parametric
(x1 : x € [A]) in the environment.

However, we know that every closed term is parametric. Therefore,
ultimately, we know that for each possible concrete term a that can be
substituted for a free variable x, it is possible to construct a concrete
term [a] to substitute for x;. This means that the witness of parametric-
ity for x does not need to be given explicitly (if x is bound). Therefore
we allow to access such a witness via the new syntactic form [[x]]. This
intuition justifies the addition of the substitution rule

[xT/{a/x] = [a]

as well as the following typing rule, expressing that if x is found in the
context, then it is valid to use [[x]|, which witnesses that x satisfies the
parametricity condition of its type.

'FA:s
[,x:AF [[x]] : x € [A]
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Note that because of this new construction [[-]], the system P that we
are defining in this section is not a Pure Type System. However it
extends any PTS O such that O = [O].

At the same time, we must amend the parametric interpretation to keep
track of which variables have been assigned an explicit witness, and
which variables must wait for a concrete term. For instance in Ex. 1,
only the bound variables of the identity f were assigned explicit wit-
nesses. The parametric witnesses of a free variable x is given by our
new syntactic construct [[x]], while that of a bound variable y is picked
directly from the context as y;. Hence we need to keep track of free
variables when defining the interpretation; we write the list of assign-
ments as an index to [-], and extend A € [B] to A € [B]: accordingly.
(From here on, we let [A] mean [A],.) For example, abstraction is
translated as follows:

[Ax: A.B]z = Axg : {A}s. Ax1 2 x0 € [Alg. [Ble v (xp,01)
and other cases are modified accordingly. In particular, the interpreta-
tion of variables becomes the following!.

[x]e = x1 if x — (x0,x1) €&
[x]z = Tx]] ifx¢¢

and {-} is generalized in a similar fashion: {A}; is A where each free
variable in x € ¢ is replaced with x(, while variables that are not in ¢
remain untouched.

The difference of treatment between free and bound variables is illus-
trated in the following example:

x:AFb:B = «x:AF[b]:be][B]
FAx:Ab:Vx: A B = FAxg:AAxg:x € [A] [b]y -
VxO:A.Vxl:xe [[Aﬂbe HBH{x}

The above construction solves the issue of context extension. That is,
every term A of a PTS Q can be proved parametric by using [A] with-
out extending the context where A is typeable. Another aspect of the
result is that, assuming parametricity on variables, the parametricity for
all terms can be derived. This means that, in a language featuring para-
metricity, the parametric construction can be used on any term, but in
normal forms, [[-]| only appears on variables, possibly in a nested way.

1 - Careful readers might worry that we discard the index in the second case. An infor-
mal justification is that if x has no explicit witness, then the free variables of its type do
not either; thus types are preserved by this equation.
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Unfortunately, internal parametricity does not quite hold at this stage,
after the mere extension of the original calculus with the constructor
[-1- Indeed, as we show in the next section, Subject Reduction does not
hold.

2.3 Parametricity of parametricity

Assuming that P has Internalized Parametricity (Prop. 1), the fact that
all values are parametric is also captured by the following theorem
(internalized inside the calculus):

parametricity : Va : x.Vx : a.x € [a]
parametricity = Aa : *. Ax : a. [x]

Since all terms are assumed parametric, it should be possible to apply
[-] to the above term. For a closed type A : %, consider the term

[parametricity A] = Axo : A. Ax1 : xo € [A] [[x1 T (xg20)}

So far, we have not defined our meta-operation [-[ on the new con-

structor [[x]] of our system P (where x is a free variable). A perhaps
natural idea is to exchange the two occurrences of the parametric inter-
pretation, by defining [[[x]|]; = [[x]]. In our case, that leads to

[T s g.0)y = [T s g ) = [

which is a proper normal form. Unfortunately, this definition does not
preserve types (i.e., it breaks Subject Reduction). This can be checked
by assuming x : A, and by computing the types of the expression be-
fore and after reduction. Internal Parametricity gives [[x]| : [A] x. By
Abstraction (giving an explicit parametric witness for x), we get

[T s o)y = TEAD * s (g ) ST s (003 ©)
: [[[[AM{XH(XO,JQ)} X0 [[x]]{xw(xo,xl)} [Txo]l
t [[ATDxo0 [x] fxes (9,203 M0l
: [[AD]x0 x1 [Txo]l

On the other hand, by Abstraction we have [x],,
by application of Internal Parametricity, we obtain

(0] s (g 3] = Ml = TIA] x0] 21 (4)
: [[AT] xo [Txol] x1

X0,X1

) ¢ [A] xo, and
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That is, in the above example, the reduction rule suggested above has
the effect to swap the second and third arguments to [[A]] in the type,
which means that Subject Reduction would not hold if we were to have
the above, naive rule.

However, one observes that, for a closed type A, the relation [[A]] x is
symmetric: [[A]] x B C isomorphic to [[A]] xCB. Thus the swapping
observed above is harmless, and it is sufficient to deal with it in a tech-
nical fashion.

Example 2. For instance, the relation [[(a:*) — a — a]] f is symmetric
forany f. That is,

[[(a:%) = a—allffifa and [[(a:%) =a—al]ffafi

are isomorphic for all f1, f» of type [(a: x) — a — a] f.
Indeed, [[(a : ) — a — a]] f f1 f2 expands to

Va:*. VP:a—
VQ:a—xVR:(x:a) > Px— Qx — *.
Vx:a. Vp:Qx.
Vq:Tx.Vr:Rxpgq.
R(fax)(fiaPxp) (fraQxq)

Ifo:[[(a:%)—a— a]] f fi fo, an inhabitant of

[[(a:%) = a—allff2h
is given by swapping the abstractions of respectively P and Q, and p and q:

A AP AQ. AR Ax Ap. Aq.Ar.9a QP (Ax.Ap.Aq.Rxqp)xqpr

In the light of this observation, we introduce a special-purpose operator
(pronounced exchange) - {”, which applies the given permutation 7t to
the arguments of relations, and which permutes their types in the same
way.
I'-A:B
I'-Af":B{"

This rule generalizes the above example to open terms and types. In-
deed, when instantiated to Ex. 2, the new operator merely swaps the
abstractions:

Fo:[l(a:x) —a—allffifa
ot [[(a:%) wa—a]l ffofi

Thanks to this operation we can now properly define the parametric
interpretation on the constructor [-], in a way that preserves types. The
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above situation now becomes:

[[[[xﬂﬂ{XH(xo,xl)} = [[[[x]]{xw(xo,xl)}]] 1(1'2) .

However, supporting exchange (- ) requires deep changes in the syn-
tax, exposed in the next section.

2.4 A syntax for hypercubes

In order to support the swapping operation, we need to indicate the
role of each of the arguments to the relations explicitly, in the syntax.
To this end, we amend the abstract syntax, and introduce a new version
of application where arguments are tied together in a cubical structure.
For instance, the type of [[x]] (> (x0,x)}, Which was written before as
[TAT] xo x1 [[xo[, is now written

X0 X1
Al .
an- (g )
that is, the 3 arguments of the relation [[A]] are tied together into
an (incomplete) 2 x 2 matrix. Its counterpart, corresponding to the

former [[A]] xo [[xo]] x1, can now be obtained by merely transposing
the matrix:

(wan- (3 ™)) 02 =suan- (32 Po7)

One could understand hypercube application as a macro denoting a
(2" — 1)-place application. However, we need to make this explicit in
the syntax to be able to perform exchanges without extra complication
of the analysis of terms. Indeed, having grouped the arguments allows
us to massage them all at once in the S-reduction and parametric in-
terpretation; however they should really be read in their “linearized”
form, such as the [[A]] xo x1 [[xo]] above.

In general, we need to remember the grouping of arguments when
applying the relational interpretation. Essentially, one iteration of the
relational interpretation transforms an application of an argument into
application of two arguments. After a second iteration, there will be
four arguments, and 2" after n iterations. (We must change the abstract
syntax of application to group these 2" arguments together.) Abstrac-
tion and product follow the same pattern as application. Hence, we can
arrange our bindings as oriented n-cubes in general. Using overbar to
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denote cube meta-variables, the syntax becomes the following:

Term = AB application (of hypercubes)
| Ax:A.B abstraction (of hypercubes)
| Vx:AB function space
|

In the above, a binding ¥ : B introduces 2" variables x;, where i is any
bit-vector of size n, and # is the dimension of B. Consider the binding
% : B. If B has dimension zero, it stands for a single binding x : B. If
it has dimension 1, it contains a type By, and a predicate By over By.
Abusing matrix notation, one could write

X Bo as a shorthand for the two bindings %o : Bo
Bl X1 leO
At dimension two, the cube B contains a type By, two predicates By
and By over By, and a relation Bq7, between By, B1g xgg9, and By xgp.

. { Boo Boi Xg0 : Boo Xo1 : Bo1 Xoo0
: means ) i
Bip B X10 : BioXoo  X11 : B11 X00 X01 X10

Since we refer to each vertex by its position in the hypercube, we define
hypercubes of dimension # as mappings from bit-vectors of length n to
terms. We write

n
ie2n

[ i+ B; | and [ i—Bi |l
respectively for plain and incomplete cubes (those that lack an element

at index 1...1, called top index in the following) of dimension 7.

We furthermore need a special syntax for the introduction, elimination
and formation of relations, which correspond to application, abstrac-
tion and quantification over incomplete cubes. Such a cube is found for
example in the type of x;1 above. Using a check * to denote incomplete
cube (i.e., one of those with 2"-1 vertices) meta-variables:

Term = A<b relation membership
| X%:A.B relation formation
| A" relation space
|

Using this syntax, we can finally write the type of x11, previously lin-

. . Xg0 X
earized as Byq xgp X1 X109, in the form we need: Bjqje xoo 01 > The
10 :
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type of By is (goo BO]) = 5. For a plain cube B of arbitrary dimen-
0 -

sion, we have x;_1 : By._1+(¥/1..1) and B; : (B/i) - s, where B/1...1
denotes the cube B with the top vertex removed. Further generalizing,
x; is a witness that the sub-cube found by removing all the dimensions
d such that i; = 0 satisfies the relation B;:

X Br(f//l)

where B /i is the cube obtained by discarding the elements of the cube
B for each dimension d where i; = 0, and then removing the top vertex.

_ , il
Bfi=[jr B Jjézufu_l

where ||i|| = Y7 i; and & is the pointwise and between bitvectors:

B; is then a relation over the corresponding sub-cube of B, which is
written formally:

B;: (B/i) > s

Remark. In this presentation, free theorems, or more generally logical re-
lations, can only take an incomplete cube (of 2" — 1 vertices) as argument,
whereas their proofs involve applications of full cubes. In particular, partial
applications of a parametric relation are not allowed. We should also stress
that the syntax is an extension of the underlying PTS, which can be recovered
by restricting to cubes of dimension zero.

2.5 The interpretation of hypercubes

Having given the new syntax of terms, we can express the relational
interpretation using this new syntax. The interpretation of a cube in-
creases its dimension; to each element is associated its interpretation:

. 0i 1= {Az} dims A+1
[Ale = { 1i [[Ai]]; }

icpdims A

If a binding % has been extended by the interpretation, a variable x; is
then interpreted as xy;.

[xier = x1i
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The interpretation of terms mentioning full cubes (of size 2" for some 1)
is the following:

[AB]; = [Al [Bl;
[Ax : A. BH@' = AX: [[Aﬂg [[B]]C,XH(XO,Xl)
Ce [vx: A.Bly = Vx: [A]s (C(2/01..1)) € [Blg s (g )

The interpretation of the cubes of size 2" — 1 used for relations requires
some care. Because the index 1..1 is missing in such a cube, apply-
ing the same method as for full cubes leaves two elements missing, at
indices 1...1 and 01...1. The former is supposed to be missing (because
the resulting cube is also incomplete), but the latter is dependent on the
context. Hence we introduce the following notation for interpretation
of incomplete cubes where the “missing element” is explicitly specified
to be B:
0i {Ai}g dims A+1
([[Aﬂg ©B)= | li— [A
01.1—= B |, pdimsd_q

The parametric interpretation of the special forms for relation forma-
tion, membership and product are as follows?.

Ce [[A—'>s]}(:: ([[A]]g@C) s
C € [A-B]; = [Alz([Bl; & C)
[X%: A.B]; = Xx: ([A]; ® (X% : A.B)).
x01..1 € [Bllg s (xg,x)

They are a straightforward consequence of the usual parametric inter-
pretation and our choice of grouping arguments in cubes. Readers
familiar with realizability interpretations for the Calculus of Construc-
tions (in the style for example of [Paulin-Mohring, 1989]) will notice a
similarity here: the interpretation of a function space adds a quantifica-
tion; and the other forms behave accordingly. Note that the form A«B
is always a type, and therefore we interpret it as such.

2 — Note that the missing element (the right hand-side of the ® operator) is always a
subterm of the expression we start with.
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We now revisit nested parametricity (presented above in section 2.3):

Example 3 (Nested application of [-]).
[parametricity A] = Aa : [(A)]. [a1] OV

A

N a0\ .
where @ : [(A)] can be understood as (ﬂ1> : <a0 € [A]

on the one hand

). There we have

[parametricity A] : (parametricity A) € [Va : A. € [A]]
=(Aa: A Ja])) € [Va: A. € [A]]

=Vva:[(A)].[A]? <Waoﬂ “_1>

while on the other hand
a :ag € [A] = [A]- (”P)
hence

Tarll £ : (a1 € [ao € [A]])
[[A]] (110 ”a_0ﬂ>i(01)

-1 (g )

So Subject Reduction no longer fails as it did for the system without hypercubes
presented in section 2.3.

2.6 Exchanging dimensions

Given the above definition of cubes, we can take advantage of the fact
that vertices are tied to the structure and define an operation that ap-
plies an arbitrary permutation of its dimensions. For dimension n = 0
or n = 1, there is no non-trivial permutation. In the case of a square
(n = 2), there is only one permutation, which is a simple swapping of
the elements at indices 01 and 10. For higher dimensions (n > 3), the
elements of the cube are multidimensional themselves (the dimension
of an element at index i is ||i||). Thus, one must take care to perform
the exchange properly for each element. For instance, performing an
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exchange of dimensions 1 and 2 in a cube * for n = 3 involves exchang-
ing dimensions 0 and 1 of the element xp11. Indeed, exchanging the
dimensions 1 and 2 in the cube has the effect of exchanging dimensions
in the square occupied by xg11; so an exchange has to be performed on
xp11 to restore the cube structure. Geometrically, exchanging the dimen-
sions as above corresponds to twisting the cube: two faces are swapped,
and the two other are twisted. The situation is shown graphically in the
following picture.

X0op ————————— Xp01 X0pp ————————— X010
/ /| /
X100 X101 — X100 X110
;010 /xon ;001 —— A OV
/
X110 ———— X111 X101 ———— x747 $(12)
m i

In general, applying a permutation 77 on the dimensions of a cube C is
done as follows:

Definition 1 (Cube exchange).
Ciﬁ = [ i CTL’(i) iﬂ/i

Where 1t /i stands for the permutation 7t restricted to the dimensions d where
i =1

Incomplete cubes are permuted in the same way (simply omitting the top ver-
tex).

Definition 2. If 7 is a permutation {d — x;},

n/i = canon{d — x; | iy = 1}, where canon maps the domain and co-
domain of the function {d — x; | iy = 1} to the set {0..||i|| — 1}, preserving
the order. Renaming the dimensions in the permutation ensures that sub-cubes
can be treated just like normal cubes.

Example 4. If 1 = {0 +— 0,1 — 2,2 — 1} swaps dimensions 1 and 2, we
have

i | {d— n(d)]ig=1} /i
001 2—1} {0— 0}
010 {1~ 2} {0 — 0}
100 {0~ 0} {00}

011 | {1—22—1} | {0110}
101 | {0—02—1} |{0—~011}
10| {0—~01—2} |[{0~0,1—1}
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Applying a permutation to terms is then a matter of permuting all the
cubes encountered:

(AB){F = AiF BiF
(A% : A.B)iF = Ax: A{f B[z /x]iF,
(Vx: A.B)if = Vx: A{F . B[x1" /%) 1F,

(and similarly for the incomplete cubes). It remains to explain the inter-
action with the special constructs, [-] and - 1" itself. We do so by listing
four laws which hold in our calculus.

The first law is not surprising: the composition of exchanges is the
exchange of the composition.

AT =g AL (5)

Regarding the interactions between [-] and -, recall first that the re-
lational interpretation adds one dimension to cubes. By convention,
the dimension added by [-] is at index 0, and all other dimensions are
shifted by one. Therefore, the relational interpretation of an exchange
merely lifts the exchange out, and shifts indices by one in its permuta-
tion, leaving dimension 0 intact.

[A17] =p [A] ™ (6)
where 77 + 1 denotes the permutation {d — 7(d —1) | 0 < d < dim 7t}.

The law that motivates the introduction of exchanges is the following;:

[A]; =p [1AL] £V )

This law can also be explained by the convention that [-] always in-
creases each existing dimension and inserts a new dimension 0. By
commuting the uses of parametricity, dimensions are swapped, and
the exchange operator restores the order.

Last, one can also simplify exchanges in the presence of symmetric
terms. We know that a term [A]" is symmetric in its 7 first dimensions.
Thus, applying a permutation that touches only dimensions 0..n — 1 to
such a term has no effect. Formally, we have:

[A]" $(31 32-%m) =5 [A]" ifViel.m,x; <n (8)

We have argued before that it suffices to provide parametricity only for
variables, and that the construct [-] acts as a “macro” on other con-
structs. The situation is the same in the presence of dimension ex-
changes: equation (6) explains how to compute the parametricity wit-
ness of an exchange. For the - {” construct, the situation is analogous:
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it suffices to provide the construct for variables, possibly enclosed by
[T themselves, while it is a macro on all other forms.

The reason is that the above laws give a way to compute the exchange
for any term which is not a parametricity witness (the result is given in
Def. 5). When we want to be explicit about exchange being the syntactic
construct, we write simply x {”*. The syntax fragment for parametricity
and exchanges is as follows.

Var €ExY,z
Param € x x variable
MxIl parametric witness

Term €a,...,u x1™  permutation of dimensions

2.7 Dimension checks

If a permutation acts on dimensions 0 to n — 1, every cube where it
is applied to must exhibit at least n dimensions. So far we have not
discussed this restriction, which is the final feature of the system to
present. To implement it we choose to amend the syntax and annotate
sorts with the dimension of the type which inhabits it. Since the sort
s at dimension 7 is written s”, we can capture the restriction in the
following exchange rule.

I'+HA:B I'EB:s"
' Af":Bi"

dim(7r) <n

(However, as with the PARAM rule, only the version where the term A is
a variable is added to our typing rules; this is enough, since the general
rule can be derived.)

If a type inhabits a sort of dimension 7, all the quantifications found
inside the type must be over cubes of dimension at least n. This is
enforced by modifying the product rule as follows:
I'-A:sl I[Lx:AFB:s
[+ (Vx:AB):si™

PropUCT (s1,52,53) € R

Similarly, relations found in the type must be over cubes of dimen-
sion n.
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A calculus with an internal
parametricity theorem

Having concluded the informal presentation of our system P, we fo-
cus now on a detailed description and will end with proofs of some
fundamental meta-properties such as Confluence (Thm. 3), Strong Nor-
malization (Thm. 9), and Consistency (Thm. 8).

3.1 Definitions

We start this section with the full definition of system P, parameterized
on a PTS specification (S, 4, R).

Definition 3 (Abstract syntax of P).

Sort >5,81,82,83 1= S
Var €EX, Y,z
Param  €x = X variable
| MxI parametric witness
Term €a,..., u = x 17 permutation of dimensions
A,..., U | s" sort at dimension n
| AB application (of hypercubes)
| Ax: A.B abstraction (of hypercubes)
| Vi:A.B function space
| A-B relation membership
| Xx:A.B relation formation
| AS s relation space
Cube ) /:\ s= [im A ] cube of size 2"
Cube’ >A = [ i A J?ezn—l cube of size 2" — 1
Context >T,A = € empty context
| I''x: A context extension

Where [ i A; ]?62” (resp. [ i— A; J?ezn—l) denote a balanced binary

tree (resp. a balanced binary tree without the lower-right leaf) of depth n,
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where for each bit-vector i of length n, the vertex A; is the leaf reached from
the root by following the left child on 1's and right one on 0’s.

The cube bindings can be defined formally once we introduce some convenient
notations:

® 2" stands for all bit-vectors of size n; and 2" — 1 stands for all bit-vectors
of size n, except 1...1.

o ind(A) stands for 29 4; and ind(A) stands for pdims A _ 1

: A stands for the bindings x; : A;+(% /i) where i € ind(A); and
: A stands for the bindings x; : A;j+(X /i) where i € ind(A).

°
R Ry

e Similarly, A : s" stands for A; : Afi > slil and A : s" stands for
A Api S slil,

Definition 4 (Relational interpretation of raw terms).

[[x1"]e = ot (in particular, [x]z = [x] forn =0) ifx ¢¢
[Tx:0"Te = [y ]| 107 (in particular, [x;]z = xy; forn =0)  ifx g
[x 171 = [ 174
[Ax: A. Blg = Ax: [[A]]g. Bl xs (x0,x1)
[X%: A Bl = Xx: ([A]l; ® (X% : A.B)).
x01..1 € [Blg v (xo,:1)
[A B]]g = [[A]]g ﬂgﬂg

[[T]]éz)\Z:<T).zoe[[T]]é ifTisV,ors"

Cels"]: = (C) gt
Ce[vx: A.BJz =Vx: [A]s (C(2/01..1)) € [Blexrs(xomy)
Celd5s"; = ([A];&C) 5"
C € [A-B]; = [Als~([B]; © C)

Ce[[T]](::[[T]]é-((?) if T is not ¥, » nor s"

lele =
[0, x 2 Alg g (xo00) = [Tl X0+ A x1 2 %0 € [A]¢ ifxeg
[[,x: Al =[I]gx: A ifx¢ ¢
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dims A+1

Al = .
|I ]]g |: li— [[Al]]g jcadims A
) 0i {Ai}g dims A+1
(A & B) = [ 1i — [Al
0117 B | pamed_;
Definition 5 (Term exchange).
T ™ 37 = x| 17 ifxed
Tl 1 47 = [ grormelaeer) fxég

(AB)ig = A7 Bif

(Ax: A.B)if = Ax: A4f . B[x{" /%] {7,
(ve: A.B)f =Ve: A7 Bley" /217,
(AB)1f = A{7F+BiT
(Xx: A.B){F = Xx: AiF . Blx{™ /x]iF,
(ASs )ig—Aig%S"
s'fg =s"

Where normal,, (77) removes all cycles of 7t entirely contained in 0..n — 1.

The B-reduction of the underlying PTS extends naturally to hypercube
redexes.

Definition 6 (Reduction).

(Ax: A.b)a — bla/x]

(X%:Ab)edt —  b[i/X]
Where ba/ %] (resp. b[ii/ X)) denotes the 247 (resp. 24m& — 1) sybstitutions
blx;/a; | i € 24™7] (resp. b[x;/a; | i € 29ma — 1]).

We do not specify a reduction strategy, and the B-reduction — can be applied
anywhere in a term, including under abstraction or application.

We write =g the reflexive, symmetric, transitive closure of the reduction —.

Definition 7 (Substitution). In addition to the usual congruence rules, we
extend the substitution meta-operation to our two new syntactic constructs.

[xT[a/x] = [alp
x1"[a/x] = aij
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Definition 8 (Typing rules of P).

_— '-A:B T'-C:s"
s st (s1,52) € A - -
172 Ix:CHA:B
AxIOM WEAKENING
THE: (A5 THa:A [,¥:AFB:s" THA:s"
[k Feii:s" T (X¥:A.B): (A s")
REL-ELIM REL-INTRO
Tk A:sy T-F:(Vi:AB) Tra:A
TH(ASsh):sh T+ Fa:Bla/x]

REL-FORM (s1,57) € A APPLICATION
I,x:AFb:B - (V%:A.B):s" I A:st [,x: Ak B:sl
T'H (Ax: A.b): (Vx: A.B) It (Vx:A.B):sf™

ABSTRACTION Propucr (s1,52,53) € R
T-A:B TFB:s" B=gB THA:s"
T A:B Ix:AkFx: A
CONVERSION START
I'Ex: A I'Ex:A ' A:s"
di <
TE X :x € [A]g THx{7:AfT im(7r) <
PArRaM ExCcHANGE

Where the typing judgment T \ @ : A stands for the conjunction of the judg-
ments T &= a; : Ap(a/i) for i € ind(A); and T € & : A stands for the
conjunction of the judgments T & a; : A;+(d /i) for i € ind(A).

The syntactic changes made to the system require results to be adapted
accordingly. In the case of Ex. 1, (proving that any function of type
Va : x.a — a is an identity), the definition of Equality must be amended
to make it inhabit «'. This mostly involves augmenting the dimension
of cubes by adding unit types as indices:

Eq:w:*.a—>(7>—‘>*l
Eq:M::M:A.A-@;@.v(;): o
r(%) > re(Y)
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The proof term needs fewer amendments:
identities : Vf : (Va : x.a — a).
Va:*.Vx:a.Eqa (fax)-(?)

identities = Af. Aa. Ax. .[f] (Eqag x) <reﬂxa x)

019 (50) (4 5 ) v (3) () -oretraom)

We have now defined our system P. In the remainder of this
chapter we prove the main meta-theoretic results about the system.
More precisely, we prove Confluence in section 3.3, the Abstraction
and Parametricity theorems in section 3.4, and Subject Reduction in
section 3.5. We then define in section 3.6 a reduction-preserving in-
terpretation of P into the underlying PTS O, hence model the former
in the latter. This model is done by introducing explicit witnesses of
parametricity for all variables. Provided that Consistency and Strong
Normalization hold for O (for instance when O is the Calculus of Con-
structions), we can then derive from the model that they also hold for
our system P.
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Dependencies between these results can be summarized by the follow-
ing directed graph:

Consistency Strong Normalization
(theorem 8) (theorem 9)

N/

Subject-Reduction Modelling P in O

(theorem 6) (section 3.6)
Confluence Abstraction & Parametricity theorems
(theorem 3) (theorems 4 & 5)
Syntax Typing rules
(definitions 3-7) (definition 8)

3.2 Properties of the Parametric Interpretation

We start by proving weakening and commutation lemmas for our para-
metric interpretation. These lemmas are used to prove Confluence (sec-
tion 3.3), and Abstraction and Parametricity theorems (section 3.4).

Lemma 1. For each term A and each variable z not free in A, we have:

i) HAﬂg,zH(zo,zl) = [[A]]@‘/ and
ii) {a}C,ZH(ZO,Zl) € Al (z92) = {a}é € [Alz for all terms a.

Proof. By simultaneous induction on the structure of the raw term A.
Details can be found in the appendix. O

- 17" commutes with [[-]|, but the permutation needs to be lifted.

Lemma 2. For each term A : s™ and each p of dimension at most m, we have:

[4$], = (A 1"
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Proof. By induction on the structure of the raw term A. Details can be
found in the appendix. O

When exchanging two occurrences of the parametric interpretation, one
needs to permute the cube variables that are explicit in both interpreta-
tions:

Lemma 3. For each term A, we have:
[141], = AL, (210D /| x € g g 1%y

Proof. By structural induction on the raw term A. Details can be found
in the appendix. O

In particular, when ¢ is empty:

Corollary 1. For each term A, we have:

[A]"]; = [LAL]" £
Note that equation (7) is a special case of this result, taking m = 0.

The parametric interpretation commutes with the substitution, but a
special treatment is required when the variable to be substituted for is
either free or known to the interpretation.

Lemma 4 ([-] and substitution, part 1). For each term A, and each variable
z not in ¢, we have:

i [Aln/z]]: = [Alg2[{u} /20l (] /z0i],  and
i) {alu/z]); € [Al/zl; = (a)e, € [Ale) {u)e/ 20 [[ul /2.

Lemma 5 ([-] and substitution, part 2). For each term A, for variable z not
free in A or contained in ¢, we have:

i) [Aflu/z]]; = [Ale[{u}s/20il, and
i) A{alu/zl}; € [Alu/zl]; = ({alg € [Ale) {u}e/20i]-

Proof. By simultaneous induction on the structure of the raw term A.
Details can be found in the appendix. O

The last lemma of this section states that our parametric interpretation
uniformly expands cubes:

Lemma 6 (Symmetry). For each term A, [A]" is symmetric in its n first
dimensions. More specifically,
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) [T 47 = [ATF 7™, and
ii) (ae [[A]]g) j;g =(ac [[A]]g) igormaln(n)

Proof. By simultaneous induction on the structure of the raw term A.
Details can be found in the appendix. O

Lemma 7 (- { and substitution). If ¢ does not contain either z or any of the
free variables of E, then

A[E/z]i7 = A7 [E/Z] for all 7.

Proof. By induction on A. The only interesting case is the one for vari-
ables, with x = z:

21" +°[E/2] 17 = [E]" #0417
= [E]" tromaln(7op) by Lem. 6
_ ﬂzﬂ n inormal”(ﬂop) [ E/ z]
= [[z|" 1* 17 [E/7]

Lemma 8 (Substitution).

A[E/Z][E' /2] = A[E'/2'|[E[E' /2] /2]

Proof. By induction on A; the only non-trivial case is for the parametric
witnesses [[z]]":
21" 7 [E/2][E'/Z] = [E]5[E"/'] "
= [E[E'/2N]g " = [l2]" 17 [E'/Z'][E[E' /2] /]

by lemmas 5 and 7. O

3.3 Confluence

We now check that the Church-Rosser property holds, that is, we verify
that the order in which the reductions are performed does not mat-
ter. To prove this property, we define a parallel reduction (following the
Tait/Martin-Lof technique), and show that the diamond property holds
for this reduction.
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Definition 9 (Parallel nested reduction).

REFL

> A
b b ava o bt g
P (Ax: A.b)avb'[a' /7] (X% : A.b)eii> ' [i /%]
F> F ava' Fo> F/ av
Arr-CONG —————— Arr*-CONG ———————
FavFa Feii> Fleii
A A bl A A" bol
ABs-CONG —— ——— ABs*-CONG ——— S T TBT]
AX: A b>Ax: A'b Ax: A b AXx:A'b
AsA"  BoB ) Av A
ALL-CONG —— ———; ALL"-CONG —— n 57 s n
Vi:A.B>Vx:A.B A—s"pA —s

With Av A" iff. for all i, A;> Al (and similarly for A A’).

We now need to prove congruence lemmas for the parallel reduction
>, for each of our 3 meta-operators: parametric interpretation [-], term
exchange - {, and substitution.

Lemma 9 (Congruence of [-]). If A> A’, then for all ¢,
i) [Al>[Al;,  and
i) ac[Al>a €[A]; forallava

Proof. By induction on A A”:
¢ The case of ReFL is trivial.
* For 8, one expects
[(Ax: A.b)a]z > [b']a'/ %],

knowing b>b' and a> a'.

[(Ax: A.b)a],
= {by def. of [}
(A% : [Alz- [b]g ) [a]e
{by B, RerL and IH}
[6']¢ 12T/ %]
= {by Lem. 4}
[b'[a" /]

v
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* The case of ° is similar.

* The cases of x-CONG are straightforward using the definition of
-] O
Lemma 10 (Congruence of - 1). If A> A’, then for all  and 71, one has
At >A' 17

Proof. By induction on A A’. The only interesting cases are for the 8
and f*-reductions. For B (B° is similar), we have

(Ax: A.b)a)i7
= {by def. of - {7}
(Ax: A7 .bxi7 /X)47,)aiy
{by B, RerL and IH}
V{7 /%17, [ 17 /%]
= ViE i R
LGk

v

Lemma 11 (Congruence of substitution). If A> A" and E> E', then
A[E/z]> A'[E/z].
Proof. By induction on A A”:

¢ For RerL, the expected result follows from an induction on A
(using n times Lem. 9 and Lem. 10 for the case [[z]|" {7).

* For B, one expects
((Ax: A.b)a)|E/z]>V'[a' /x][E/ 2],

knowing b>b" and a> a’. We have

((Ax: A.b)a)[E/z]
{by def. of the substitution}
(Ax : A[E/z].b|E/z]) a[E/z]
> {by B and IH}
V'[E'/z][a'[E'/z]/X]
= {by Lem. 8}
b'|a'/x][E'/z]

* The case of B° is similar.
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* The cases of x-CONG stem from straightforward uses of induction
hypotheses. O

Theorem 2 (Diamond property). The rewriting system (>) has the diamond
property. In other words, for each A, B, B’ such that B < A B', there exists C
such that B> C < B’

Proof. By induction on the derivations:

e If one of the derivations ends with REFL, one has either A = B,
or A = B'. We pick C = B’ in the former case and C = B in the
latter.

¢ If one of the derivations ends with ABs-CoNG, ALL-CONG, ABs®-
CoNG or ALL*-CONG, the other one has to end with the same rule,
and the result is a straightforward use of the induction hypothe-
sis.

¢ If one of the derivations ends with Arr-CoNG, the other one has to
end with Arr-Cong, or with B. The first case is straightforward;
in the second one, one has

(Ax: A.V)a < (Ax: A.b)a > V'[a"/x]
with Ax: A0 <« Ax: A.b, bob” and @ <ava’
The situation is summarized in the diagram below. In more de-
tails, the end of the derivation of Ax : A’.b’ <« Ax: A.b has to be
either ABs-CONG, or ReFL. In the first case (the last one is similar),

one has A’ <« A and b’ < b.

By induction hypothesis there exist b, #’’ such that v’ > b’ < b”
and @'>a" «d".

The result follows by g and Lem. 11:
(Ax: A v)a > v'[a"/x] < b"[a" /7]
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e The case for Arr*-CONG is similar.

¢ If both derivations end with the same § or §° rule, the result is a
straightforward use of the induction hypothesis and Lem. 11. O

Theorem 3 (Church-Rosser property). Our calculus system has the con-
fluence (Church-Rosser) property that is, for each A, B, B' such that B <—*
A —* B’, there exists C such that B —* C «+—* B/

Proof. Direct consequence of Thm. 2, using the equality p* =—*. O

3.4 Abstraction

In this section we check that our main goal, the integration of para-
metricity (see Prop. 1), is achieved by the design that we propose. (In
particular, internalized parametricity holds for the PArRAM rule itself.)
At the same time, we check that the abstraction theorem also holds
for our calculus. We do so by proving Lem. 12, which subsumes both
theorems.

Lemma 12 (Generalized abstraction). Assuming that ¢ conforms to T,
iii) THB:s" = [[gx:Bk xe[B]:s""

Proof. The proof is done by simultaneous induction on the derivation
tree, and is similar to the proof of the Abstraction Theorem by Bernardy
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and Lasson [2011]. The new parts occur in the special handling of the
START and ParAM rules. The proof of each sub-lemma can be sketched
as follows (the full proof can be found in the appendix):

i) The cases of abstraction and application stem from the fact that
their respective relational interpretations follow the same pattern
as the relational interpretation of the product. The case of a vari-
able x (START) is more tricky: if x € ¢, then the context contains
an explicit witness of parametricity for x. This witness is used to
justify the translated judgment. If x ¢ ¢, then we can use the para-
metricity rule on x to translate the typing judgment. The PARAM
rule is handled similarly, with the additional complexity that an
exchange of dimensions must be added when x ¢ ¢.

ii) This sub-lemma is used to justify weakening of contexts in the
other sub-lemmas. It is a consequence of the thinning lemma and
the fact that the interpretation of types in always well-typed (see
the third item below).

iii) This sub-lemma expresses that if B is a well-sorted type, then so
is x € [B]. It is easy to convince oneself of that result by checking
that the translation of a type always yields a relation, and that the
translation of a relation is itself a relation. O

Remark. In summary, and roughly speaking, Lem. 12 replaces the occur-
rences of START (resp. PARAM) for variables not in ¢ by PARAM (resp. nested
PArRAM + EXCHANGE ). Occurrences on START (resp. PARAM) for variables
in ¢ are preserved.

Theorem 4 (Abstraction).

i) T-A:B = [+ [Alz: ({A}s € [Bl), where & contains all the
variables in T

ii) Furthermore, if the original judgment makes no use of PARAM, the re-
sulting judgment does not either.

Proof.
i) Direct consequence of Lem. 12i.

ii) In the proof of Lem. 12, if ¢ is full, then the target derivation
trees contains PARAM iff. PARAM occurs in the derivation tree for
' A:B. O

Theorem 5 (Parametricity). Each term, no matter if is closed or opened,
satisfies the parametricity condition of its type:

I'-A:B = TF[A]:(A€[B])
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Proof. Take ¢ empty in Lem. 12i. (We recall that [, =T.) O
Definition 10. ¢ conforms to T iff. { contains a suffix of I

Remark. [-] preserves conforming indices: if ¢ conforms to I and A is well-
typed in T, the definition of [A]z makes only recursive calls with conforming
substitutions.

Proof. By induction on the typing derivation. In the definition of [-],
every bound variable in a term is added to the index ¢ in recursive
calls. 0

3.5 Subject Reduction

In this section we prove Subject Reduction (preservation of types). Since
parametricity acts as a typing rule for [-], Subject Reduction for our
calculus stems directly from it. We start by discussing basic proper-
ties generally attributed to PTSs, on which Subject Reduction (Thm. 6)
depends on.

The weakening of contexts behaves in our calculus exactly in the same
way as in all PTSs. Indeed, the usual thinning lemma holds.

Lemma 13 (Thinning). Let I and A be legal contexts such that I' C A. Then
I'HA:B=AF A:B.

Proof. As in [Barendregt, 1992, Lem. 5.2.12]. O
The generation lemma for our calculus must account for the new para-
metricity construct.

Lemma 14 (Generation). The statement of the lemma is the same as that of
the generation lemma for PTS [Barendregt, 1992, Lem. 5.2.13], but with the
additional case for the PARAM rule:

e If T+ [[x] : C then there exists B such that T -+ B:s", (x : B) € T,
and C =g x € [B].

Proof. As in [Barendregt, 1992]:

e We follow the derivation I' - [[x]| : C until [[x] is introduced. It
can only be done by the following rule
AF B:s,
A,x:BF [[x] : x € [B]

with C =g x € [B], and (A,x : B) C I'. The conclusion stems
from Lem. 13. 0

PArRaM
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Theorem 6 (Subject Reduction). If A — A’ and T+ A : T, then
r=A":T

Proof. Most of the technicalities of the proof by Barendregt [1992], con-
cern f-reduction, and are not changed by our addition of parametricity.

Hence we discuss here only the handling of the parametricity construct:
our task is to check that substitution a concrete term a for x in [[x]|
preserves the type of the expression.

Facing a term such as [[x] in context I, we know by generation that it
must have type x € [B] (for some type B valid in I, and x : B). We can
then prove that substituting a term a of type B’ (where B’ is convertible
to B) for x preserves the type of the expression. Indeed, the expression
then reduces to [a], which has type a € [B'] by Thm. 5. In turn, a € [B]
is convertible to x € [B] by Lem. 9. O

3.6 Reduction-preserving model into the un-
derlying PTS

In this section we present a formalization of the intuitive model pre-
sented in section 2.2. We developed a “high-level” calculus P suitable
to internalize parametricity results; we now model our system P into
the underlying PTS O, which can be seen as “low-level” in that context.

Each term is mapped to a term where parametricity witnesses are
passed explicitly. Simultaneously, contexts are extended with explicit
witnesses: in a first approximation, each binding x : A is replaced by
a multiple binding x : A, % : x € [A]. This means that [[x]| can be
interpreted by the corresponding variable ¥ in the context. In fact, this
is really what the term [[x] means, as shown by the reduction rule
) fue/ x] — [u].

The following table shows how some example terms can be interpreted
(for the sake of readability we omit type annotations in the abstractions,
since they play no role in these examples):

original term A its interpretation (Al
Ax. [[x]] AX AR X
(Ax. [x])) (yz) (Ax.Ax. %) (yz)(z2)

(Ax. [x]}) (Ay. Tyl (Ax.Ax. %) (Ay. )\y:. y“)V/ o
(Ay-AY.AY . Ay 173)
Note that the third row in the above table shows how an instance of

nested parametricity is modelled: we add explicit witnesses of level
two.

-39 -



Given that the interpretation is sound with respect to O (Thm. 7) and
that it preserves reductions (Lem. 16), we obtain Strong Normalization
(Thm. 9). The rest of the section is devoted to defining the model for-
mally, and proving its soundness.

In general, the transformation is not trivial, because of the interaction
between functions and their arguments, occurring in the App rule. If a
function uses parametricity on one of its argument, calls to the function
must also compute explicit parametricity witnesses. (This may in turn
trigger the need for more explicit witnesses at the call site). Further, if
the function is passed to another function, this will create further needs
for explicit witnesses.

As we have seen above, each binding x : A should be replaced by
x:A,..., % :x € [A]" for some n. Our main task is to compute an n

that would be big enough to make all the parametricity witnesses [[x]| k
explicit. To do so, we use an intermediate representation of the typing
derivation, containing some constraints on the n’s, by annotation of the
derivation tree, as in figure 2. We assume without loss of generality that
variable names are distinct, so the n’s are given by a (partial) valuation
€ : Var — IN defined on each cube variable. This annotation of the
derivation with constraints is an instance of a technique known as type-
based analysis [Svenningsson, 2007].

r~F:(Vx:A.B) tuTka:A {e+e(x) <e(y) |e<e(y) €t}
I'+Fa:Bla/x]
APPLICATION

T F:(Vx:As") tuThHa: A {e+e(x) <e(y)|e<e(y) €t}
[k Feii:s"
REL-EriMm

THA:s" n<e(x)
Lx:AF [X]"17: (x € [A]") ¢
PArRaAM /1

—dimm <m+n

Figure 2: Typing rules extended with constraints on the valuation €.
Rules omitted here remain unchanged (see Def. 8). The notation e <
€(y) € t expresses that the constraint appears in the sub-derivation t.
(For the sake of conciseness, we merged the rules START, PARAM and
ExcHANGE into PARAM /7 here.)

The ArrricatioN and ReL-ELim rules require special care. Indeed, we
need to “lift” the inequalities of the right sub-tree t, since if F has to

be extended to a term of type V[x : A]". B, then it has to be fed with

-40 -



n extra parametricity witnesses [a] - - - [a]", hence the context has to
be extended enough to contain i, for each y free in a. Note that the
constraints e + €(x) < e(y) we add in the ArrLICcATION and REL-ELIM
rule are more restrictive than the corresponding e < €(y) that are in t,
so one can simply ignore the latter.

We need to check that the system of constraints has a solution. In fact,
the simplex it defines is unbounded: indeed, the only place where a
variable appears on the left-hand side of a constraint is in APPLICATION
and ReL-ELiM when we “lift by x” the constraints in the sub-tree t; It
cannot create any cycle, since x does not appear in t.

With our notion of cubes instead of usual bindings, extending the con-
text with an explicit witness corresponds to adding one dimension to
the cube. However, we a priori only need to access one of the new ver-
tices, the one that has the new dimension set to one. Hence in general,
each of the 24ims4 vertices x; of a binding % : A will be extended with

Xji 1 Xj € [[Ai-(f//i)]]k for 0 < k < e(x) and j = 0c(¥) K1k,

Permutations on variables yield yet another difficulty, as one can see in
the example Ax : A.Ay; : x € [A]. [y1]] 1'?). (The cubes have been flat-
tened for the sake of readability.) Here, [[y1] 12 : [A]* x y; [[x] while
Tl : [A]*x <] y1. Our solution is to not only extend the context
with explicit parametricity witnesses, but also with explicit permuted
parametricity witnesses. Hence a possible interpretation of the previ-
ous term in the naked system O is the following:

Axg : AAxy : ([A] xo).

Ayor : ([A] xo)‘)\ylbi (IA]? x0 x1 yo1)- .
)\ygl " (AP %o yor 1) ¥y

We are not focusing on the minimal extension here, and we add wit-
nesses for each possible permutation. It is however possible to refine
this extension, since for instance the relations are symmetric in the new
dimensions, hence we can ignore permutation cycles that are entirely
contained in these new dimensions.
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Definition 11 (Interpretation which inserts explicit witnesses). Writing
&y, to be the group of permutations on {0,...,n —1},

e(x)
.
(Mxi|" 7 ) = xji  wherej=0...01...1

(s : A.B) = Az : 4). (B)
(Vz:A.B) =V(x:A}.(B)
(Fra) = (F) {{la]"{" ) | i € ind(a), k < e(x),
7 € Sktdimsa
(Xx: A.B) = A(x: A). (B)
(v°x ) =Vv{(x: A].s
(F A = (F) {([a]* 4™ ] | € ind(a), k < e(x),

TE 6kerimsﬁ }

(T, xi = A = (T, {xi - A)

We introduce a new macro (x; : Al), which expands to the following multiple
bindings:

(xi: A:s") = {xF : ((xi € [AIN7D [k < e(x),
]' _ Oe(x)—klkl

T € Sk }

Bindings of cube variables are merely “flattened”, using our previously defined
macro:

(xi: Ai(x/7)]) | i € ind(A)}
(xi: Ap(x/7)]) | i € ind(A)}

type A, then xq : x € [A], etc.

Lemma 15 ({ - |) and substitution).

(Alai/x)) = JAD[A[al" 7 D /3F k < e(x),j = 05 F 1K e ]
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Proof. By induction on A; we illustrate how the proof proceeds by
showing only the case for variables, since all the other cases stem from
straightforward uses of the induction hypotheses.

ATl 17las/ 0D = (lad” £7 )
T[] 7 D /]
= AT+ DALl 47D /5.

O
Lemma 16 (Congruence of (- ). IfT + A : Bwith A — A’, then
(A) —7T ().
Proof. By induction on A — A’. O

Finally, we are now able to prove the soundness of our model, by prov-
ing that the transformation yields well-typed terms in O.

Theorem 7 (Soundness). IfI'-p A : B, then
{Th o (A] = (B]-

Proof. We proceed by induction on the derivation; however the proof re-
quires a stronger induction hypothesis when the derivation I' -p A : B
starts with the APPLICATION rule. See the appendix for details. O

Theorem 8 (Consistency). If O is consistent, then so is P, our system ex-
tended with PARAM.

Proof. Since (| - |) transports the empty type from P to O, by Thm. 7 any
inhabitant of the empty type in P would give one in O. O

Theorem 9 (Strong Normalization). If O is strongly normalizing, then so
is P.

Proof. Assume I' - A : B and consider a chain of reductions A —"
A’. We have (A) —™ (A’)), and m > n by Lem. 16. We also have
that (A|) is typeable in O, by Thm. 7. Therefore, only finite chains of
reductions are possible. O
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Appendix: Additional
proofs

Lemma 1. For each term A and each variable z not free in A, we have:

1) [[A]]g,zb—)(Z(],Zl) = H:Aﬂé’ al’ld

i) {atez(zz) € [Aleozyz) = {ate € [Ale  for all terms a.
Proof. By simultaneous induction on the structure of the raw term A.
Following the definition of our relational interpretation, we prove only
i) for the case of variable, lambda, relation introduction and applica-

tion; we prove ii) in the other cases, namely product, sort, and relation
elimination.

Variable [x;]" 7
M—xiﬂ ! Tnﬂé,z = [[”xiﬂ nﬂé,z j;n_H
= [ Ty
= [l nﬂg inﬂ
= [x0" "¢
Lambda Ax: A.B

[Ax: A. Bﬂg/z = AX: [[A]]g‘,z' [[Bﬂg,z,x

= A% : [A]. [Blg, by IH
Lambda® Xx:A.B
[X%: A Blg, = X%: [A]g,. [Bls.,
= X% : [A]e. [Blz by IH
= [Xx: A.B];
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Application Fa
[Fale. = [Flg []¢.
= [Fl; [l by IH
= [Fa] ¢

Sort s"
{ll}glz € ﬂs"ﬂglz = ({a}g,z> S gltn
= {a}s € [s"]¢
Product Vx: A.B
{ats, € [vx: A.B]],;Z =Vx: [[A]]C,Z. ({a}e, (2/01..1)) € [Ble,
=Vx: [[A]]g. ({a}ts (x/01..1)) € [Blg by IH
Arrow* A 5 5"
{a}g,z € [[A ;> Sn]]g,z = ([[A]]g,z D {a}{;',z) ;> Sl+n
= ([A]g @ {a}s) = s"*" by IH
={a}; e [A>s"];
Application® Feb
{a}e, € [Fble, = [Flg.*([D]z © {a}¢)
= [[F]]g'([[gﬂg@{“}g) by IH
={a}; € [[F‘E]]g
O

Lemma 2. For each term A : s™ and each p of dimension at most m, we have:
1
[A%], = 1Al
Proof. By induction on the structure of raw term A.
Variable (1) [x;]" 17, x€&ng
(1" 7441, = 11" 47
= [x0"1¢ !

= H’xli‘” n .I.normal”(<0.“n)oﬂ:+1)

= H’xli‘ﬂ n .i.normaly,((O...n)on-t,-U i€+1
= n . o+1
- [[H—xiﬂ T Hg ig
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Variable (2) [[x;]"1", x¢ & x€C

[Mx0" 7 ig]]g = [x]" 171,
= [x0"1s e

= ﬂ—xolfﬂ n _l_normal,,((O...n)onJrl)

= [xoil n .l.normal,,((O...n)orr+1) i{g+1

= [T " 471 157
Variable 3) [x;]"17, x €& x ¢

[[ﬂxiﬂ n Tn ig]]g _ [[H—xi—ﬂ n _i_normaln(pon)]]g
= [[xyj] ™ $(0--1) $1+normal,(porr)
= " 40 g0 g
=[xl 713"

Variable (@) [x;]"17, x ¢ & x ¢

[ 17421, = [ gromebiee],
_ ”in—ﬂ n _'_(On) T1+n0rmal,,(pon)
= egi] " 40 417 414
= [Tl 71 1,

Lambda Ax: A.B

[(Az: A.B) ﬂg]]é = [Ax: A B[x1f /%] ﬂ’,x}]g
= Ax: [ [Bl 1 /3147, ], |
=A% [ALe 47 [BlE /5] 4k by IH
= AT [Al 1 [Blg [T 14 /2] 41

= (A% [Ale [Ble) 1



Lambda® X¥: A.B

[(x%:A.B) 12]]5 = [Xx: Af].B[xiF /3] f’,x]]5
= X¥%: ([[Aztg]]é @ {Xx: Aff B /4] ip'x}g)'
xo1..1 € [B[X1F /%] ip,x]](:,x
= X%: ([Al @ {X%: ABY) 1. by IH
@mwleﬂkaﬂfP+p/ﬂigy
'% : ([Al © {X%: A B}g). x01.1 € [Blg) iyp
=[x A Bt

I
-
=

Application Fia
[(Fa) 1], = [FZ a7,
— [F4], 7401,
= [F)e 37 [l 1, by IH
= [Fa]; iéﬂ]

Sort s”

{afe 4, € "], = {a)e 1, € '],
- <{a}g iéﬂ)) Sy gltn

= ({a}¢ € [5"]¢) ié+p

Product Vx: A.B

{a}e1; " € [(va: A.B) #1

= {a}et; " € Ive: A¥ Bt /34 ],

=v2: [Af]e ({a}e 77 (£/01..1)) € [B[z1F /4] ﬂ’/xﬂg/x

=vx: [Al 117 ({a}g (£/01.1)) € [B]e ) [2 77 /2] 1, by IH
= [ve: ABlg1; "
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Arrow® A 5 "

{afe 4, € [(A s H],

= {a)o ;" € [AF 5",

= (IA#], ® {a); 1;7) 5 s

= ([[A]]g @ {a}e) A by IH

= ({a}s € [A = s"l) iEﬂ)

Application® Feb

{afe 477 € [(ED) ], = {a)o 1, € [F5¥],
= [F7, (1471, @ {ay ;)
= [Flg 3P +(Blg @ {a}e) 17 by H
= ({a}g € [Fblp) 1,

Lemma 3. For each term A, we have:

[4]], = AL, [£1C) /2| x € g g1y

Proof. By structural induction on A.
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Variable (1) [z;]"t7,z€&z€

[T 171], = [zdel" £ 1471,

_ [[H—Zliﬂ n T(On) il+nﬂg

= [z1i] nﬂg I by Lem. 2
_ H[[Zli]]d]n i(On) i(l...1+7l) 12+7T

_ I‘I‘lei‘” n _‘_(O...n) i(l..‘lJrn) i2+7r

= [zl " 1 27

= Tl 4 3000 27

= Tend " 4+ 27710

since 2 + 7t and (01) are disjoints

= [lz1ile1" §O-) 4 (1-24m) g2+ ig(f?‘ulg)

= [[z1i] " §0-11) 247 ig&)

— [ 40 g1+, 100 o Lom 2
= [[l=z:0" 1O 7] icné

= [[l=1" T”ﬂgﬂéig’mlg

= [[F=0" 171 (=10 /% | x € N )3,

Variable (2) [[z]"1%,z¢ & z€

[Tz 71D, = [zl 1147,
_ [“IZ]] ]]1+n (0...1+‘rl) 12+7T
— H—Z JI 1+n (O d+4n 12+n
= [z ﬂ1+n (1..1+4n 101) iz+n

)
)

since 2 + 7t and (01) are disjoints
)

= [z1/] Lin 4 (1 14n) 4247 1(01)

= [Tz 4O 147 1)

= Ml 0" $0-7 47, 17

= [0 1711, 1502

= [ 1701, (1€ /5 | x € g 11
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Variable 3) [z;]|" 17, z€ & z¢C

[0lz0" "1el, = Mzl " 4{0-m) gli]
_ ”’Zli'ﬂ 1+n _'_(1...1+n) iz+n
_ ”—Zli-ﬂ 1+n T(O...1+n) 17(:01) _‘1:2+7T

since 2 + 7t and (01) are disjoints

_ ”'Z '”1+1’l 0 1+n 124»7'(1

= [z e T1+n]]g iéng

= [=0" 70,1, 0%

= [ 17D (21 /5 | x € g g 10

Variable (4) [z]]"17,z2¢ &z ¢

[Tz 7], = Tz 247
since dim (01) < 2

= [0 450 £

since 2 + 7t and (01) are disjoints

= [ 12 10

= [0 10, 4507

= [0 " 711,121V /2 | x € 2N gl 3y

Lambda A%: A.B

[[A%: A.Bl], = A%: [[Al],. [[Blg, ] .,
= A%+ [[ALL 21 /2 z € £ a) by IH
ﬂ[[B]]gx]]CX[ZT 01 /Z | z € (Cm C) U {x}]i éﬂé U{x}
= A%: [[[[A]]g]}é[z’[ O /z1zeeng im .
1B, 1), , (21 /2| z € g n 1)
= (A [AD D MBItV /2 | 2 € 6 )10

= [[A%: A B[ 1,24V /2| z € 2N g)
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Lambda® X¥: A.B
[[xx - A.B:[Ig]]g

LINA X x x
Xx:C. MB]]@XH@; < 001...1 01.1,,41>

X101...1

= )va : C [[[[B]]g, ]] [ZT 01 /Z | zZ € (gmg) U {x}] (’:ﬂg U{x} by IH

(x001.4.1 x011..41>
X101..1 :
= Xx: ¢zt /z |z e N ig(;%lg .

([[[[B]]gx]]m. <x001‘..1 xO1.1.‘.1>) [21‘(01) /z|zeEny] Ig%lg

X101...1
— AN el . [ Xoor.1 Xo11.1
= (Ax : C'[[[B]]C,x]]g,x <x101...1 . >)
210 /2| z € EN g
= [[x%: ABlJ, (21" /2] z € £n 1)

Where

00i — {{Ai}z},
01i > {[Ail}, 1i = [[Al],

001.. 1»—>{{/\x A. B¢}, | 101. 1r—>[[{)\x AB}C:]]
011..1 v+ {X%: [A]]g@{)\x A.B}e). x01. 16[[B]]§x}

10i — [{A; }gﬂ

Xr= (01
=210 sz |z e gn gt by H

and

00i — {{A;}},
001..1 — {{X%: A.B}g}g 101..1 — [{X%: A.B}g]]g
011..1 = {X%: ([A]; ® {X¥%: A.B};). xq1.1 € [[B]]g,x}é

10i = [{A}],

Application Fa

[F algl, = [TF1D, 11D,
= [IFl], 24V /2| z € e n )1y by IH
(171121 /2| z € N 47
= [IFal;], [+ /2| z € en g3}
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Sort s"

{{a}é}g c [[[[Sn]]rﬂ]g — <{[§Z{§H}§ {[[Q]F}C> oy g2

oyl Aol . e
<<[{{a}gﬂ - >*S+
[z /2] z € 2N
= ({{a}g), € ["1T, (21 /2 | z € N ) 1)
Product Vx: A.B
{{a}e}, € [lvx: A Bl
A i (x
= vz : [[4];],- MB]];X]]Q,(-(W}] (£/101..1)
= Vi [[A], [z /2] z € g )1
i {{a}}, (£/001..1) {[a]}, (2/011...1)
(H[[B]]C,x]]g,x°([[{a}g]i(f/lOl...l) - ))
2100 /2| z € ENCU LI 0y
= ({{a}}, € [vx: A Bl [+ /2 | z € £ ) i)

{{a}e}, (x/001. 1) {[[a]]é}g(f/OH‘..l))
/ .
)
ng -

by IH

Arrow® A 5 "
(o), € T4 5 5],
=C 52t
= (C S 21O 2|z e eng)) 1
= ({a)e), € M5 Lt /212 e 2D iy

Where
00i —~ {{Ai}e}, | 10i— [{Aike],
01i > {[Ailg}, | 11i [[Ail],
0011+ {{a}g}, | 1011+ [{a}],
0111 {[al},
= [zt /z |z egng)y) by
and

00i = {{Ai}c}, | 10i = [{Ai}],
01 > {[Allg}, | 110 AL,
0011 {{a}}, | 1011 [{a}],
0111 = {[al;},
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Application® F-A
{{ake}, € [IF-Ale], = [FI,C

= ({{a}}, € [PALt™ /2| z € 2N Q) 1

Where
00i — {{Ai}e}, | 10i— [{Aike],
001..1 = {{a}z}, | 101..1~ [{a}],
011..1 = {[al},
=zt /z|zegng) ) byH
and

0l > {[Ai}, | 110 (A,
0011~ {{a};}, | 1011+ [{a}l,
0111 {[a] },

O

Lemma 4 ([-] and substitution, part 1). For each term A, and each variable

z not in &, we have:

i) [Alu/zi]l; = [Alg,{u}e/z0i] [[ulg / ail,

and

i) {alu/zl}t; € [Alu/zill; = ({ate. € [Alg ) {ude/ 20l [[ulg /21l

Proof. By simultaneous induction on the structure of A.
Variable (1) [z]" {"
Iz (/21 = 01" 7
= [lu n]]g inH
= ([l $-
= Tzl " £ ™ [}/ z00) ([l g/ 211)
= [[zi]¢,.]" $(0-m) g+ {ute/zoi)[[u] /1]
= [Tl g ¥ kg /201 [l /214
= [Tz 17D 2 (20,20 {0} & / 200 [[14] ¢ / 224]
Variable (2) [[x;]" {7, with x # z
[Tl ™ 47w /zill = [T " 71
= [0 71, b /20 [Tl /20
= [T 70 s (g oy {6/ 201 ([0 /204]

- 56 -
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by Cor. 1

by Lem. 2

by Lem. 1



Lambda Ax: A.B
[(Ax: A.B)[u/z]l; = [A% : Alu/z]. Blu/z]];
= Ax: [Au/z]le. [Blu/zi]lg
= A% [A]g[{ube/z0i] [[ul g /z1i). by IH
[Ble - [{u}e/ 20l [[u] e/ z1i]
= [A% : A Blg o (22 [{} o/ 20i) [[] e / 2104]
Lambda® X¥: A.B
[(Xx: A B)[u/z]l;
=[Xx: A[u/z,-].B[u/zi}]]g
= X% ([Alu/z)] ® {X%: Alu/z). Blu/z)}z) - x01.1 € [Blu/z]]e
= Xx: ([[Aﬂg ®{Xx: A[u/zi].B[u/zi}}g).
x01..1 € [Blu/zi]lg
= X% ([Alg, ® X% : A B)[{u}e/20i] [[ulg/21i]- by IH
(x01..1 € [Blgy2) [{ube/z0i] [[u]e/21i]
= (X% : ([Alg, © (X% : A.B}g.) x01.1 € [Blgn2)
[{”}g/ZOi][[[”]]g/Zli]
=[xx: A. Bﬂg,z[{”}g/ZOi][[[”ﬂg/zli]

Application Fa
[(Fa)[u/z]lz = [Flu/zi]alu/z]];
= [Flu/zil]¢ [afu/z]¢
= [Fle-[{u}e/20il l[ul e/ z1i) [alg - [{u} ¢/ z0i] [[u] e /21:] - by IH
= ([Flg 2 [alg ) [{u}te/ z0il [Tul g / 1i]
= [Fa]g.[{u}e/zoi[[ule/ z1i]
Sort s"

{alu/zi]}s € [s"[u/zi]]: = ({a}g,z[{?‘}g/ZOi]) S st

= ({a}te; € [5"e2) Hute/ zoil [[ulg / z14]
Product Vx: A.B
{alu/zil}s € [(Vx: A.B)[u/z]];
=Vx : [Alu/z]]s. ({alu/zi]}s (2/01..1)) € [Blu/z]lg . .
= (V% : [Alg.. ({a}e, (£/01..1)) € [Ble ) [{u}e/z0i][[ule/21;] by IH
= ({a}e, € [Vx: A.Ble ) [{u}e/20i][[ul s/ 21i]
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Arrow® A 5 "

{alu/z]}e € [(A 5 s")u/z)];

= ([Au/z]]z ® {alu/z]}g) = s

= (([Alg. ® {a}e.) = "™ {ude /20 [l / 21i] by IH
= ({a}g, € [A > "Iz ) {u}e /0l [l /21

Application® Feb

{alu/z]}e € [(Fb)[u/z]];

= [Flu/zilg([b[u/ 2]l © {alu/z]}e)

= [Fle.[{u}e/z0i) (1] e /20)+ ([0l . © {a}g ) [{ude /20 [l /z0:] by TH
= ({a}e; € [[F'E]]g,z)[{“}g/zm][[[”]]g/zli]

Lemma 5 ([-] and substitution, part 2). For each term A, for variable z not
free in A or contained in ¢, we have:

i) [Alu/zil]: = [Ale[{u}s/20il, and

i) A{alu/zl}e € [Alu/z]]; = ({ake € [Ale){u}e/20i]-

Proof. By simultaneous induction on the structure of A.

Variable (1) [z;]" 1 Impossible.

Variable (2) [[x;]" 17, with x # z

[ (/21 = 1" 71,
= [0 7, [}/ 200

Lambda A%: A.B

[(Ax: A.B)[u/z]]; = [A% : Alu/z]. Blu/z]];

L [Au/zi)]e [Blu/zil]e
[Al[{u}te/z0i). [Blg r[{u}e/z0i] by TH
= [Ax: A Blg[{u}s/z0i]

|
—
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Lambda® Xx:A.B
[(Xx: A.B)[u/zi]]]é
=[Xx: A[u/z,f].B[u/zi}]]g
= X% ([Alu/z]]; ® {X%: Alu/z]. B[u/zi]}). xo1.1 € [Blu/zi]l¢
= Xx: ([A]z © {xx: A.B}z)[{u}s/ 20 by IH
(x01.1 € [Blg) {u}e/z0i]
=[xx: A Bl [{u}s/z0i]

Application Fa
[(Fa)[u/zi]lz = [Flu/za[u/z]l;
= [Flu/zi]]¢ [a[u/z]¢
= [Fle[{u}s/zoi] [a][{u} s/ z0i] by IH
= ([Flg [a]e) [{u} e/ z0i]
= [Fale[{u}s/z0i)
Sort s"

{alu/zi]}z € [s"[u/zi]]s = <{u}é[{%}é/20i]) 2y gl

= ({a}¢ € [s"]2) [{u} e/ 20i]
Product Vx: A.B
{alu/zil}ts € [(vx: A.B)[u/z,-]]]é
=Vx: [Alu/z]e. ({alu/zi]}s (%/01..1)) € [Blu/z]]g .
= (Vx: [A]s. ({a}s (£/01..1)) € [Blg) [{u}e/20:] by IH
= ({a}s € [V : A. B]s) [{u}¢/20:]
Arrow® A 5 "
{alu/zi]}e € [(A > s")[u/z];
= ([A[u/z]]; ® {alu/z]}z) = s'*"
= (([A]g @ {a}e) = s"*")[{u}s /0] by IH
= ({a}; € [A > s"]2) [{u} /0]
Application® Feb
{alu/z]}; € [(F-b)[u/z]];
= [[F[”/Ziﬂ]g’([[z’[“/zi]ﬂg @ {alu/zi}e)
= [Fle[{u}e /2o [[udg /20i)+([0] © {a}e) {u}e/z0i] by IH
= ({a}g € [Fblg)[{u}¢/20i]
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O

Lemma 6 (Symmetry). For each term A, [A]" is symmetric in its n first
dimensions. More specifically,

i [AJ 47 = [AR ™7, and

i) (a€[AIDIF = (a € [A]}) 3o

Proof. By simultaneous induction on the structure of A.

Variable (1) [[x;|" 1, x € ¢

ﬂﬂ—xiﬂ m erﬂg ig _ ”—xl...li—ﬂ m Jrn+(0...m) inﬂj ig
= ”xl 1fﬂ m -l-7l+(0...m) in+p

= [l ™ 91 g7

Variable (2) [x;]" 1, x ¢ ¢

Il ™ 490z 47 = T "H7 4700 4
= ”—xi‘” n+m _'_nOrmaln tm((n4p)om)

since n+p and (0...n — 1) are disjoint

_ ”xiﬂ n+m .'.normal,,+,n((n—}—p)onormaly,(ﬁ))

= [T ™ 77 gm0

Lambda (Lambda’ is similar) Ax: A.B
A7 A BJ F = Ax: [Ag 17 [[Bugxw /54
= A% AR B [e v/ gy by H
= A% [A7 g B [ grome () /2] g ()

_ . normal, (77)
= [A%: A B} 1}

Application (Application”® is similar) Fa

[Falz 17 = A% : [Fg 47 - [alg ig
= A% [FIF £ a3 by

= [Ax: A BJf ggome ()
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Product (Arrow" is similar) V¥ : A.B
(Ce[vx: ABJz)iF
=z : [A]z 17 . (Cx € [B]Z,)[%17 /%) 1F,
= v [AR 0 (Cx e B [EtT /] fpo by IH
= v [AR £ (Cx e [B]E ) [ rormeb () /5] o ()
= (Ce[vi: A.B]Y) igc’rmal"(”)
Sort s

The result (C € [s]z) 17 = (C € [s]z) igormah(ﬂ) stems from an easy in-
duction on 7. O

Lemma 12 (Generalized abstraction). Assuming that ¢ conforms to T,

i) [F B:s" = [[Jzx:BFxc[B]y:s"!

Proof. The lemmas are proved by transforming derivation trees. They
mutually depend on each other, (but only for structurally smaller state-
ments, hence the recursion is sound). For each lemma, each rule is
treated. The rule being handled is written before the corresponding
part of the resulting derivation.

In the proofs, the application of each sub-lemma to an arbitrary deriva-
tion I' = A : B are written as follows:

i) [T+ A:B],
ii) T A: B
iii) {T' A B},

We only give further details for the two first items in the following; iii)
stemming from simple application of induction hypotheses.

-61 -



NP1 X i\ SN PR RN |
lal>v vl 40« 1]

s:p4°ll Clal > v vl 4°Lal
Hs:p4a): lg:v4al:

MM

2P x-
- g:v+40:2']
s:041 VI

Surua>eap
513 v < °[y] - ]
Eclel 3 PO 3
A A L4 RN AT et

siy <71l 57yl 3 0% v 02 ]
sy 4.0}

sty 4]

H N

"BUIWS[-qNS }XaU Y} U0 sarpai Jooad ayy,
“PIONPOIIUT ST UOR[DI MaU & :ySnoxy syrey 2[17] jo uontugap oy ‘osed Sy U Jonpoi Uriog-[9y WI[-[3Y WoIXy

gl > Hv}: vl 4lal < g:v 41 @

- 62 -



MM

Mgl 2 v vl = [0 = a]

. a1 . .
;awwpﬁfAhwvfwi

ddv

LS

w?j

gl > v vl 40 0[]

s:p4°ll Clal2v:°lvl4°1al
QL&,M W=MH<L;M

s 023 9] 4 ot 03]

00z 4 0z ]

s 0ol 400w ]

Is120: o] 40 0]

Kiclel
s:p 47l
. MM
wﬁ%“QIAerM m“QIAw=rQ
s paa):

]2 0 o] 41l

s 4.1

23X

-63 -



AR [o] 4]

iclet

¥ ey

(dv:za):(QV:20) 41
Sdv

s:(gy:x

TA) AT 194V 20

o+ 2]g] > (1) : *[o ] =[]

ﬁ:@ —zlg] > (v g):

3[0] °[4] 4 °[a]

oy 24l

[0« 2)("?[g] > (z 1)) : *[0] ’[1] 4[]

o Plal s

Clsvloay

ZX) @
w @[y A

w=m

A) 2Tyl za) : °[4] 4 °[a]

gy

[0 g
ddv

(z
V&
zp) o 4]

D4 4d

Vo4l (gv

zX):

®°ly])) : Clal > v 1oz (g

TA) o 40

lay

.gf:

zA] wm”w?fwz

Ll

)@

®°[y]) : 2

zX) 4 °Lal

S w=m= Bl ﬁON\_ AAm |
MM

w.@

& yl) 2

g w=m= EY 17107 44

249l

wim :

HoN

ERINI

SLal

uonpensqy

uonedrddy

onuy-[3Yy

-64 -



,rm.@xub.‘\.\_iubwﬁlﬁ
SV A4

lal > v = °Iv] 4°11]
6 ‘wor] w=m=W‘TQH wm\mﬁwv\ w=\m=Wv\“w=~\ﬁLw=rﬁ=
q9=.4d a:v4al:
sans s gl 3 v <14l
ANOD mnd\l_wmrg m“w=mﬁw&l_mn&1w:r;
g9=.,g s:g4°] v 4ol s gaal
s g 40} g v4a)
d:v 41
ANOD

g9=,g s:d41 gV 4d

e gy izals @y 20 Cley 2] 4]
(Plal 2 9°Iv]  2a) - CPlal °Iv] - 2¢)
s Anrw:m__ 5 o.wT\; .

) 4°L1]
zp) - °[a] " &Am; 5q: 7 7q] 4 °[¥] : = 2Ll

gl >q: lal -y < 2]
Blg a4y =l

ye)g

UOISI2AU0D)

-65 -



T\:WR“%:.H.:IAL
Wvavd

it

] 5 2 3] 4 Ly - 2]

ad
18 Ty] 3 02 : 1w 4 [y] 5 0x: Taty : 0]

s:7ly] 5 0w 4y 0z ]
w_w‘_\lA,H_

vl >z 2] 47y : =a]

aaa
w_T\__ Sx:
(surr0§u0o)

plel v 2oL
:T:WH.“@:.R.: 1vie
WVAVd

ViTHyied
e TV TS
SV 41

wereJ

33 x-

"J UL ST ) JO 9[qeLIeA OU ‘] 0} SWIOFU0D ) dOUIG ) 3 X-

- 66 -



¢ s 4
XV—mm—

woIXy

s Aal 2 x 4 gt i x?ales g 40 (o
HIGEEE o] w?%%_ 40l
(PIv] > 2] > ?[=]) 9= C[Iv] > 2] > o Lz0)

T 7
é@éRAE Bt o= (g

ANOD

X

(P1¥1 2 21 3 *el) + °L, Lol L]
;gvﬁiﬁ

NEEGENG NS
PlvTl o=M1v1]

vl 2 = °[2] 4 °[a]
(L) ba

w?“fgw

NG EE EMEEEN

-67 -



m“wmgwal_\m“&nw:w“aré
Eicles

stae ] 4Aixts A3T]
(surrojuod) P

sime A 4fizxis:hi‘]
-y b
fi:xqhi:xs: 0] mW\Tﬁ;&_Lm“Hnm”\Th
LS il
s:fi4s:hi‘] [s]2A: A 4fi:x‘s:h ]
LS M P
Zs:s 4 I s:ifiqs:hi‘] Tgwm“w;&_Lm“aQ
€IS WVavd
ts s 4 J s:fiqs:fi‘]
LS
(S |

2P N-
s:fiqs:fi‘]

Csis 40

}1e)S

Nm”wf&_wa;ﬁm”&
Kiclet

Cs:ls—xqls:x
.
CRCE:
Is:x4ls:x
tc(el

Is:xqls:x

IS

ts i 1s
XV

- 68 -



Kiclel
DONINNIHL

m”w=m__w&¢m“a®=©“\?é

EY R I EY A AR
s:7[0] 340 A°]]
s 044l

s g 4.
mmaw”w=m= WRLm“&Q:b“m,rQ
DNINNIHL 5 w=m= STrHg:x: mQ:Hﬁ
s:p4°Mal s: gl >+ g :x[a]
HsiDHa): s g 41

AR i FOREON
$:DA4J s g4

m“wzi w&;a”abwﬁ?”@bé
Riclel
H-1oY

LS

m”a.SL\M“&»m,A.la”H\Tm“m@:r;

s:04°a] Clal > v vl 44«3l
Hs:p4a}:

ficw qficwis«—fiUits fi'] s<-M:iqfi:axis<—fiiUi's:fi']
sifiqs<-fi:MUi's:fi']

33 -

22 h-

Guruadeapm

BEYE

- 69 -



Licles

25 15 ¢yl 2 02 4 (1 4 ) 02 O]

o5 1 Ts ¢ (0z @ wf\f 4(1s “« S . cwhw?ﬂ

PGy, FICTS I
sy : %24 (s« p): 0z <7 1] meJ\__LTmWM\V 0z ]

71 (15 ) 4.l
APy .

ERER

108 © 99 Jouued YIyMm ‘(,8 < ) uonefar e st ad4j ayy :pansqy  onul-[oy
d-1°d

W0 g-[3Yy
s [eug] 3 02 4 peg : 02 7]
Jaa

51 (% @ [)[4] 4 2o : %2 7]
(4 ©°TyD) : (%2 @ °[2]) o veug : 02 1]
(1 10/ [])ed = 02 4 pegg = 02 P[] Oy = 0] 4 e« 02 L]

e (el
a

A9

Deuf 1 02 4 payg 02 7]
LS

mmomﬁﬁ@ﬂiv.w

o] 4 e 92 ]
s 4= vl 2 o : 2] 4 2ead - 2]
Tieg 0l e vlod a4l
m”@.r&leNQ:r; w,ﬂm”@.r&lfdm
s e 40}

sy 4l

s 0o 4.1
H-1°Y
VoAl SV id-Hd

wifg-12Y

-70 -



AMmLNmr ﬂm_v

Sl

e gy sl S (g v i) S
g (Mgl > (%2 f) vl ea) 4 (@ v 2a) S O]
rane es: gl 3 (92 f) 4yl s 2@y e £ L]
L lal s s qg iyl e gy ian) SOl g e Oyl e gy s ea) SOl
@s: gl >z 4g 2yl ]
TIes g 4y il

g : wf\; 4@ viza): PN

(es‘esiis)

s (@Y iTA) 4]

ﬁﬂle:N”aﬁ Hw“wxl_h

pnpoid
‘PINsqy uoIrpersqy
s o] > x4 2]
w10y EE 23] °[g] 4o =[]
pdiz4ng e s v 7o) 4] + ]
s:o. 4°[1]
Hs:og 40}

R EY Y IR LR ERR
vl 2 v: o] 4 °La] .

B VERF o\ ELINCIENNI
w=wnw&“@|_r;m w:%Tw\=w@nw=@=¢w=é
sy iag4al:
Si VAT
ddv
Vin4d

:ww%A’M\nﬁNIA,H
KRN

uonedrddy

-71 -



Conversion
I'B:s I'ks:s s=gs

I'FB:s

CONV

Trivial.

Param Absurd: the type of the parametricity witness is z € [B]x, which
cannot be a sort s”.

Theorem 7 (Soundness). IfI' -p A : B, then
(Th Fo (AD : (B).

Proof. We proceed by induction on the derivation; however the proof re-
quires a stronger induction hypothesis when the derivation I' -p A : B
starts with the APPLICATION rule, hence we generalize the statement as
follows:

Let THp A:B:s", k such that k < ¢(x) for each free
variable x, and 7 € &, . Then

(T) Fo (IAT*§7) : ((A € [BI) 7 ) ©

However, for the sake of readability we only prove the specialized state-
ment
[ A:B=(T) Fo {A) : {B)

(The proof for equation (9) stems from an additional decreasing induc-
tion on k < My free €(%).)
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