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Abstract—This paper investigates the clock synchronization other hand, in a distributed clock synchronization, allides
problem for Device-to-Device (D2D) communication without implement the same algorithm individually without relying
infrastructure. Employing affine model§ fpr local clocks, t is g network hierarchy [4]-[14]. The distributed nature cateof
Eﬁﬂﬁfggi ; ;%ﬂd;goﬁ:ﬁﬁdﬁﬁithgaéslfsdegésetré?‘iﬁzgsﬁgzieg‘r;‘;g's‘ result in improved robustness to device failures and migbili
we theoretically prove the convergence of the proposed somle,’ .TO. utilize the broadcast f‘a“!re of ereless medlum., n the
which is further illustrated by the numerical evaluations. On the ~ distributed clock synchronization, devices broadcasinigm
other hand, when the delays are also taken into account, the Messages which contain the timestamps recorded by the clock
proposed approach still performs well. Besides, it is furtter con-  Of the transmitter. These messages are in turn used to adjust
cluded from the simulations that the proposed scheme is rotst the clocks of the receivers. As briefly described below, éher
against dynamic topologies and scalable to the increased mber  are three different mechanisms regarding the order of the
of devices, and has a fast speed regarding the synchronizati proadcast.
error decrease. . . . L 1) Many algorithms assumperiodic broadcas{13] [14],
e e Deioe o Devke conmuicalon, ASIIOUE were devices transmit the Synchionizaion messages every

fixed interval of time. This approach requires a set order for
all the operations, which might be infeasible in the absearice
a centralized controller.

Recently, Device-to-Device (D2D) communication has 2) A possible variant is thasynchronous broadcadn this
emerged as an interesting and important research area.Dn Q#otocol, each device has to wait for the arrival of messages
environment, clock synchronization is critical for botlsctiv- from all neighbors before adjusting its local clock [8] [11]
ery and communication phases. When there is no infrasteict{i.2]. Alternatively, each device sequentially updatescltsck
or coverage, the synchronization becomes more challengingenever it receives a message provided that it can rece&e o
for distributed D2D networks, i.e., ad hoc networks, esplbci packet from each neighbor during each synchronizationdoun
in case of mobility. Furthermore, to support D2D commusSR), which is defined as the time interval of a synchroniati
nication, local synchronization, where the synchronaais period. However, the former will bring long latency befohet
achieved among a network or cluster comprised by devicagjustment and thus slow convergence, while the latterrg ha
in proximity, is more convenient than global synchroniaati to schedule in distributed networks.
where the synchronization with base station is attainedhén t 3) A more practical alternative is theandom broadcast

|. INTRODUCTION

whole network [1]. where a device can broadcast at any time in any order. A
widely used random broadcast scheme is the contention based
A. Related Work transmission, where devices must attend the contention for

There has been extensive research on clock synchronizatio@ssage broadcast at the beginning of thé,Sid each
in the context of ad hoc networks during the last few yeardevice has equal probability to win the contention. Due to
Existing protocols can be mainly classified into two catéggor its applicability in distributed networks, this mechanigrhe
reference-based clock synchronization and distributedkcl technique specified for the clock synchronization in theEEE
synchronization, depending on whether the reference idatee 802.11 standard [4] and has been used in some other works
or not. In the reference-based clock synchronization [2], [ [51-[9] as well. Therefore, in this paper, we will also focus
one device is elected as the reference and a spanning treenighe random broadcast protocol, i.e., the contentioncbase
built through the network. All the other devices are recairetransmission protocol.
to synchronize to the reference by adjusting their own dock When assuming random broadcast mechanism for message
based on the timing messages received from their parerits. Transmission, [4]-[7] propose different converge-to-nssir-
mechanism is sensitive to the changing topology and devigeronization schemes, where a device is only synchronized
failure, and thus not suitable for mobile networks. On th® the devices with faster clocks. A simple converge-to-max

protocol, timing synchronization function (TSF), is pretsl
This work has been supported in part by SAFER-Vehicle anffiti@afety in [4]. Based on the TSF, various modifications have been

Centre, Project A19. Part of this work has been performedhénftamework i imitati i ; i
of the FP7 project ICT.317669 METIS, which is partly fundeg the EU. made to handle its limitation of scalability and infeastlil

The authors would like to acknowledge the contributionsheidirt colleagues
in METIS, although the views expressed are those of the aittwod do not 1As described in [4], the transmission protocol of timing sages assumes
necessarily represent the project. a loosely synchronous beginning of each SR.



in multihop networks [5]—-[7], where the MASP scheme imaintains a logical clock, whose value is called logicaletim
[7] outperforms the others. Nevertheless, as addressed]n [ C;(¢) and can be modified. The logical tintg () represents
a common problem for all converge-to-max schemes is tkige synchronized time of device It is a function of current
contradiction between thfastest node asynchronisamd the physical timeT;(t) and can be calculated as follows:
time partitioning

On the other hand, with a random broadcast mechanism, [9] Ci(t) = i Ti(t) + Bs 2
proposes a distributed consensus protocol for clock syachr = qifit + a;0; + B (3)
nization (ATS). In the ATS scheme, an internal common time P
scale, which dose not need to be the maximum, is achieved in = fit+0i, )
the network through the communications among neighborigghere; (o; > 0) and 3; are control parameters updated by
devices. In practice, however, the frequencies might be-ovee synchronization algorithm, and
adjusted due to the unawareness of clock updates at the

transmitter or receiver, and thus the consensus can not be fi La,f; (5)
achieved actually. b 2 ;0 + B; (6)
B. Contributions represent the logical clock frequency and logical cloclsetf

In this paper, based on a practical random broadcast meulitich can be adjusted. The initial values®@fandj; are set
anism of message transmission, a novel distributed consent® «; = 1 and 3; = 0, respectively. In this way, the goal is
clock synchronization algorithm is proposed for the D2@o synchronize the clocks in the network such that the Idgica
communication without infrastructure. The proposed appho clocks of different devices have the same (or very similar)
is fully distributed in the sense that all the devices inderalues for any instant of perfect time.
pendently execute the same algorithm without the need of a .
reference, and thus robust to device failures. In the atesehc C. Problem Formulation
transmission delays, we theoretically prove the convargen In this study, rather than synchronizing all clocks to a real
of the proposed scheme, which is further demonstrated ksference clock, we aim at attaining an internal consensus
the numerical results. Moreover, by utilizing a threshdlls  among logical clocks through local interactions. Namely,
proposed method shows robustness in the case of transmissio

delays. Last but not least, the proposed algorithm has a im Gi(t) =1, VieV, (7)
good tradeoff between the speed of convergence and the t=+oo Cy(t)
synchronization errors. where

[I. SYSTEM MODEL AND PROBLEM FORMULATION Cy(t) = fut + 06y, fu>0, (8)

A. Network Model denotes the virtual consensus clock. For each device

g (\]i\;e_c(z]r}sig(e]!)? ?/vtherTeePr,]vgr\l/(err?g;esseefnf:%?qgnas%r?r%%ﬂegra{m asymptotical consensus (7) is equivalent to concuyrent
devices and the ’edge s&tk) is defined as the set of availableaChlevmg the following two consensus equations:

directed communication links at discrete time indexi.e., lim f; = fu. 9
(i,7) € E(k) if device j sends information to deviceduring e
kth synchronization rourfd which is defined as the time lim 6; = 6y. (10)

. . . . i t——+oo
interval of a synchronization perioi € V, we also assume

(i,i) € E(k) for Vk. The symbolV;(k) = {j|(i,j) € £(k)} Note thatf, andf, do not need to be the average value of
denotes the set of neighbors of devicduring kth synchro- {1, f2, ..., fn'} and{61,6s,...,0n}, respectively. Their values

nization round, and V;(k) | its cardinality. are decided by&(k), {f1,f2, ... fv} and {61,0,....0n}
together. In fact, the values of, and 6, are not important,
B. Clock Model since what really matters is that all clocks converge to one

Each device in the network is equipped with a physical clo@@mmon value.
that has its frequency and offset. That is, for tiie device,

- , D. Transmission of Synchronization Messages
we have the physical tinfe

In this paper, we consider a popular random broadcast
Ti(t) = fit +0;, VieV, (1) scheme, i.e., the contention based broadcast mechanisra. Mo
) ) o ) specifically, for each device [4],
wheret is the perfect time,f; mdlc_:ates the physical clock 1) at the beginning of each SR, calculates a random delay
frequency, and; denotes the physical clock offset. Note thaghat is uniformly distributed in the range between zero and
fi andd; are both determined by the physical clock and cann@ijice aCWminx aSlotTime (which are constants and speci-
be measured or adjusted manually. Besides, each dewise fied in [4]);
2) waits for the period of the random delay while decre-
2As described in [4], the transmission protocol of timing seges assumes menting the random delay timer;

a loosely synchronous beginning of each synchronizatiomdo . .
SHere we assume an affine function for the physical clock mdttet more 3) cancels the remaining random delay and the pendlng

accurate models, which include randomness and higher tettes, might be beacor? transmission if a beacon arrives before the random
considered in future studies. delay timer has expired;



4) sends a timing message if the random delay has expiredNonetheless, if the clock is adjusted by our method when-

ever a message is received, the third problem will be intro-

]Ic?emarkdl. Qwir:g to th_e hiddeltrj ?ode problem,dit i_s possib?gced_ Specifically, it can be proved that the update rulg (12
or one device to receive multiple messages during one SR, '« t<fied in the proposed scheme.

In this. case, the device will just keep the first received gack In the following, we will propose certain operations for bac
an;j (E;S(l:ard 2tr}e I%t_er ﬁ))ackets. In other wordsY; (k) | can device, and then discuss the convergence of these opeyation
only belorzforve € V. Suppose device receives a timing message from one

Remark 2. Like most of literature (e.g., [2], [3], [8]-[14]), neighbor devicg at thekth synchronization round, then there
the MAC layer time stamping is utilized to largely reduce this only three different cases for this message.

effects of transmission delays. I. This is the first time for devicé to receive a message
from devicej.
[1l. THE PROPOSEDSYNCHRONIZATION ALGORITHM: II. This is not the first time for devicéto receive a message
COSYN from devicej, and the last received message is in tite

df_< 1 < k) synchronization round. But one or both of

In this section, we propose a novel consensus based - X . :
prop vice: and j have adjusted its logical clock between the

tributed clock synchronization (CoSyn) scheme for the D2 e
communication without infrastructure, where the logic&t o WO Synchronization rounds. N .
sets and logical frequencies are jointly adjusted by updati i. Th's. IS npt the first time for dgwceto receive a message
the control parameters. We take accuracy as well as con/g&pm devicej, and the last received message is in it
gence speed into account in designing the algorithm. Sectﬁynchronlzatlon round. Neither of devmeanq] has adjusted
llI-A derives the basic design principles of the CoSyn sckemtS 10gical clock between the two synchronization rounds.
Then the complete procedures of the CoSyn scheme ar&©r both Case I and Case II, devicewill only update its
summarized in Section I1I-B. Finally, the convergence gsial Control parametep; as
is elaborated by Theorem 1 in Section III-C. . 1

Bi =B+ (Cj(tjk) — Ci(tin)) » (13)

A. Design Principles of the CoSyn Scheme o o,
o . L and maintairy; unchanged, i.eq; = «;. Heret;;, denotes the
Supppse dewce_z (,Z e V) receives timing messages fromperfect time when devicg sampled its logical clock in theth
one neighbor ‘?‘eV'C? (7_6 V). In the absgnce of delays, bysynchronization round. The idea behind the operation (43) i
[16, Thm. 1], if device: updates its logical frequency andy,,; \when the two devices have the same logical frequencies
logical offset as the operation (13) can perfectly achieve the update rulg (12

P While for Case lll, devicei will jointly update its control
fi = ) (fi + fj) ’ (11) parametersy; and3; as
. 1/, -
0r == (0;+90,), 12) . 1 ( Cj(tir) = Cy(t) ) ,
. 2 ( ) =\ + A, - Gl ) (1)
respectively, wheré¢-)* indicates the new value of the corre- Citin) — Ci(ta)
sponding variable, then under some mild connectivity condis; = — (1 + ASAL AL ) (Bi + A)) (15)
tions (see [16]), the consensus (9) and (10) will be achieved 2 Ci(tr) + Aj = Ciltjr)
with exponential speed. Note that, as explained in Remark 1, | 1 (¢, (Cj(tjn) — Cit)) (Ci(tjn) + Aj)
we only have access to one neighbor device in the update =~ 2 \ ™’ ik Ci(tjr) + Aj — Ci(t;1) ’
procedure. spectively, and
In practice, however, the implementation of (11) and (15? P Y.
is not straightforward. There are mainly three problems. Ci(tj) — Ci(ty)
Firstly, due to the lack of information aboyt and¢;, we A= 2 ’ (16)
can neither obtairy; or 6; nor tune them directly. What we 0, if o; was adjusted irith round

can do is to modify the control parameters and f; by The idea behind the operations (14) and (15) is that, when

utilizing the logical clock, which will then adjusf; and o, device: receives the two timestamps from deviteonsecu-

automatically through (5) and (6). . . - .
Secondly, in order to execute the update of the Iogictglﬁliﬁvl'eei’h]z;l(—ji_alt’et?ligsp?iit)m;nsd(]('f%)and (15) can perfectly
frequency as in (11), it can be shown that the following P '

two requirements are necessaty:devicei receives at least Remark 3. Even though the MAC layer timestamping can
two timing messages from devicg 2) logical clocks of reduce the transmission delays to a large extent, theredcoul
both devicei and devicej are not adjusted between the twestill be some delays remaining. When these remaining delays
receptions. Obviously the conditions can be satisfied if wae also taken into account, we can consider a threshold for
make device not to adjust its logical clock (i.e., not updatethe adjustment to reduce the influence of delays. Assumeedevi
its control parameters) until it receives the second messagbroadcasts a timing message @atnd devicei receives it
from devicej. Whereas, this method will cause fairly slowafter delayd;;, then device will not use it for adjusting its
convergence speed, especially for dense networks. Therefown logical clock unless$C; (¢t + d;;) — C;(t)| > &, where

in our algorithm, device will adjust its logical clock whenever & is the threshold. The value afis the tradeoff between the

it receives a timing message for speeding up the convergersgeed of the synchronization error decrease and the robastn



against delays, and can for example be set as the mean valug for which each finite sequencggm + 1), G(gm +2), - - -,

of delays. G(gm + q), m > 0, is jointly rooted.
As mentioned above, the adjustment of the logical frequency
B. Procedures of the CoSyn Scheme requires at least two timestamps, which cannot be implied by

In order to implement the CoSyn scheme, each device (dhg graphG (k). Therefore, we consider a new directed graph
device i) should maintain a tablé\; for each neighbori, F(k) = (V,£(k)). Regarding the edge sét(k), we define
where A; is initially empty. A; at devicez’ will be updated (i,5) € £(k) if device i receives a message from devicat

whenever devicé receives a message from devigeMore- kth SR by following the condition of Case llI, i.e., devi¢e
over, A; contains the information related to devigeand adjusts its logical frequency based on dev;@mformatmn
con5|sts of the six fields as follows. Also, Vi € V, it is assumedi,i) € E(k) for Vk. Besides,
. j: the neighbor’s identity; the setV;(k) is defined asV;(k) = {j|(i,j) € £(k)}, and
« C;: the last timestamp received from devige | Vi(k) | indicates its cardinality.
« S;: the change counter value of devigevhenC; was ~ The convergence analysis of the CoSyn scheme is given by
received:; the following Theorem 1.
. C‘;'j: the uE)dated logical clock of devideas the result of +haorem 1. Assume
receivingC};

: y ) a) all devices can broadcast in any order as long as an infinite
« Si;: the change counter value of devitafter updating sequence of graph& (1), F(2), - - - is repeatedly jointly
its logical clock whenC; was received; rooted by subsequences of length
« A;: avariable used for updating devi¢s logical clock b) the transmission delays are negligible, i.e., the traittem
when receiving devicg’s message, i.e., the operations of  and receivers record the timestamps from their local lobica
Case Il in Section IlI-A. clocks simultaneously_
A flowchart of the proposed CoSyn scheme is summariz&ten, if each device updates its control parameters as (id) a
in Fig. 1, where the following two equations are required: (15), or (13) depending on which type the received message
- belongs to, the asymptotical consensus (9) and (10) can be
< + ¢ -G ) . (18) achieved, and in a further way, (7) can be achieved as well.

Ci =Gy Proof: Plug (4) (5) and (6) into (14), then (14) is
1 C,—C; ~ expanded as (17) (at the bottom of this page). In this way,
e §<1+ : J)(BH—AJ-) P a7) ( his page) y

C; — O;'] by following (5), the updated frequendy is
1 (Cj—éj) (Ol-l-AJ) =alf; f] fz ) Ai+ 3 : 20
‘1 (c,-_ 7k T I G Y E e 1 A I
) ij
which coincides with the update rule (11). Correspondingly
C. Convergence of the CoSyn Scheme the consensus equation (9) can be achieved with an expahenti
Before the discussion on the convergence, we first introdugeeed.

some terms [16] regarding the graph theory. The proof of the consensus equation (10) is not straightfor-

Term 1 a vertexi of a directed graph is eoot of the graph ward, since (12) will not be attained based on the proposed
if for each other vertey of this graph, there is a path froin operations. Due to the space limitation, the rigorous pisof

to ;. not given here and will be reported in our future work. The
Term 2 arooted graph is a graph which possesses at leagey idea is to show that the additional introduced terms é th

one root. update rule (12) will converge td with evolving time. ®
Term 3 by the composition of two directed graphg/(p),

G(q) with the same vertex s&t we mean the grapﬁ(p)og((q)) IV. SIMULATION RESULTS

with the same vertex sét and edge set defined such tlat;) In this section, simulation results are presented to coempar

is an edge ofG(p) o G(q) if and only if for some vertex:, the performance of the proposed CoSyn scheme with the

(r,7) is an edge ofj(¢) and(i,r) is an edge ofj(p). following two synchronization protocols: ATS (with,=0.2,

Term 4 a finite sequence of directed graphdl), G(2),..., P.=0.2 andp,=0.2) in [9] and MASP in [7].
G(q) with the same vertex set jeintly rooted if the compo-
sition G(q) o G(g — 1) o - - - 0 G(1) is rooted. 4This assumption is realistic in the contention based trasson mecha-

S e . nism. Moreover, the repeatedly jointly rooted propertyf1), F(2), - - -
Term 5 an infinite sequence of grapt(1), G(2), - - implies the repeatedly jointly rooted property §f1), G(2), - - -.

with the same vertex set iepeatedly jointly rooted by 5The correct receiving means that the message is receivedwticollision.
subsequences of lengtly if there is a positive finite integer On the other hand, we assume that any collision will lead tkgaloss.

af =2 (14— R t(fft@:ej)_c(ﬁt])'l:93) . | = A R PR R Y 17)
2 fitje + 0 + J(]l; i) I(JZ; alta) (fitjl+9i) 2 Ji 2 fi) Ji




Initialization: k=0, Vi € V: .
a;=1,58=0,8;=0. é 1000
3]
> £
> °
A T _
k=k+1. 7%
Device: waits until start ofkth synch. S 2000 ‘ ‘ ‘
round and contends for channel access. 0 50 00 200 250
Timet (s)
Transmits at timé;;, (@)
[i, Ci(ti), Si(tir)]- —
|
2
g
(]
Devicei correctly receivesa message =8
rom another device after some delay? L
8
D . . . ,
S 100 150 200 250
Without loss of generality, assume the transmittef is Time ¢ (s)
deviceyj, and thus the messadg C;(t;x), S;j(tjr)] (b)
is received after delay;;, i.e., at timet ;i + 0;;.
Cj = Cj(tik), S5 = 9j(tik), Si = Sitjk + 0i5), Figure 2. Convergence evaluation of the logical offsetg.(E{a)) and logical
T = Titjk + 6ij), Ci = aiT; + Bi. frequencies (Fig. 2(b)) in the proposed CoSyn schemetfodevices, with
d =0 (i.e., no delay).
No
a uniform distribution within the rangf, 2d] microseconds,
and we set the threshold = d. The performance metrics
in our simulations are the maximum synchronization errors
and average synchronization errors defined by (21) and (22)
respectively:
Updates,: emax(t) £ max  max |Cy(t) — Cy(t)], (21)
- ~ i=1:N—1j=i+1:N
Ci=C, 8;=8; || =
G =ct, Sy =S B =B — 4y, e . 9 N-1 N
i i i i az‘ = . ai s A . —_ .
A~ A, i oy call) £ TR oY G-l (22
= i=1 j=i+1
a; =af, Bi = b,
Si=Si+1,C; =aiT; + 5. For each result in the following figures, we average the srror
over 20 different simulation runs.
Figure 1. The flowchart of the proposed CoSyn scheme. Fig. 2 illustrates the convergence of the logical offsgts

i=1,---, N, (Fig. 2(a)) and logical frequencigs (Fig. 2(b))
for the proposed CoSyn scheme in the absence of delays.
We consider a D2D network withV mobile devices, where It is shown that both logical offsets and logical frequescie
devices are randomly placed in a square-shaped region. Wik indeed converge to a common value respectively, which
size of the area is 1000m 1000m, and every device has &upports the Theorem 1 from a numerical perspective.
fixed transmission range of 300m. Moreover, the mobility of Fig. 3 shows the synchronization error versus the time
devices is tota”y random' which means the network top@sgievolutiont in the absence of delayS, |d.,: 0. It is revealed

are uncorrelated at different synchronization rounds. dibek that the evaluations of both maximum synchronization srror
frequencies are uniformly and randomly selected from tl{g'g' 3(@)) and average synchronization errors (Fig. 3faye

range[0.9999, 1.0001], following IEEE 802.11 protocol [4]. similar trends. With time evolving, although MASP exhibits
o : fast decrease in terms of the synchronization errors, isdoe
Also, the initial clock values are uniformly and randoml

: 1M ot converge to zero error even if there is no delay. On
choser_l ffo'_“ the rang{e—_800,800] m|crosecor_1ds._ Bes'des’the other hand, both ATS and the proposed CoSyn achieve
as defined in [4], the period of one synchronization round (g nsensus asymptotically. The synchronization errorshef t
100 x 10% microseconds, and the backoff time in the content|0@05yn method decay much faster compared to ATS, especially
based protocol is uniformly distributed in the ran@e1500] during the first50 seconds.
microseconds. Furthermore, as explained above, thereestil F|g 4 shows the Synchroniza’[ion error as a function of
mains some delays even though the MAC layer timestampitighne t when d = 2. It is depicted that the error of ATS
is applied. In our simulations, these delays are modeled Increases significantly with time, which implies ATS became

ineffective under the scenario with delays. While, both MAAS
6By “initializes’, we mean that some space is allocated for and the @nd CoSyn attain a roughly steady state, and CoSyn obviously
identity ';’ is filled in. outperforms MASP.
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z 200 —MASP [6] % 300
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¥ 100 g ——MASP [6]
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Time ¢ (s) N
Figure 5. Maximum synchronization error (21) vershisat t = 50s, with
(@ d=2.
60 800
—ATS [8]
a0 —MASP [6] 600 —ATS [8]
= —Proposed CoSyn = —o—MASP [6]
= = 400 —=—Proposed CoSyn
220 3

. ‘ b : ‘
0 50 100 150 200 250

Timet (s)

(b) Figure 6. Maximum synchronization error (21) versus theayléével d at
t = 50s, with N = 50.
Figure 3. Synchronization error versus time evolutionhwit= 0 (i.e., no
delay) andN = 50. (a) Maximum synchronization error (21). (b) Average
synchronization error (22).

REFERENCES
500 T [1] Ericsson, ST-Ericsson, “3GPP R1-132029, SynchromiraProcedures
. WM” ! for D2D Discovery and Communication,” Tech. Rep., May 20[3n-
= 400 — s line]: http://www.3gpp.org/.
— 300 7MASL][6] [2] S. Ganeriwal, R. Kumar, and M. B. Srivastava, “Timingasyprotocol
% 200 ——Proposed CoSyn for sensor networks,” ifProc. SenSys Q3ov. 2003, pp. 138-149.
§ 100 [3] M. Maroti, B. Kusy, G. Simon, and A. Ledeczi, “The floodirtgme
0 synchronization protocol,” ifProc. 2004 International Conf. Embedded
0 50 00 150 200 250 Networked Sensor Systenpp. 39-49.
Time ¢ (s) [4] IEEE Std 802.11Wireless LAN Medium Access Control (MAC) and

Physical Layer (PHY) specificatipri999 edition.

[5] D. Zhou and T. H. Lai, “A scalable and adaptive clock symxctization
protocol for IEEE 802.11-Based multihop ad hoc networks, Piroc.
IEEE Mobile Adhoc and Sensor Conferendiov. 2005, pp. 558-565.

[6] D. Zhou and T. H. Lai, “An accurate and scalable clock s$yoaization

Fig. 5 shows the synchronization error versus the number protocol for IEEE 802.11-Based multihop ad hoc networkEEE

of devicesN whend = 2. We observe that the error of ATS Trans. on Parallel and Distributed Systenwel. 18, no. 12, pp. 1797-

. , , 1808, Dec. 2007.
is not stable with the increased. On the other hand, even 71 "« pande, s. Thapliyal, and L. C. Mangal, “A new clocknsro-

thOl:Igh both MASP and COS_yn. are.scalable to the number Of nization algorithm for multi-hop wireless ad hoc netwatkis, Proc.
devices, CoSyn displays a distinct improvement. IEEE WCSN Dec. 2010, pp. 1-5. -
Fig. 6 shows the synchronization error versus the delay levé] R Solis, V. S. Borkar, and P. R. Kumar, "A new distributéihe

. . . . . synchronization protocol for multihop wireless netwotls, Proc. IEEE
d. The error of ATS is boosted when increasifygvhich again Decision and Control Conferenc®ec. 2006, pp. 2734-2739.

reveals its sensibility to delays. Moreover, MASP exhilaits [9] L. Schenato and F. Fiorentin, “Average timesynch: A eorsis-based
moderate increase of the synchronization error, but thererr  protocol for clock synchronization in wireless sensor refs, Auto-

is not close to zero even if — 0. Compared to ATS and ma&CaM‘;‘géS“gngo-s9'Gp%,inge‘%%%%sgﬁgﬁ%lolc-k eynctzmion for

MA.SP’. th.e proposed CoSyn has slower error increase aith wireless sensor networks/EEE sensors Journalvol. 12, no. 6, pp.
which indicates the robustness of the proposed CoSyn scheme 2269-2277, Jun. 2012.

against delays. [11] P. Sommer and R. Wattenhofer, “Gradient clock syncization in
wireless sensor networks,” iRroc. IEEE IPSN Apr. 2009, pp. 17-48.
V. CONCLUSION [12] Q. Li and D. L. Daniela, “Global clock synchronizatiom isensor

. L networks,” IEEE Trans. on Computersvol. 55, no. 2, pp. 214-226,
In this paper, we propose a novel distributed consen- rep 2006. P PP

sus based clock synchronization scheme—CoSyn—for D213] A. C. Pinho, D. R. Figueiredo, and F. M. G. Franga, “A rebgradient

communication without infrastructure, in which the timing clock synchronization algorithm for wireless sensor neksg in Proc.
; EEE COMSNETSJan. 2012, pp. 1-10.

massages_ are broadcast in a random manner. In the abs ﬂlﬁ:dN Su, and I. F. Akyildiz, “Time-diffusion synchronitian protocol for

_Of tfaﬂsm'ss'(?” delays, we prove the consensus of both 109- jreless sensor netowrks|EEE/ACM Trans. on Networkingvol. 13,

ical frequencies and logical offsets for the CoSyn approach no. 2, pp. 384-397, Apr. 2005.

Furthermore, as illustrated in the simulations, the Co®gihit [15] J. H. Chiang, and T. Chiueh, “Accurate clock synchration for IEEE

Figure 4. Maximum synchronization error (21) versus timeleton, with
d=2and N = 50.

nique shows fast convergence, good scalability, and robsst gggéllr;gasﬁizn(}“'ti‘h"p wireless networks,”Firoc. IEEE ICNR Oct.
to dynamic topologies and transmission delays. [16] M. Cao, A. S. Morse, and B. D. O. Anderson, “Reaching asemsus

in a dynamically changing environment: convergence ratesasure-
ment delays, and asynchronous ever8AM Journal on Control and
Optimization vol. 47, no. 2, pp. 601-623, Mar. 2008.



