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Abstract

The main source of our energy system, the fossil fuels, will eventually be depleted and
also pose environmental and climate hazards. There is thus a need for alternative,
renewable energy sources. Solar (photovoltaic) cells will play an important role as one of
them. The photovoltaics research is extensive today, but the relatively high cost of solar
cells and/or insufficient efficiency make them still often loose in the energy market
competition.

This thesis explores novel concepts for solar cell research, enabled by advances in
nanotechnology, specifically applying the phenomenon called plasmon resonance in metal
nanoparticles, to study and improve thin-film solar cells. The plasmon resonance is a
collective oscillation of conduction electrons in a metal nanostructure, which can be excited
by light. It leads to interesting and potentially useful interactions between nanoparticles and
light; in particular, the electric field in the vicinity of the nanoparticle is enhanced compared
to that of the incident light. This work focuses on employing the enhanced field to (i)
improve light absorption in thin amorphous silicon (a-Si:H) films and (i) to sense adsorption
and diffusion of dye molecules in TiO, films, used for dye-sensitized solar cells.

In the first part of the thesis, optical and photoconductivity measurements were
performed on ultrathin a-Si:H films, with and without Ag plasmonic nanoparticles, in order
to quantify the light absorption in a-Si:H films caused by the enhanced near-field around the
nanoparticles. The effect was studied for (i) systems of Ag nanodiscs coated with a-Si:H films
of various thicknesses, and (ii) Ag cone/a-Si:H nanocomposites placed on a reflector-spacer
structure with varied geometric parameters. Finite-element method calculations were used
to connect observed experimental features to specific plasmon resonance modes, and to
explain mechanisms of absorption enhancement in the a-Si:H films.

The second part of the thesis is focused on adsorption and diffusion kinetics of dye
molecules on TiO, films, studied by Indirect NanoPlasmonic Sensing (INPS) and Quartz
crystal microbalance with dissipation monitoring (QCM-D) techniques. Measurements on
flat film model systems revealed details of adsorption and desorption kinetics and allowed
extracting the corresponding rate constants. Incorporating plasmonic sensing nanoparticles
within mesoporous TiO, films provides a unique opportunity to resolve adsorption kinetics
locally in the film (in this case, at the bottom of the mesoporous TiO, films). Diffusion times
for dye molecules through the mesoporous films were measured and modelled with a
diffusion-front model. This allowed deriving the effective diffusion coefficient of the dye
molecules in this system.

Keywords: plasmonic nanoparticle, Localized Surface Plasmon Resonance, amorphous
hydrogenated Silicon, enhanced near-field, Dye-Sensitized Solar Cell, mesoporous material,
titanium dioxide, diffusion, adsorption, Langmuir kinetics, diffusion-front model.
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1. Introduction

The modern life of humankind, especially in developed countries, critically depends
on energy supply primarily in the form of fossil fuels (coal, oil and natural gas),
hydroelectric and nuclear energy, and biomass. Fossil fuels are totally dominating,
contributing about 80 % of the total world energy consumption [1]. The amounts of
energy needed increase at fast rates, mostly due to the economical growth of
developing countries and also because of the increase in the population of Earth. This
increasing demand leads to numerous problems, the two most important being the
unavoidable depletion of the fossil fuel resource sooner or later, and the adverse
effects of increased amounts of carbon dioxide (CO,) gas in the atmosphere that result
from using the fuels in energy demanding processes, such as industry, transport
systems and house heating.

The known remaining fossil fuel resources, which can be extracted with existing
technologies at current prices, are about 10" tons of coal equivalents [2]. The world
consumption in 2002 was about 1.3x10" tons of coal equivalents [2], and with this
number the fossil fuels would be enough for 70 more years if the consumption rate
remained constant (which will not be the case). However, estimations suggest that
there should be more fuels available in the Earth crust [2], especially as coal.
Moreover, a relatively recent (around year 2000) development of fracking, a method
to harvest shale gas and oil [3], provided access to large fossil fuel resources, which
were not available before. Depletion of all fossil resources is therefore not likely to
occur within the next 100 years. For conventional raw oil and natural gas the times
scales are however significantly shorter. Prices will increase, which will have a damping
effect on the consumption rate and a stimulating effect on energy savings and energy
efficiency. Increased fossil fuel prices will also create opportunities for new sustainable
energy supply systems such as wind and solar energy.

Another urgent problem, closely interlinked with the energy needs, is the much-
discussed greenhouse effect, which is expected to lead to global warming and climate
change. The latter in turn may cause serious harmful effects in the whole world:
various climate instabilities (including hurricanes, fires, floods and increasing sea
levels), diseases and extinction of some plant and animal species, and even possibly
disappearance of whole islands and countries. The greenhouse effect originates
primarily from increased amounts of CO, in the atmosphere, produced as a side
product of burning fossil fuels. CO, molecules absorb infrared light, the atmosphere
thus heats up and radiates some of the energy back to Earth (instead of transmitting it
into cosmos), increasing the Earth’s temperature. The exact mechanisms and
consequences of the greenhouse effect are a subject of intense debate, but most
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researches agree that the amount of CO, exhausted into the atmosphere should be
minimized as soon as possible. It should be mentioned that the greenhouse effect is
also promoted by other gases like methane and N,O.

The world used about 148 000 terawatt-hour (TWh) of energy in 2010 and is
expected to consume about 170 000 TWh in 2050 [1]. In 2010, 81% of the world total
energy consumption was based on fossil fuels. For comparison, the total energy supply
in Sweden in 2010 was 550 TWh, out of which only 31% originated from fossil fuels [1],
mainly for the road transport system. In order to stabilize the CO, concentration in the
atmosphere at 450 ppm (which is slightly higher than the current 393 ppm [4]), the
energy provided by fossil fuels has to be limited to about 90 0oo TWh in 2050 [5]
and/or very efficient means of collecting and storing CO, must be developed
(CCS=carbon capture and storage). The rest of the energy supply, i.e., 80 000 TWh,
must come from renewable energy sources. The latter primarily include biomass
(electricity and fuel from residues from wood industry, organic waste etc.) with an
estimated capacity of 35000 TWh, nuclear energy contributing 21 000 TWh, and
hydropower with 9 000 TWh of energy supply in 2050 [5]. Wind power is expected to
contribute 5000 TWh in 2050, and solar energy sources will then likely supply about
9 000 TWh [5].

Sunlight is the most powerful sustainable energy source available on Earth. It is
estimated that an area in Sahara of approximately the size of Belgium (about 30 000
km?) covered with solar modules of 25% efficiency would produce all needed global
electricity supply in 2008 (about 20 000 TWh) [5]. Another popular estimation is that
placing solar cell panels of 10% efficiency on 6 areas, 100x100 km each, of high solar
radiation around the globe would provide energy enough to cover the electricity need
of the world (ca. 70 000 TWh) [6]. Solar energy can be used in two basic approaches
being developed today: the solar thermal technology, and photovoltaics. In a solar
thermal concentrator, numerous mirrors focus sunlight onto a medium (air, water etc),
which provides heat to drive a thermal cycle, just as in fossil power plants. Essentially,
concentrated solar light heats water to produce hot steam, which runs a steam turbine
connected to an electrical generator. In the second approach, a photovoltaic (PV) cell
(solar cell) produces electricity directly from sunlight via physical processes in specially
designed materials. Photovoltaics is in focus in the present thesis.

The installed capacity of solar cells over the world as of 2012 is approximately 100
GW, and they can annually produce the same electrical energy as 16 coal power plants
[7]- Most of these solar cells are installed in Europe (ca. 70 GW), where the generated
energy covers 2.6% of the total electricity demand. Next in the ranking are China (8.3
GW), the USA (7.8 GW), and Japan (6.9 GW) [7]. Among the EU countries, the leader in
the PV capacity is Germany (32 GW), followed by Italy (16 GW, which covers 6.7% of the
country’s electricity consumption) [7]. The numbers are still relatively low, but the



growth tendencies are promising. According to some optimistic scenarios, electricity
from solar cells could cover 25% of the total electricity demand in Europe in 2030 [8].

The main barrier for PV technology on the way to become competitive has been
the high price of photovoltaic modules. In Europe, the governments had to subsidize
installation of solar cells. However, soon generating electricity with photovoltaic
modules will become economically beneficial, i.e., the savings in electricity costs and
revenues from selling PV electricity to the grid will be equal or higher than the cost of
the PV system installation and maintenance. This highly desirable situation is called
‘dynamic grid parity’ and is already achieved in some regions of some countries [7]. The
average price for a 3 kW household PV system was 20000€ in 2000, 6000¢€ in 2012, and
expected to decrease to 4500€ in 2020 [8]. The PV generation cost, which includes the
investment (buying a PV module) and maintenance costs, and takes into account the
lifetime of the module, were estimated to be ca. 0.2 €/kWh for Europe in 2011 [9]. The
cost of fossil and nuclear energy is presently 0.1-0.2 €/kWh for industry [5], which
means that photovoltaics is starting to be competitive on the market.

The other barriers for the PV electricity on the way to become a major energy
source are limited availability of some materials used in solar cells (for example,
Indium, which is used in transparent conductive coatings — but not Silicon), high energy
payback times for the most common cells (crystalline Silicon, c-Si), intermittency of the
solar resource, and major infrastructure investments needed for a large scale
establishment of solar electricity [10]. The scarce material problem might be partly
solved by recycling solar cell modules [11]. To resolve the intermittency issue, energy
produced by PV has to be stored or transmitted over long distances. Storage in
conventional batteries cannot provide all capacity needed [6], and thus storage in a
form of fuels (hydrogen) is an attractive option [10], as well as storage as heat to
generate steam for steam turbines running an electrical generator during night [12].
National, international and even inter-continental grids could transmit electricity
between countries to balance the intermittency in the generation and consumption
rates. This will require enormous infrastructure investments, though. Fortunately, the
solar and the wind resources often complement each other during the time of a day
and over a year (there is usually less sun and more wind during evenings and winters in
Europe). Smart integration of photovoltaic and wind energy systems over Europe can
realistically provide a large share of these renewable sources in the electricity
production, up to 45% in 2030, according to some estimations [8].

There are several types of solar cells that are actively researched today, sometimes
referred to as ‘generations’. The ‘first generation’ of PV cells is based on single-
crystalline semiconductors, like Si and GaAs. These solar cells have high efficiencies,
long lifetimes and are expensive, since they use crystals of very high quality. In order
to reduce the price, the single-crystalline wafers are often substituted with poly-, or
multicrystalline Si wafers of a worse quality, which results in solar cells with a lower
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efficiency compared to monocrystalline cells. The amounts of material needed in
multicrystalline Si cells are the same high as for the monocrystalline solar cells, and
therefore they belong to the ‘bulk Si’ group (and are often classified as the first
generation’, although this is somewhat ambiguous). The ‘second generation’ of solar
cells is also called thin-film photovoltaics. These solar cells are also based on inorganic
semiconductors, but use less material and of a worse quality than the mono-crystalline
PV. The main difference between the two generations is that thin-film solar cells can
be produced with relatively cheap fabrication techniques, and on cheap substrates (e.
g., glass, steal, and plastic). The ‘second generation’ photovoltaics primarily includes
amorphous Si, cadmium telluride (CdTe) and copper indium gallium diselenide (CIGS)
solar cells. The ‘third generation’ of PV has an organic component in the devices; dye
sensitized (or Graetzel) and organic (polymer) solar cells belong to this group. These
PV cells are cheap, but their efficiencies and stability (especially of organic solar cells)
have to be improved before they enter the PV market. The current PV market is
dominated by mono- and multi-crystalline Si solar cells (ca. 82% in 2012 [7]).

There is some ambiguity in classification of solar cells according to ‘generations’. In
addition to the one described above, there is an alternative definition for the ‘third
generation’ photovoltaics in the literature. According to it, the ‘third generation’ solar
cells are those based on novel concepts (for example, multiple carrier generation, hot
carrier extraction etc.) that could potentially achieve high efficiencies of 30-40% at low
costs [13]. These concepts are still mostly under development. Dye sensitized and
organic solar cells belong to the ‘second generation’ in this classification.

Performance of any solar cell is determined by efficiency of two processes:
absorption of light via excitation of electron-hole pairs and extraction of these
generated charge carriers (electrons and/or holes). For a given material, the light
absorption increases with thickness, while the efficiency of extraction of charges is
higher in thinner films. Most solar cell types (except monocrystalline ones, where
extraction of charges is very efficient) therefore have a thickness that is a compromise
between these opposite trends, and would benefit greatly if their thickness could be
reduced without decrease in the efficiency. Not only would this lead to smaller
amounts of material needed, but also a worse material quality can be tolerated.

A novel way to allow for thinner solar cells, without compromising the light
absorption, is to employ the nanoparticle plasmon resonance phenomenon, which is in
focus in the present work. Localized surface plasmon resonance is a special light-
matter interaction occurring in a metal nanostructure, which exhibits interesting
optical properties. In particular, the local electromagnetic field around the particle can
be orders of magnitude larger than the field from the incoming light that excites the
resonance. This locally enhanced field can be used to promote light absorption in a
semiconductor next to the particle; if plasmonic nanoparticles are placed into a solar
cell, its light absorption may also be enhanced. This can produce thinner, cheaper, and
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still efficient solar cells. The first part of this thesis (Papers 1 and 2) focuses on
employing this effect to increase absorption of light in amorphous Si thin films.

The focus of the second part of this work is on dye-sensitized solar cells. In these
solar cells, interactions between the two key components, i.e., organic dye molecules
and an inorganic mesoporous film, are not yet fully understood. A part of this thesis is
devoted to using the plasmon resonance as a sensing tool to give insights into these
interactions. The sensing technique utilizes the high sensitivity of nanoparticle
plasmon properties to small changes in the surrounding medium. A novel modification
of the plasmon sensing idea is applied to investigate diffusion and adsorption of dye
molecules into a porous material (TiO,), which provides valuable information for dye
solar cell research.

This thesis is structured in the following way: Section 2 gives a background on the
physics of solar cells, and Section 3 continues with an overview of the solar cell types
investigated nowadays. Section 4 provides a background of the plasmon resonance
physics, and describes the application of plasmon resonance for sensing. Section 5
describes adsorption, desorption and diffusion, concepts and processes that are
relevant for preparation of dye-sensitized solar cells. Section 6 gives an overview on
mechanisms and achievements in using plasmonics for enhancing light absorption in
photovoltaics, with focus on amorphous Si solar cells that are investigated in this
work. Section 7 describes the experimental techniques used. Section 8 summarizes the
results, and Section 9 presents an outlook.

Throughout the thesis, | tried to gradually introduce the reader to the world of
solar cells, plasmons and adsorbing molecules. | hope that in this way, the concepts
and their implementations will be understandable also for people with no extensive
background in physics or material science.






2. Physics of solar cells

2.1. Solar cells basics

A solar (photovoltaic) cell is a device that generates electricity from light. There are
many different kinds of solar cells; the most common type available commercially is
crystalline silicon (Si) solar cells (Figure 2.1). These cells usually appear dark blue,
because their surface has been treated to minimize reflectance of light in the red part
of the spectrum. A grid of metal contacts is fabricated on the surface to allow for
collection of the generated electrical power. Under sun light, a solar cell of this type
generates a DC voltage of 0.5-1 V and a photocurrent on the order of 10 mA/cm® [14].
The current is reasonable, but the voltage is too low for most applications. To improve
the voltage output, the cells are connected in series and encapsulated into modules
(Figure 2.1A). A Si solar cell module from Sharp Solar of an area of 1.6 m* consists of 60
solar cells and generates a DC voltage of 30 V and a power of up to 250 W [15].

Since the solar light is a power source with a variable output in time, solar cell
modules are usually combined with a battery for storing energy, and with electrical
components for regulating power. Solar cells generate DC current, and electrical
inverters are used to convert it into AC power, which is much more commonly used.
However, especially for off-grid applications, like summer houses with no electricity,
sailboats etc, there is also a fast development of components running at 12 V DC to be
used in connection with solar cells.

Let us consider general parameters that phenomenologically describe performance

Figure 2.1. (A) A module made of polycrystalline Si solar cells, mounted on a wall of a
residential building in Géteborg, close to where the author lives. (B) One of the cells in the
module.



of any photovoltaic cell and which are used when comparing solar cells. Any solar cell
has a mechanism to separate the excited charge carriers (electrons and holes) that are
produced when the cell is illuminated, and drive them in opposite directions. By doing
this, a solar cell develops a photovoltage and generates a current. Due to the presence
of this separation mechanism (the physical origin of which will be discussed in the
following chapters), a solar cell can be represented as a current source connected to a
diode (Figure 2.2A). The current-voltage (IV) characteristic of such a system is shown in
Figure 2.2B [14]. In dark, the cell behaves as a diode, and under illumination the IV
curve is shifted by the value of the current generated by the cell. The maximum
voltage is called the open circuit voltage V,. and is produced when the two terminals of
the cell are isolated (open circuit), providing an infinite resistance. When the terminals
are connected together, a maximum current called the short circuit current Is is
obtained. The current is roughly proportional to the solar cell area, and therefore the
short circuit current density Js, often expressed in mA/cm? is a useful value to
compare different solar cells.

When a real load is connected to a solar cell, it develops some intermediate values
of the voltage and current, which are determined by the load resistance. There is a set
of values of Vi, and Ji, that produce the maximum power that a cell can deliver (Pmax in
Figure 2.2B). The optimum resistance of the load is therefore V./ Jm [14]. The fill factor
is defined as

—~

|74
FF —’m’m ' )
JscVoc (2 1)

and describes how close to a square the shape of the IV curve is.

The energy conversion efficiency (or often just efficiency) n is defined as a ratio of
the electric power, supplied by the cell at the maximum power point, to the power of
the incident radiation Pi,:

Current
under illumination

o V. v
Current
in dark

Figure 2.2. (A) Electrical circuit schematically representing a solar cell: a current source in
parallel with a diode. (B) Current-voltage characteristics of a solar cell in dark and when
illuminated.
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The four parameters 1, J., Vo and FF are the main parameters that describe the
performance of a solar cell. To be able to compare different solar cells, the tests
should be conducted under standard test conditions, which are: an incident power
density of 1000 W/m?, temperature 25° C, and the Air Mass 1.5 spectrum [14]. The
meaning of this definition of the solar spectrum is described in the next section.

A more ‘microscopic’ characteristic of the solar cell efficiency is the incident photon
to current conversion efficiency (IPCE), also called external quantum efficiency (EQE).
This is the probability that an incident photon will contribute one electron to the
external circuit. The external quantum efficiency is the product of the light
absorptance in the active layer of a solar cell, and the efficiency of charge separation
and transport to the external circuit.

2.2. The solar spectrum

The Sun is a broad spectral range light source, emitting in the ultraviolet, visible
and infrared regions of the electromagnetic spectrum. The power received from the
Sun, per unit area (the irradiance), is shown as a function of light wavelength in Figure
2.3. Outside the Earth atmosphere, the solar spectrum is similar to that radiated by a
black body at a temperature of 5960 °K. The value of the solar power density just
outside the Earth atmosphere is 1353 W/m® [14]. When the sunlight passes through the
atmosphere, it is partly absorbed by the atmospheric gases,

25

AMO

F I AM1.5
g 2.0
e 5960 °K black body spectrum
= 15F
g
S 1.0
S
c
= 05"

0.0

400 800 1200 1600 2000

Wavelength, nm

Figure 2.3. Solar spectra AMo and AM1.5, and the spectrum of a black body of a
temperature 5960 °K. The data for the spectra are taken from [16].



which changes the shape of the spectrum. The ultraviolet radiation below 300 nm is
removed primarily by oxygen, ozone and nitrogen, and some of the infrared photons
at 1000-2000 nm are absorbed by water. To account for contribution of the
atmosphere to the change in the solar spectrum, the Air Mass (AM) coefficient is used.
The AM coefficient is defined as the ratio between the optical path length to the Sun
and the optical path length when the Sun is directly overhead. Thus, AM1 corresponds
to the Sun in zenith, and the extraterrestrial spectrum is called AMo. AM1.5
corresponds to the solar spectrum reaching the Earth surface when the Sun is at an
angle of elevation of 42°. AMo and AM1.5 spectra are shown in Figure 2.3 [16].

Naturally, the solar irradiance varies for different latitudes on Earth, and depends
on the time of the day and season. The averaged yearly irradiances vary from less than
100 W/m* at high latitudes to over 300 W/m® in the sunniest deserts [14]. In
Gothenburg, Sweden, the yearly irradiance is approximately 107 W/m? (estimated from
datain [17]).

The molecules and particles in the Earth atmosphere do not only absorb, but also
scatter the solar light. This results in a part of the solar radiation being diffuse, i.e.,
coming from various angles rather than directly from the Sun. The fraction of the
diffuse light is about 15%; it is larger on higher latitudes and in places that are often
cloudy [14]. Diffuse light usually cannot be easily accounted for when optimizing a
solar cell design.

2.3. Working principles of solar cells

For a solar cell to produce electricity, the following processes have to take place: (i)
generation of excited charge carriers as a result of absorption of light, (ii) spatial
separation of the generated charges (electrons and holes), and (iii) transport of the
charges to solar cell terminals, in the way that electrons preferentially move to one
terminal, and holes to the other. This chapter gives an introduction to these processes.
Since most solar cells are based on semiconductor materials, we first consider the
basics of semiconductor physics.

2.3.1. Physics of semiconductors

When two atoms are brought together in a molecule, their atomic orbitals combine
and form pairs of new orbitals, with energies different from those in the individual
atoms. Similarly, when many atoms form a crystal, each atomic orbital splits into a
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large number of energy levels, which lie very close in energy and effectively form a
band of allowed energy states. Bands originating from individual atomic orbitals may
or may not overlap, and may be occupied by electrons or be empty [14]. The highest
occupied band, formed by valence electrons, is called the valence band. The lowest
unoccupied band (following next in energy after the valence band) is called the
conduction band.

If the valence band is only partly filled with electrons, or it overlaps in energy with
the conduction band, then such a solid is a metal. In this case there are free states
easily accessible for the valence electrons, into which they can be excited by the
thermal energy at ambient temperatures or by external fields. The electrons are thus
relatively free to move, and they can conduct heat and electrical current. Since there is
no real distinction between valence band and conduction band in metals, the two
terms are used interchangeably for metallic materials.

If the valence and conduction bands are separated by a gap of forbidden energy
states, called band gap, then the solid is a dielectric (insulator) or a semiconductor. (A
semiconductor is an insulator at zero temperature, but attains significant conductivity
at elevated temperatures.) Semiconductors have a band gap of about 0.5-3 eV, and
solids with larger band gaps are usually called dielectrics or insulators. In these
materials, the electrons do not have readily available higher energy states to move to,
unless the available energy is larger than the band gap. If, however, energy equal to or
larger then the band gap is provided, the electrons can be promoted to the conduction
band with free states. Such promotion can occur by absorption of photons, which is
the basic principle of photoconduction and photovoltaics.

The band structure of ideal solids with a perfect periodic lattice can be calculated
exactly. The periodic nature of a crystal makes it possible to solve the Schrédinger
equation despite the very large number of electrons. The wave functions of the
electrons in a crystal that satisfy the Schrédinger equation are periodic and
delocalized, and are therefore usually represented as a periodic part ui(r), times a
plane wave part exp(ikr). This form is called a Bloch wave function. For each original
orbital i, there is a set of solutions with different wave vectors k. Energies
corresponding to these solutions vary continuously with k and form an energy band i
[14]. E(k), called the dispersion relation for the electrons in the solid, is usually plotted
as a function of |k| for several important directions in a crystal (different directions
have different periodicity of the lattice). E(k) is periodic with a periodicity of n/a, where
a is the atom spacing in the corresponding direction, and therefore only values |k|<m/a
need to be plotted.

Examples of E(k) plots are shown in Figure 2.4. If the minima of the conduction and
maxima of the valence bands occur at the same value of k, the band gap is called direct
(Figure 2.4A). In this case, the valence electrons can be excited to the
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Figure 2.4. Schematic illustration of the band structure of (A) a direct band gap
semiconductor and (B) an indirect band gap semiconductor. E. and E, are conduction and
valence band edges, respectively, and E is the band gap.

conduction band when provided sufficient energy, for example, in a form of a photon.
This can occur without any change of k vector. If the minima of the conduction and
valence bands occur at different k, the solid has an indirect band gap (Figure 2.4B). To
excite electrons from the highest point in the valence band to the lowest point in the
conduction band in such materials, both their energy and momentum have to be
changed. Photons alone cannot accomplish this, because they have virtually no
momentum, and therefore absorption of light happens only if a lattice vibration
(phonon) with an appropriate k is involved [14]. Since the latter is present at any given
moment with a non-unity probability, absorption of photons becomes less likely and
thus indirect band gap materials have lower absorption coefficients close to the band
gap than direct band gap solids. Indirect band gap materials may have a direct band
gap of a larger energy, which makes direct transitions possible employing photons of a
corresponding energy (Figure 2.4B).

At absolute zero temperature electrons in an intrinsic (i.e., with no
impurities/dopants that create additional electron energy states) semiconductor
occupy all states in the valence band, and the conduction band is empty. The energy
up to which the states are occupied is called the Fermi energy. At non-zero
temperatures, thermal fluctuations in the lattice (phonons) may provide enough
energy for an electron to be excited into the conduction band, above the Fermi level.
An excitation from the valence to the conduction band leaves a vacancy, ‘hole’, in the
valence band, which can move and conduct electricity (in reality, it is electrons from
the neighbouring states that move and occupy the hole, but since these electrons are
much more abundant than the hole, it is more convenient to describe what happens to
the hole instead).

Thermal excitations in an intrinsic semiconductor provide only a minor amount of
excited electrons and holes at practical temperatures and band gap values; to increase
their quantity sufficiently in a controlled manner, a semiconductor is doped. Doping
means introducing a small (compared to the host material) number of impurity atoms
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into an otherwise homogeneous crystal in order to change its electronic properties.
Dopants introduce new energy levels into the band gap of a crystal as described
below. Typical concentrations of dopants are 107-103% of the total number of atoms.

Consider a small amount of an element with 5 valence electrons, such as
phosphorous (P), added to a silicon crystal, which has 4 valence electrons per atom
[18]. 4 of the electrons from P take part in the covalent bonding with Si, leaving the
fifth electron loosely bound to the P ion. The energy of this electron is higher then that
of the valence electrons in Si. Its energy level actually lies just below the bottom of the
conduction band in Si, and addition of some small amount of thermal energy is enough
to excite it into the conduction band. Thus, in this case the P atoms donate electrons to
the Si conduction band, producing immobilized positive ions (holes) with electronic
states in the bandgap, but no holes in the valence band (Figure 2.5A), and mobile
electrons in the conduction band. The Si with donor atoms becomes n-type, which
means that the negative charge carriers (electrons) are the majority carriers. The Fermi
level Er of an n-doped material lies close to the conduction band edge.

Similarly, if an element with 3 valence electrons, as for example boron (B), is added
to the Si, the B-Si bonds will lack an electron, creating a hole, which lies in the band gap
above, but close to the top of the valence band. By thermal energy fluctuations, a
valence electron can be excited to a Boron-induced hole state and occupy this state,
creating a negative ion (Figure 2.5B). In this way a mobile hole is formed in the valence
band, while the negatively charged B ion with its extra electron are immobile. The
produced semiconductor material is of p-type, the name indicating that the main
charge carriers are positive. The Fermi energy Er of such a material is located close to
the valence band edge.
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Figure 2.5. lllustration of doping effects in a semiconductor. (A) Generation of electrons in
the conduction band via doping with donor atoms with energy levels E4. (B) Generation of
holes in the valence band by doping with acceptor atoms having energy levels E,.
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Real crystals almost always have defects, like impurity atoms, vacancies,
dislocations etc., which can introduce energy levels into the band gap. Even in a high
quality monocrystalline semiconductor, structural defects arise from broken bonds
and surface states, which are naturally different from those in the bulk. In
polycrystalline materials, defects are concentrated mostly at grain boundaries. The
energy states in the band gap originating from defects often act as recombination
centers and are therefore undesirable (but mostly unavoidable) for solar cells, since
they reduce the lifetime and transport lengths of the charge carriers.

2.3.2. Absorption of light: photogeneration of charge carriers and
recombination

A photovoltaic material utilizes the solar energy by absorbing the solar light
through excitation of charge carriers. If the carriers produced in this way can move
freely this process is called photogeneration of charge carriers. Most often, this implies
transition of electrons into the conduction band, which creates an electron-hole pair,
but can also include excitations to and from localized states in the band gap, which
generate only one type of charge carrier. Recombination is a reverse process
compared to generation.

The band gap is of ultimate importance to the solar cell function, since its presence
increases the recombination time, i.e., the lifetime of the charge carriers. Electrons can
remain in the excited states long enough to be extracted and subsequently used to
create voltage and current, i.e., electrical power. If electrons are instead excited to
energy levels which have many empty neighbouring states (as in metals), they will
loose the excessive energy much faster, on the order of a few to a few tens of
femtoseconds [14]. This also occurs whenever electrons are excited into higher
energies within the conduction band of a semiconductor; the electrons dissipate the
energy very fast and end up at the bottom of the conduction band. This process is very
difficult to avoid, and it fundamentally limits the efficiency of solar cells, since the
energy that photons have in excess of the band gap energy is usually lost as heat. The
impact of this process along with other loss processes on the solar cell efficiency is
discussed in Section 2.3.4.

The probability of absorption of a photon with energy E is described by the
absorption coefficient a(E), which is a material specific property. Since absorption
leads to generation of an electron-hole pair (in an ideal semiconductor), a(E) is
proportional to the density of occupied states in the valence band, where a hole is
produced, and the density of empty states in the conduction band, to which an
electron is excited [2]. If a(E) is uniform throughout the material, then the intensity of
light after passing through a material slab of thickness x is I = I exp (—ax), where I, is
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the intensity at the entrance. a(E) is related to the imaginary part of the refractive
index k as

a=—-. (2.3)

It can be shown [14] that for direct band gap semiconductors a(E) close to the

band gap energies E; varies as
a -~ /E —Eg, (2.4)

and for indirect band gap semiconductors as
a~(E—Ep)". (2.5)

These dependences reflect a more gradual increase in a(E’) with energy for indirect
band gap materials compared to direct band gap ones. This is in line with the physical
picture of decreased probability of indirect transitions discussed in Section 2.3.1.

If we assume that all photons absorbed by a solar cell material generate one
electron-hole pair each, then the rate of carrier generation per unit volume, at a depth
x below the surfaceis

g(E,x) = b(E,x)a(E,x), (2.6)

where b(E, x) is the flux of photons with energies E at position x [14]. It is the number
of photons and not their energy that determines the photogeneration rate. b(E, x) is
the photon flux after the incident flux by (E) has been partly reflected with probability
R(E) and partly absorbed by the material until position x. After taking this into
account, the photogeneration rate becomes

X

g(E,x) = (1 — R(E))a(E, x)by(E)exp <—f a(E,x’)dx’). (2.7)

To get the total photogeneration rate, (2.7) has to be integrated over the part of the
solar spectrum, where absorption results in generation of free carriers [14].

Recombination results in loss of mobile electrons or holes, and can happen via
several mechanisms. Radiative recombination is a relaxation of an electron from the
conduction band to the valence band by emission of a photon. The rate of this process
is proportional to the densities of both electrons and holes, and it is more important in
materials with a high absorption coefficient. Radiative recombination is important in
the limit of perfect materials, but plays a minor role in practical solar cells at operating
point [14]. Auger recombination involves three charge carriers; two carriers of opposite
polarity recombine, and the released energy is used to excite the third carrier to a
higher kinetic energy state. This energy is eventually lost as heat when the excited
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carrier relaxes to the band edge. The rate of Auger process is proportional to the
densities of all three carriers, and it is therefore important in materials where carrier
densities are high. Contrary to radiative recombination, it occurs with high probability
in indirect band gap materials, and plays a major role in very pure Si crystals. Shockley
Read Hall recombination involves defect states in the band gap, and it is the dominant
loss mechanism in real solar cells [14]. Defect states are spatially localized, and can be
thought of as traps, which can capture mobile carriers. The carriers can then, after
trapping, be released by thermal activation. If however two carriers of opposite
polarity are captured, they will recombine. This is more likely for defect states lying
deep in the band gap, and therefore these states are called recombination centres.

2.3.3. Separation of charge carriers: junctions

The key process in any solar cell is separation of the electrons and holes generated
by absorption of light, which builds up an electric potential, able to perform work. The
separation is achieved through a built-in electric field or a designed alignment of
energy levels of two materials, which enables traveling of carriers of one sign (+ or -) in
one direction and produces a barrier in the other direction. The implementation of
these mechanisms is described below, and examples of solar cells using these
principles are given in Section 3.

A classical and efficient way of establishing an electric field inside a semiconductor
is by using a p-n junction. A p-n junction is a basic structure of monocrystalline solar
cells, like Si and GaAs. When a p-type and an n-type material are brought into physical
contact at the atomic level, at first a very large density gradient in the electron and
hole concentrations is established, which causes carriers from each region to move
toward the other region. Near the junction, the electrons and holes recombine, leaving
the fixed donor positive ions and acceptor negative ions in the corresponding regions
(Figure 2.6A). The zone near the junction is free from mobile charges, and is called the
depletion region. The immobile ions in this region form an electric field, which prevents
the movement of free electrons from the n- to the p-side of the junction, and holes in
the opposite direction [18].

In the alternative energy picture, the Fermi level of an n-doped region lies higher
than the Fermi level of a p-region before the materials are brought into contact. Since
the Fermi levels align at a constant energy once the materials are in contact, the
conduction and valence band edges need to shift (bend) in the depletion region
(Figure 2.6B). The energy of electrons on the p-side is higher than on the n-side, so
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Figure 2.6. (A) Mobile and fixed (the latter shown in circles) electrons and holes in a p-n
junction. E shows the direction of the built-in electric field. Energy diagram of a p-n junction (B)
in dark and (C) under illumination.

they tend to move toward the n-type region, and holes are in the symmetric situation.
However, in dark the concentration of the electrons in the p-region (and the holes in
the n-region) is very small, and the conductivity through the junction is very low. The
situation changes when the p-n junction is illuminated. Absorption of light by both p-
and n-regions populates the corresponding conduction bands, and the generated
electrons diffuse to the n-type region, and the holes to the p-type region. If the p-n
junction is connected to an external circuit, a photocurrent will flow and so the
junction will function as a solar cell generating electricity.

In a p-n junction structure, there are large regions without a built-in field
(corresponding to the flat band regions in Figure 2.6B). In these regions, there are
significant numbers of corresponding majority carriers (electrons in n-type, and holes
in p-type material). The charge carriers generated by illumination cannot substantially
increase these majority carrier populations [19]. However, electrons produced in the p-
type, and holes generated in the n-type region, do increase the corresponding minority
carrier populations significantly. These carriers have to diffuse to the junction, from
where they are swept by the built-in electric field to the other side.

A variation of a p-n junction is a p-i-n junction, which is of particular importance to
amorphous Si solar cells. This junction has an intrinsic (i), which means undoped,
material in between the p- and n-regions. The junction is established in a similar way to
a p-n junction, but the electric field extends now over a larger volume, the whole i-
region (Figure 2.7). This structure is beneficial in semiconductors with large number of
defects, which is further increased by doping, so that the lifetime of excited carriers in
doped regions is very short. The carriers are generated mostly in the i-region and can
diffuse longer distances than in doped regions.
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Figure 2.7. Band structures of p-, i- and n-type materials (A) in isolation and (B) when
brought together in a p-i-n junction.

A p-n junction can also be made between two different materials (a
heterojunction). In this case, the driving force for separating charges originates from
both a built-in electric field and a difference in conduction band positions of the two
materials. Heterojunctions form basics for thin-film solar cells like CdS/CdTe and
CdS/CulnGaSe;.

Similar heterojunctions between molecular materials are used in organic solar cells
(Figure 2.8A). A substantial difference between organic and non-organic
semiconductor junctions is that in the former, absorption of light generates excitons,
which are electron-hole pairs bound by Coulomb’s force (as opposed to free electrons
and holes in non-organic semiconductors). Excitons drift in the material, and only split
when they reach the junction. To overcome the problem of short diffusion length of
excitons (typically on the order of 10 nm), the two organic materials are blended into a
bulk heterojunction (Figure 2.8B). The same principle is used in dye sensitized solar cells,
where the junction is formed between a molecular absorber (dye) and a porous
semiconductor.

All types of solar cells mentioned in this section are discussed in more detail in
Section 3.
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Figure 2.8. (A) Band profile of a heterojunction between two organic materials. The donor
absorbs a photon (yellow arrow), and the generated electron and hole migrate to different
electrodes. (B) Schematics of a bulk heterojunction. (Figures are redrawn from [14]).

2.3.4. Efficiency limitations for solar cells

The power delivered by a solar cell can be expressed as the product of the
generated current and voltage at the maximum power point, as discussed in Section
2.1. The current is proportional to the number of absorbed photons, and would be
maximal for a material with a band gap that approaches zero (which however cannot
function as a solar cell material for the reasons discussed in Section 2.3.2). The
photovoltage, however, decreases with decreasing band gap. Therefore there must be
an optimal band gap for photovoltaic devices, which was first calculated by Shockley
and Queisser [20] in an approximation that the Sun is a black body source with a
temperature of 6000 °K. Under assumption that each photon with energy larger than
the band gap Eg produces one electronic charge at voltage Eg, and photons with E < Eg
do not contribute, the authors arrived at 44% maximal efficiency for a band gap of 1.1
eV [20].

However, the radiative recombination is an inevitable loss mechanism, which
comes from the fact that an absorber has a non-zero probability of emitting light
through recombination of the excited charge carriers. Moreover, since a solar cell has
a non-zero temperature, it will emit black-body radiation corresponding to this
temperature as well. These processes lower the maximal attainable current and
voltage and therefore also the efficiency. Taking this into account, Shockley and
Queisser calculated an efficiency limit of approximately 33% for a material with a band
gap of ca. 1.3 eV [20]. Wiirfel used a slightly different approach, but arrived to very
similar results [2]. Figure 2.9A shows the maximal achievable efficiency for a single
band gap (single-junction) solar cell as a function of the band gap, and suggests that
band gaps from 1 to 1.5 eV are the most efficient. Crystalline Si and GaAs have band
gaps in this region.
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While maximum 33% of the solar power can be utilized by a single-junction solar
cell, ca. 21% of the solar radiation is lost because photons with E < Eg are not absorbed
[21]. This decreases the current that a solar cell produces. Approximately 23% of the
solar power is lost due to relaxation of photons with E > E; to the band gap edge (also
called thermalisation), which reduces the maximum achievable voltage so that it
cannot be larger than the band gap. Similar numbers can be estimated from Figure
2.9B, taken from Hirst and Ekins-Daukes [22], who calculated the contribution of
different loss mechanisms as a function of the band gap. The inevitable emission
(radiative recombination) loss adds only a few percent to the total loss. The Carnot loss
comes about if a solar cell is considered as a heat engine with heat flowing from a hot
reservoir (the Sun) to a cold reservoir (the atmosphere) and work is done in the
process [22]. In this case some energy is lost to the cold reservoir, which in the solar
cell context leads to a decrease in the maximum achievable voltage. The Boltzmann
loss originates from the fact that the light from the Sun comes to a solar cell in a very
small solid angle, while the solar cell radiates into a large angle (basically all around).
This is schematically shown in Figure 2.9C.

According to Polman and Atwater [23], these loss mechanisms decrease the
maximum open-circuit voltage ;. from the band gap value according to:
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Figure 2.9. (A) Efficiency of ideal solar cells, where the only loss mechanism is radiative
recombination, as a function of the band gap magnitude (redrawn from [2]). (B) Intrinsic loss
processes in solar cells (redrawn from [22]). (C) Schematics of the angles of absorption and
emission by a solar cell.
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where the first term is the Carnot factor with To being the temperature of the
absorber and Tsu, the temperature of the Sun. The Carnot loss reduces the voltage by
ca. 5% compared to the band gap at room temperature, and by additional 7% if the
spontaneous emission of photons (and not only the black-body radiation) is also
accounted for [23]. The terms in square brackets are related to an increase in the
entropy of light. The first of them is what was called the Boltzmann loss above, and it
reduces the Vo by ca. 0.3 V [23]. The second term in square braces, where nis the
refractive index of the absorber and [ is the light concentration factor, describes the
result of incomplete light trapping inside the absorber. If there is no light trapping (like
in a planar solar cell), then I = 1 and the corresponding loss in V, is approximately 0.1
V [23]. In a classically optimized cell, I = 4n? can be achieved and then this loss
vanishes. Novel light trapping methods, for example plasmonic enhancement effects
as described in this thesis, may lead to even higher light trapping factors and thus
increase the V... Finally, the last term in the square brackets in equation (2.8)
originates from non-radiative recombination (which may happen via pathways
discussed in Section 2.3.2). The quantum efficiency for it is defined as QE = R;.q/
(Rrada + Rnon-rada), Where R.,q and Ryon_raq are the rates for radiative and non-
radiative recombination, respectively. This will normally not provide a loss over 0.1 V.
As a result of all the loss mechanisms presented in equation (2.8), the maximum V. is
usually 0.4-0.5 V lower than the band gap for almost all solar cell materials [23].

It has been realized that it is possible to overcome some of these intrinsic losses
and achieve solar cell efficiencies above the Shockley-Queisser limit. The largest loss
contributions are the absence of absorption below the band gap and the thermal
relaxation of carriers excited with energies above the band gap. These losses can be
decreased if a solar cell has a number of layers with different band gaps, each
absorbing its fraction of the solar spectrum. In this way, both the current and voltage
can hypothetically be increased, due to absorbing more photons and extracting them
at higher energies, respectively. This idea has been around for a long while and it is
referred to as the multijunction solar cell concept. The best confirmed efficiency of
such a cell is 37.9% (the cell is InGaP/GaAs/InGaAs) [24]. However, if the parts of the
solar cell with different band gaps are stacked on top of each other, as it is usually
done, then the generated current is equal to the lowest current among those from the
subcells. An alternative is to place the subcells in an optically parallel configuration
[23], which would remove the requirement of current matching, but at the same time
would introduce the need of a spectrum-splitting device and also increase the area
occupied by solar cells.

Another way to decrease the loss associated with thermalisation of excited carriers
to the band edge is to try to extract the electrons and holes before they go through
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the thermal relaxation process. This is the idea with the hot carrier solar cell concept,
the name coming from the hope that the excited electron population stays at a higher
temperature than the temperature of the lattice, before being extracted to the
external circuit. However, a recent work by Kirk and Fischetti [25] theoretically
estimated the efficiency of hot carrier extraction and arrived to a pessimistic
conclusion that such cells cannot successfully compete with the conventional cells
even if all conditions are optimized. The problem originates mainly from the fact that it
is highly improbable that the excited carriers end up having energies in a narrow range
away from the band gap, which is required for successful extraction [25].

In order to decrease the Boltzmann loss, an interesting idea is to limit the angle of
re-radiation of energy by a solar cell. A recent study by Kosten et al. [26] investigated
the influence of light trapping and limited re-radiation angle on the efficiency of a thin
GaAs solar cell and predicted the efficiency of 38% for such an optimized single-
junction solar cell - which is above the Shockley-Queisser limit. Microparabolic light
reflector structures placed on top of a solar cell were suggested in order to direct the
emission of light [26].
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3. Solar cell research: achievements and challenges

This section gives an overview of the main types of solar cells investigated
nowadays. Crystalline solar cells, sometimes referred to as ‘first generation’ of
photovoltaics, are described in Section 3.1. Thin film solar cells, constituting the
‘second generation’, are discussed in Section 3.2. Organic and dye-sensitized solar
cells, which involve molecular components, belong to the ‘third generation’ and are
described in Section 3.3. Amorphous silicon and dye solar cells are discussed in more
detail, since they are investigated in the present work.

3.1. Crystalline solar cells

Monocrystalline solar cells belong to the first generation of photovoltaic devices.
They still dominate the market and have the highest efficiencies of all solar cells. These
cells are based on a silicon (rarely also GaAs, in specialized applications) p-n
homojunction fabricated on a high quality monocrystalline wafer, which ensures very
good performance but also leads to comparatively high costs. The most common
monocrystalline cells based on Si and GaAs are described in the next sections.

3.1.1. Single- and polycrystalline Si solar cell

Silicon has many advantages: it is an abundant, non-toxic material, with the energy
band gap (1.1 eV) lying in the favourable range for solar cells. In air Si forms an oxide
layer, which is very stable and protects it from further oxidation (this oxide is central in
the MOS/MOS-FET technology in microelectronics). Silicon has been investigated very
thoroughly for microelectronics applications, and the accumulated knowledge
significantly accelerated development of crystalline Si solar cells, especially in the
beginning. The disadvantages of crystalline Si are low absorption coefficient, resulting
from the indirect band gap, and relatively high cost. Because of the poor absorptance’,
Si has to be thick (about 500 pm) to capture sufficient amount of light, which in turn
requires highly pure and defect-free crystals in order to collect the charge carriers at
the distant contacts.

' Absorptance is the fraction of the light absorbed, i.e. the ratio between the intensity of the light
that is absorbed, and the intensity of the incoming light.
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Si reflects ca. 30-40% of solar light, and to prevent this, antireflection coatings
and/or surface texturing are often used [27]. An antireflection coating is a thin film of a
dielectric, the thickness of which is optimized to minimize reflectance of the system at
a region around a particular wavelength. Improved reflectance at a wider spectral
band can be achieved using several thin films, in a sandwich coating. Antireflection
coatings for Si solar cells are usually based on TiO, or Si;N,, and optimized for reducing
reflectance in the red and infrared parts of the spectrum [14]. Texturing of the front
and/or back surfaces of the cell reduces reflectance too, and can additionally cause
multiple reflections inside the cell, increasing the path of light and therefore the
probability of absorption. Pyramids arranged in regular patterns can increase the mean
light path in a Si solar cell by a factor up to 50 [2, 28].

The maximal achievable efficiency of a Si single-crystalline solar cell under AM1.5
illumination was predicted to be 29.8% [29]. The best experimentally demonstrated
efficiency of 25.0% [24], achieved by Green and co-workers in 1998 [30], is quite close
to this limit. The structure of this cell is shown in Figure 3.1. It is based on a p-doped Si
wafer, which forms a junction with the front n-doped layer. Heavily doped n- and p-
regions (marked as n” and p*) are included close to the cell contacts to improve the
resistance. The metal layer on the back surface serves both as an electrode and as a
mirror reflecting photons, which have not been absorbed, to increase their path in the
cell. The front surface is textured with pyramidal structures, coated with an
antireflection coating, and finished with metal finger electrodes for collecting current.
The best demonstrated efficiency for a module based on similar solar cells is 22.9% [24].

A large part of the Si solar cells produced today is based on polycrystalline (or
multicrystalline) Si, with the solar cell structures that are very similar to those of single-
crystalline Si cells. The polycrystalline Si consists of large crystalline grains and is
produced via a less demanding and energy-consuming technique compared to the

‘Inverted’ pyramids

Metal electrode

Rear metal electrode Conducting oxide

Figure 3.1. Schematics of the Si solar cell with the best efficiency of 24.4% (adapted from

[2]-
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monocrystalline counterpart. This makes it cheaper than the monocrystalline Si, but
the corresponding solar cell efficiencies are lower too [27]. The optical properties of
the polycrystalline Si are similar to those of the monocrystalline Si, which means that
thick wafers (about 0.3 mm) are needed for sufficiently high light absorption. The
charge carrier transport in polycrystalline Si is lower compared to crystalline Si, due to
presence of charge carrier traps at the grain boundaries, and also point defects and
impurities, which reduces the solar cell efficiency. The best achieved single
multicrystalline Si solar cell efficiency is 20.4 %, and the highest module efficiency is
18.5% [24]. Polycrystalline Si can also be fabricated on glass substrates (as opposed to
wafers cut out from large ingots crystallized from molten Si) by deposition of an
amorphous Si film and subsequent annealing. Solar cells of this type belong to the
‘thin-film Si’ group (although this division is somewhat diffuse in this particular case)
and are described in Section 3.2.3.

3.1.2. llI-V crystalline solar cells

Another group of crystalline solar cells of high efficiencies and high production
costs is lll-V semiconductor alloys, containing elements from groups Il and V of the
periodic table. These include gallium arsenide (GaAs), indium phosphide (InP), and also
several types of ternary alloys, like indium gallium phosphide (InyGa:xP). These
materials are direct band gap semiconductors, and have therefore much higher
absorption coefficients than Si.

GaAs is the most widely used material for the IlI-V solar cells. It has a band gap of
1.4 eV, which is very close to the optimal band gap (see Figure 2.9A), and a high
absorption coefficient, which allows harvesting most of the photons with energies
above the band gap in a cell of thickness of several um. In spite of being much thinner,
GaAs solar cells are about 5 to 10 times more expensive than crystalline Si cells, and are
therefore used mostly in space applications, where weight and efficiency matter more
than the cost [14]. The best achieved efficiency of a GaAs solar cell is 28.8% (and 24.1%
for a module) [24], which is very close to the theoretical limit of 31%. This is also the
general record in efficiency of single-junction solar cells.

Since the best achieved efficiencies of crystalline Si and GaAs solar cells are already
very close to the theoretically predicted limits, the main efforts are focused on
fabricating the materials and the cells in a cheaper way. At the same time, alternative,
cheaper solar cell types are being developed. They are discussed in the following
sections.
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3.2. Thin-film solar cells

Similarly to the monocrystalline photovoltaics, thin-film solar cells are based on p-n
junctions between inorganic semiconductors. The materials used have direct band
gaps and high absorption coefficients, which allow absorbing a significant amount of
light in thin (several um) solar cells. Since generated charge carriers do not have to
travel very long distances to be collected at the contacts, due to the much thinner p-
and n-layers, poorer electronic quality of the materials can be tolerated. This allows
fabricating solar cells using relatively cheap deposition methods, and on cheap
substrates (like glass and plastic). The term ‘thin’ actually refers more to fabrication
methods with mass-production possibilities rather than to the thickness;
monocrystalline GaAs solar cells are similarly thin, but are not included in this class.
Interestingly, it is often the inactive solar cell components (e.g., substrates and
sealants), and not the functional layers (like semiconductor films and electrodes), that
contribute most to the cost of thin film solar cells [31].

The most researched thin-film solar cells are based on cadmium telluride (CdTe),
copper indium gallium diselenide (CulnGaSe,, or CIGS), and amorphous and
microcrystalline hydrogenated silicon (a-Si:H and pc-Si:H, respectively). The first two
types are described briefly below, and the silicon-based solar cells are discussed in
more detail, since they are important for the present work.

3.2.1.CdTe and CIGS solar cells

CdTe is a semiconductor with a direct band gap of approximately 1.4 eV and a very
high absorption coefficient [14]. It is usually used in a junction with cadmium sulfide
(CdS). Both materials are slightly non-stoichiometric, which conveniently produces p-
type doping of CdTe, and n-type doping of CdS without a need for external dopant
atoms [32]. The CdTe film has a thickness of 2-5 pm, and performs the function of light
absorption, while the CdS layer of ca. 100 nm is used to form the junction. The best
demonstrated efficiency of a single CdTe/CdS solar cell is 19.6% (16.1% for a module)
[24]. The rather high efficiency for relatively cheap thin film solar cells led to their
commercialization. However, usage of highly toxic Cd in a ‘green’ energy source, and
also scarcity of Te may substantially limit the production of these solar cells in the
future.

CulnSe, (CIS) has a direct band gap of approximately 1 eV and an absorption
coefficient that is almost the highest known among inorganic semiconductors [14].
Usually some Ga is added to CIS, and the resulting p-type material CulnGaSe, (CIGS) is
used in a junction with an n-type CdS film. The principle structure and characteristic
thicknesses of CIGS cells are similar to those of CdTe/CdS solar cells. The best
confirmed efficiency for CIGS solar cells is 19.6%, and the highest module efficiency is
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15.7% [24]. CIGS cells with high efficiency of 17% can also be fabricated on flexible
substrates [33]. The main problems of CIGS solar cells is the complicated deposition
process of the multi-element alloy CIGS, which imposes challenges for realization of
uniform coatings in large-scale production, and also the use of toxic Cd and the scarce
element In [32].

3.2.2. Amorphous silicon solar cells

In amorphous materials, the bond lengths and number vary slightly for different
atoms in the lattice. The coordination of bonds of an atom with its closest neighbours
is almost the same as in the corresponding crystalline material, but is gradually lost
with more distant neighbours. In other words, in the amorphous material, the short
range order (nearest and next nearest neighbours) is quite similar, but not identical to
the crystalline material, while there is no long range order that can be described by
simple lattice (translation) vectors etc. This loss of order makes the momentum of the
energy states largely undetermined, and therefore no phonons are required for
transitions between the states [2]. Thus amorphous Si (a-Si) is a direct band
semiconductor - unlike crystalline Si, and has a high absorption coefficient.

The most numerous defect type, crucial for use of a-Si in solar cells, is a dangling
bond, which is a vacant valence electron not used in bonding with neighbouring atoms
(Figure 3.2A). Presence of dangling bonds produces numerous defects in the band gap,
which function as traps and recombination centres and drastically decrease the charge
carriers lifetime and mobility. Moreover, such material cannot be doped, since the
extra carriers introduced by dopants will likely be captured by the defects [14]. To
improve this situation, hydrogen (H) is incorporated into a-Si during fabrication. H
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Figure 3.2. (A) Schematics of amorphous Si containing dangling bonds. (B) The dangling
bonds are saturated by hydrogen atoms in a-Si:H. (C) Schematics of density of states in a-Si and
a-Si:H (redrawn from [34]).
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atoms form bonds with the unpaired electrons and remove their capacity to trap
charge carriers (Figure 3.2B). The density of dangling bonds in a-Si is approximately
10*° cm?, which is about 1% of the Si atom density, and in the hydrogenated amorphous
Si (a-Si:H) containing 5-15% of H this density can be decreased to 10 cm? [34]. This is
illustrated in Figure 3.2C.

Passivation of a-Si with H leads to a substantial increase in the band gap, which
changes from ca. 1.1 eV for a-Si to ca. 1.7 eV for a-Si:H [27]. The defect states that
remain after passivation hinder transport of charge carriers in a-Si:H. The carriers move
either by ‘hopping’ between localized defect states with energies in the band gap, or
in the conduction band, being periodically trapped by defects and thermally activated
back to the conduction band. In undoped a-Si:H the carrier lifetimes are  10%-10° s
and the diffusion lengths are ca. 100 nm [14, 35]. The corresponding numbers for
monocrystalline Si are ca. 10* s and more than 200 um, respectively [36, 37].

Addition of H to a-Si makes doping possible, although the carrier diffusion lengths
and lifetimes are much reduced in doped a-Si:H. Collection of current from a p-n
junction would thus be very poor, and therefore a-Si:H solar cells are based on p-i-n
junctions, discussed in Section 2.3.3. The doped regions are usually made thin (10-20
nm), and the thickness of the intrinsic layer is chosen to maximize current generation.
Here, the thickness is a trade-off between light absorption, which benefits from thick
films, and charge carrier collection, which is favoured by thin films.

Schematics of a state-of-art a-Si:H solar cell is shown in Figure 3.3A [32]. The front
layer is a transparent conductive oxide (TCO), which is a dielectric doped in a way that
improves conductivity while maintaining transparency. This layer is made rough to
enhance light scattering into the cell and thereby increase the light path length, which
leads to an improved absorption. A p-i-n structure is deposited afterwards, most often
by a plasma enhanced chemical vapour deposition (PECVD) from a silane (SiH,) gas.
The details of this process are described in Section 7.1.4. The doped layers can be a-Si:H
alloys or microcrystalline Si. The rear contact is composed of another TCO film and a
metal electrode, which also serves as a reflector.

The major problem of the amorphous Si solar technology is light-induced
degradation of a-Si:H films, known as the Staebler-Wronski effect [38]. Under light
exposure, the density of defects in a-Si:H increases, which drastically deteriorates
performance of solar cells during the first months of operation. The performance
stabilizes afterwards, but the stabilized efficiencies are much lower than the ‘fresh’ cell
efficiency. There is no full understanding of the mechanism of Staebler-Wronski effect
yet, but it is believed that H atoms play an important role in it [38]. The light-induced
degradation decreases with decreasing the intrinsic layer thickness [35], which
additionally motivates developing thin a-Si:H solar cells (as addressed in this work;
Papers 1and 2).
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Figure 3.3. Schematics of (A) a state-of-art a-Si:H solar cell (redrawn from [32]), (B) a
microcrystalline Si film and (C) silicon layers used in ‘crystalline silicon on glass’ solar cells
(redrawn from [27]).

The highest confirmed efficiency of a stabilized single a-Si:H solar cell is 10.1% [24].

3.2.3. Micro- and polycrystalline silicon solar cells

Parameters of the PECVD deposition process can be adjusted to produce
microcrystalline Si films (uc-Si:H; sometimes also called nanocrystalline Si). These films
are made of long columns containing crystalline grains, the spaces in between which
are filled with amorphous silicon and/or voids (Figure 3.3B). The band gap is
approximately 1.0 eV, which is close to that of the crystalline Si. Single-junction pc-Si:H
cells have recently reached the efficiency of 10.7% using only 1.8 ym of Si [39].
However, it is considered to be more viable to combine a pc-Si:H cell with an a-Si:H cell,
forming a tandem photovoltaic device. The pc-Si:H cell is ca. 2 ym, and the a-Si:H cell is
approximately 400 nm thick [32]. The different band gaps of these cells improve solar
light harvesting and lead to increased efficiencies, the best stabilized efficiency being
currently 12.3% [24].
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In an attempt to decrease production costs related to crystalline Si while
maintaining benefits of the latter, ‘crystalline silicon on glass’ (CSG) solar cells were
developed. CSG is deposited by PECVD and subsequently annealed at ~600 °C to
produce polycrystalline material with large grains, as illustrated in Figure 3.3C [27]. The
best efficiency obtained with a CSG solar cell of thickness of 2 ymis 10.4% [32].

3.3. Organic solar cells

An organic solar cell is formed as a junction between donor and acceptor organic
materials, the electronic levels of which are aligned in such a way that it provides
charge separation. The principle of work of organic solar cells is discussed in Section
2.3.3 and illustrated in Figure 2.8. Various polymers are used as donors that absorb
light and transfer excited electrons to the acceptor, which is often a fullerene
molecule Cg, [40]. The generated electrons and holes are supposed to be collected at
separate contacts, the process driven by appropriate work functions of the electrodes.

The advantages of organic solar cells is their large absorption coefficient, low cost
of production and possibility to fabricate cells on flexible substrates [2]. The
drawbacks are low efficiencies and poor control/reproducibility of the fabrication
process, especially when a complex bulk heterojunction is involved. Advanced
chemistry and nanotechnology methods are being developed to improve control over
the structures [41]. Another major issue is stability of organic solar cells, which are
susceptible to fast oxidation and need tight encapsulations. Most organic solar cells
investigated nowadays degrade within several hours to several months time [42]. The
timescale of degradation depends sensitively on the presence and type of
encapsulation. For cells that are not encapsulated, slightly different testing conditions
often result in significantly different degradation kinetics, according to a recent very
thorough study by Tanenbaum et al. [43]. Optimized and well encapsulated organic
solar cells with the active layer of only 9o nm thick and efficiency of 2% demonstrated
remarkable stability during >40 days of full sun illumination at 85° C[43].

The best achieved efficiencies reported are 10.7% for a single organic solar cell, and
8.2% for a submodule [24]. However, the stability of these champion solar cells was not
investigated.
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3.4. Dye sensitized solar cells and related concepts

The dye-sensitized solar cell (DSC, DSSC, or Grétzel cell) is a hybrid organic-inorganic
device, employing organic dye molecules for light absorption, and an inorganic
semiconductor to form a junction and to transport the charge carriers. Its structure is
illustrated in Figure 3.4A. The semiconductor is usually a mesoporous titanium dioxide
(TiO,) thin film, with an average pore size of about 15 nm, and a film thickness of 5-20
pum [44]. The porosity is typically 50-60 % of the sample volume. An SEM image of such
a film is shown in Figure 3.4B. While a TiO, nanoparticle film is the most common
structure employed in DSCs, a variety of other materials and structures have been
investigated as well [45]. A monolayer of dye molecules is attached to the internal
surface of the TiO, film, the area of which is largely increased due to the high porosity
of the TiO, film. The electronic structure of the dye is tailored so that it absorbs a
broad part of the solar spectrum and its LUMO (lowest unoccupied molecular orbital)
level lies slightly above the TiO, conduction band edge, so that injection of electrons
from the excited dye to the TiO, can take place rapidly. When a dye molecule absorbs a
photon, the excited electron can then be transferred to the TiO, conduction band. To
complete the circuit, the dye must receive an electron to replace the lost one at the
dye empty HOMO orbital. Since it is difficult to provide a direct contact between the
dye molecules and the counter electrode, a liquid electrolyte is employed. The
electrolyte is composed of ions of so-called redox (reduction-oxidation) couples, which
can both accept and donate electrons, i.e., be reduced and oxidized. This redox species
donates an electron to the dye, and is subsequently reduced (picks up an electron) at
the counter electrode.
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Figure 3.4. (A) Principle of work of dye-sensitized solar cells (redrawn from [44]). (B) SEM
image of a porous TiO, film (courtesy of L.-P. Heiniger). (C) Chemical structure of dye Z907.
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Different dyes can be used in a DSC, but the most efficient solar cells are based on
ruthenium complexes [46]. A dye from this group is dye Z907, which is used in this
work (Figure 3.4C). These dyes sustain up to 10° redox cycles, which corresponds to 20
years of operation in sunlight [44]. The reason for such outstanding photostability of
an organic molecule is that the excited state of the dye is deactivated very rapidly
through an electron transfer to TiO,. Thus other, much slower channels of excitation
deactivation, e.g. generation of singlet oxygen, cannot compete with this process. The
oxidized state of the dye is however not very stable, and regeneration of the dye by an
electron transfer from the electrolyte should therefore also occur rapidly [44]. Stability
tests performed on a dye solar cell show that a lifetime of at least 25 years is to be
expected for the currently developed cells [47].

The best confirmed efficiency of a DSC is 11.9% [24]. Dye solar cells have also been
fabricated on flexible plastic substrates with efficiencies of 7-9% [48], and even on
paper with efficiency of 1.2% [49]. The energy payback time for a complete dye solar
cell system with 8% efficiency installed in Southern Europe was recently estimated to
be about 0.8 years [50]. For comparison, the corresponding payback time for
multicrystalline silicon modules is 1.5 years [50].

There are several ways to further increase the efficiency of DSC. One is improving
light absorption by dyes at 650-900 nm, where the light harvesting is usually poor [51].
Another way is to reduce the over-potentials, i.e., the difference in the position of the
dye LUMO and the TiO, conduction band edge, and of the dye HOMO and the electron
donating energy level of the electrolyte, which are needed for the corresponding
electron transfer processes. Due to the presence of these over-potentials, the
generated voltage is substantially lower than the band gap of the dye molecule (band
gap value divided by the electron charge), usually by ca. 0.7 V [52] (this can be seen in
Figure 3.4A). The largest contribution to this loss originates from the over-potential
employed for regeneration of dye by the electrolyte [52]. If this loss is reduced to ca.
0.2 V and the sensitizing dye can absorb light up to 920 nm, the efficiencies can rise to
19%, according to estimations by Hardin et al. [52].

A concept closely related to DSC is that of quantum-dot sensitized solar cells, which
have basically the same structure as DSCs, but with dye molecules replaced by
quantum dots. A quantum dot is a nanoparticle of a semiconductor material (typically
<10 nm in size) that has a higher band gap than the corresponding bulk material due to
quantum confinement effects. Quantum dots are commonly made from Cadmium
(CdS, CdSe, CdTe), Lead (PbS, PbSe), and Indium (InP). The properties of quantum dots
that are beneficial for solar cells are tunability of the band gap achieved by varying the
dot size, good photostability, and high light absorption coefficient. Among the Cd-
based quantum dot sensitized solar cells, the highest achieved efficiency is 5.4% [53].
This is however significantly below the best efficiencies of DSCs.
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A very recent and promising solar cell, which originated from the DSC concept, is a
perovskite-based cell [54-58]. Perovskite is a crystal structure with a chemical formula
ABX;, where X is a halogen or oxygen atom, and A and B are two different cations [58].
Some examples are CaTiOs;, LaMnOs, and LaNiOs. Perovskite materials have been
extensively studied as superconductors. The compounds used in the recent solar cells
have methylammonium CH;NH;" and lead Pb** as the two cations, and I, CI" or Br” as the
anion [58]. Lee et al. [56] developed solar cells with a perovskite as the absorber,
infiltrated into TiO, and Al,O; mesoporous films, respectively. The Al,O; based cells
showed a better performance than the TiO, based devices (10.9% versus 8%). This is a
very interesting and unexpected result, since Al,O; is an insulator with a very large
bandgap and only acted as a scaffold for the adsorbed perovskite. The perovskite thus
functioned as both the absorber and the charge-transporting layer [56]. The highest
demonstrated efficiency of a mesoporous perovskite-based solar cell is 15.0% [54].
Another very impressive result is a 15.4% efficient planar cell based on a flat layer of
perovskite CH3NH;Pbls..Cl; forming a junction with a planar layer of a hole conducting
polymer. The perovskite film for this champion cell was deposited by physical vapour
deposition; the more conventional solution processing method yielded a solar cell with
an efficiency of 8.6% [57]. All these results demonstrate a very impressive progress in a
very short time.
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4. Localized Surface Plasmon Resonance

This section describes the fundamentals of Localized Surface Plasmon Resonance
(LSPR), which constitutes the central part of this work. It starts with a background on
physics of optical constants, focusing on two basic models to describe optical
properties of most crystalline solids: the Lorentz and the Drude oscillators. This theory
is necessary for understanding the nanoparticle plasmon resonance, and it also
provides background knowledge for methods of data modelling for the ellipsometry
technique, described in Chapter 7.2.4. The physics of LSPR is covered in Section 4.2,
and a brief overview of LSPR applications is given in Section 4.3.

4.1. Classical models of optical constants

4.1.1. Two types of optical constants

There are two types of optical constants, which are used interchangeably for
description of optical properties: the complex dielectric function € = &; + i, and the
complex refractive index N = n + ik [59]. Generally, the complex dielectric function is
more natural in microscopic descriptions of optical properties, since it is present in
Maxwell’s equations. However, the complex refractive index seems more intuitive for
many people, because it can be directly related to absorption (through the absorption
coefficient k) and refraction (via the real refractive index n) of light in matter.
Therefore there is no general preference to one or the other optical constant type, and
both will be used in this work. These two optical constant types are not independent,
and their real and imaginary parts can be easily converted into one another through
the following relations [59]:

g =n? —k?,
&, = 2nk,

Jer+e2+ ¢
n= 2 (4.1)

2 )

k:\/w/€12+€22—51

assuming that the material is nonmagnetic (1 = uo).
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4.1.2. The Lorentz model

The Lorentz model describes electrons in matter as oscillators (‘springs’), which
can respond to the driving electromagnetic field. The oscillators are assumed to be
harmonic, isotropic, identical and independent. The displacement from equilibrium x
of an oscillator with mass m depends on (i) the driving force produced by the local
electric field E = Ege™'*t, (ii) a restoring force Kx, where K is the spring constant
characterizing interactions between the electron and the positive ion core, and (iii) a
dissipation force bx, where b is the damping constant. The corresponding equation of
motion is therefore [59]

mX + bx + Kx = eE, (4.2)

where we neglect magnetic forces, which are usually small compared to the electric
ones. A steady-state solution to (4.2) suggests oscillation of the electron:

e

X = E,
m(wé — w? — iyw)

(4.3)
where w3 = K/mandy = b/m. If y # 0, the proportionality factor between x and E is
complex and the oscillations of the electrons are not generally in phase with the
driving field. The proportionality factor can be written in a general formx = (eE/
m)Ae'®, where [59]

1
J@E -0 +7a?
(4-4)
w
9~arctan2y—2.

The amplitude and phase are plotted as functions of frequency w in Figure 4.1A.
The amplitude has a maximum at about the resonant frequency w,, and its lineshape is
determined by y. The height of the maximum is proportional to 1/y, and the width is
proportional toy. At low frequencies w < w, the displacement is in phase with the
driving field (6 = 0), while at high frequencies w > w it is © out of phase [59]. The
phase shift changes rapidly in the region around w,.

The displaced electrons contribute to macroscopic polarization of the matter

P = —nex, where n is the number of oscillators per unit volume. Using (4.3) one gets
2

w
P=— Zp —&E, (4.5)
w§ — w? —iyw

where w, is the plasma frequency defined as wj = ne?/me,. The plasma frequency
has an explicit physical meaning for electrons in metals, and will therefore be
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discussed in the next chapter. Here it can be considered just as a material-specific
constant.

The complex dielectric function ¢ is used to relate the polarizability and the driving
electric field according to P = (¢ — 1)¢&,E, and after comparing this to (4.5) one readily
gets the complex dielectric function of the system of identical harmonic oscillators:

2
w

e=1+—5— 21—, (4.6)
Wi — w? —iyw

Its real and imaginary parts are:
2 2 2
wp (wo —w )

(w5 — w?)? +y?w?’

81:1+

wiye (4.7)

- (@§ — @?)? +y2e?

&

g, and g, are plotted in Figure 4.1C. It can be shown that the maximum value of ¢, is
approximately wg/ywo, and the width of the curve at the half maximum of €, is y [59].
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Figure 4.1. Results of the Lorentz oscillator model plotted as functions of frequency (arbitrary
units): (A) amplitude and phase of a Lorentz oscillator, (B) complex refractive index, (C) complex
dielectric function, (D) reflectance of a system of identical Lorentz oscillators. The dashed lines

mark the resonance frequency w, and the plasma frequency wy,.
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The real and imaginary parts of the complex refractive index are shown in Figure 4.1B,
and the corresponding reflectance of the system is presented in Figure 4.1D. The
absorption coefficient k has a maximum at about wg, and the high values of k give rise
to a maximum in the reflectance. At high frequencies, k goes to zero and n approaches
its free-space value - the frequency is too high for the oscillator to be able to respond.

Despite its simplicity, the Lorentz oscillator model describes optical properties of
many materials well, and in different spectral regions. Electronic, vibrational and
permanent dipole response to electromagnetic radiation can often be accounted for
using one or several Lorentz oscillators for each of the excitation types [59]. Oscillator
types that are modifications of the Lorentz model were used in this work to model the
optical properties of amorphous Si films in Papers 1 and 2, and of TiO, films in Paper 2.
For metals, it is often more appropriate to use a special case of the Lorentz model - the
Drude oscillator, which is described in the next section.

4.1.3. The Drude model

Metals have different optical properties compared to those of semiconductors and
dielectrics (nonconductors) due to their electronic band structure, described in Section
2.3.1. In nonconductors, only photons with energy exceeding the band gap can be
absorbed, and therefore they are transparent in the visible region. In metals, there is
no band gap, and electrons can move to available higher energy states by absorbing
low-energy photons, which makes metals highly absorbing and reflecting in the visible,
infrared and microwave regions.

Since electrons in metals can be excited to higher energy states by low-energy
photons and also by the thermal energy at room temperature, i.e., they can pick up
infinitely small amounts of energy, they can be approximated as ‘free’ electrons not
bound to their ion cores. Their response to an electromagnetic field force can thus be
modelled with a Lorentz oscillator without the restoring force (‘spring’). Substituting
wo = 0 into (4.6), one gets the dielectric function of a system of free electrons [59]:

(4)2
=1-—2L 8
¢ w? + iyw (48)
with real and imaginary parts:
Wp
a=1l-Tr
4-9
oy (4.9)
27 w(w? +y?)’
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The plasma frequency is as before wj = ne?/me,, where nis the density of free
electrons andmis the effective mass of an electron in the metal. If we neglect
damping (y < w), then if follows from (4.8) that € = 0 at the plasma frequency. It can
be shown that such an excitation corresponds to a longitudinal oscillation, which is the
oscillation of the conduction electrons relative to the fixed ion cores in a metal. Such
an oscillation is caused by an initial displacement of electrons from their equilibrium
positions, and is sustained due to electrostatic forces between the electrons. The
natural frequency of the free oscillation of the free electrons is the plasma frequency
wp, [60]. A quantum of this charge oscillation is called a (volume or bulk) plasmon. Since
a volume plasmon is a longitudinal oscillation, it does not couple to transverse
electromagnetic waves and can only be excited by charged particles impact (for
example, by firing electrons into a metal). Most metals have w, in the ultraviolet
region, typically at 4-15 eV [60].

The damping constant y is related to the average time 7 between collisions of
electrons with impurities and lattice phonons as y = 1/7. tis on the order of 10™ s at
room temperature, corresponding to y = 100 THz, which for most metals is much less

than w;, [59, 60]. With condition y < wy, (4.9) becomes:
2
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Values of the dielectric function in the low- and high-frequency limits can be
estimated using (4.10). At high frequencies w > wy, & is close to unity, and &,
approaches zero. The metal behaves as a dielectric in this region, and transmits most
of the light. At frequencies w <y (which also means w K wy,), & is large and
negative, and ¢, is large and positive. Here, the absorptance is very high, which leads
to a high reflectance. In the intermediate region y < w < w, the reflectance is high as

well.

The Drude model describes well the metal aluminium, the dielectric function of
which is shown in Figure 4.2. The weak feature at approximately 1.5 eV is caused by
interband transitions, which will be discussed below. Ignoring this feature, one can see
that the low- and high-frequency behaviours follow well the ones of the Drude model
described in the previous paragraph.

However, for many other metals the Drude model alone is not good enough to
account for the optical properties. Metals like silver (Ag) and gold (Au) (which are both
important in this work) show some free-electron behaviour, but also have a significant
contribution from the more bound/localized electrons. The dielectric functions from
experiments and calculations using the Drude model for Au and Ag are shown in Figure
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4.2. It can be seen that the Drude model works well only up to a certain energy (ca. 2.5
eV for Au and 4 eV for Ag), and then large deviations occur. These deviations are
caused by a response from the bound (lying deeper in energy than the free ones)
electrons, when the energy of photons is enough to excite the electrons to empty
higher bands. This mechanism is called interband absorption, and it naturally leads to
an increase in &,. The contribution from the bound electrons can be described with
one or several Lorentz oscillators [59].

The interband transition threshold lies in the near ultraviolet (at ca. 4 eV) for Ag, so
in the visible range Ag has a high reflectivity with little dependence on the wavelength
of light, which explains its ‘white’ colour. On the other hand, for Au the interband
transitions occur already at approximately 2.4 eV (= 520 nm), which means that only
red and yellow light is reflected efficiently. This explains the ‘yellow’ colour of gold.
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Figure 4.2. Optical properties of three metals important in plasmonic studies: aluminium,
gold, and silver. (A) Real and (B) imaginary parts of the dielectric functions, measured (dots)
and calculated with the Drude model (lines). For Au and Ag, presence of interband transitions
in this spectral region causes substantial deviations from the free-electron behaviour. The
measured data for Al was taken from Ordal et al. [61], and for Ag and Au from Johnson and
Christy [62]. In the Drude model fit, the following parameters were used: Au: w, = 7.9 eV,y =
0.08 eV;Ag:w, =8.8eV,y =0.02eV;Al: w, =12.5eV,y = 0.6 eV.
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4.2. Localized Surface Plasmons

4.2.1. Qualitative description

A localized surface plasmon is a collective oscillation of conduction electrons in a
metal nanoparticle, which can be excited by light, often in or around the visible part of
the spectrum. In contrast to the volume (or bulk) plasmons, discussed in Section 4.1.3,
and surface plasmons, which are propagating charge oscillations at a metal-dielectric
surface, the nanoparticle plasmons are localized excitations. They are confined within
the volume of the particle, the dimensions of which are smaller than the wavelength of
light. Since the localized plasmons do not carry momentum, they can be excited by
photons, which possess zero momentum as well. At the resonance conditions,
discussed in the next section, the electron cloud in the nanoparticle is believed to
oscillate in phase with the incoming light, as schematically illustrated in Figure 4.3A.
However, the electron cloud oscillating as a whole might be a wrong picture of the
phenomenon. In particular, a time-dependent density functional theory treatment
performed on a very small metal particle (containing 100 atoms) exposed to an electric
field changing periodically in time, suggests a complex pattern of charge distribution
[63]. At every moment, this pattern has a structure of multiple shells inside one
another having alternating, more positive or more negative, charges [63]. For larger
particles, the pattern approaches the more conventional picture of negative and
positive charges induced on the surfaces of the particle.

This chapter covers the basic physics of the localized surface plasmon resonance,
which is the core feature of this work. It starts with the quasi-static approximation,
explaining the nature of the resonance, and continues with a discussion beyond the
quasi-static treatment, which clarifies some of the plasmon resonance properties.

4.2.2. Metal particle in a quasi-static electric field

The quasi-static approximation assumes that the electric field of the incoming
electromagnetic wave is constant over the particle volume, which allows simplifying
the problem to a problem of a particle in an electrostatic field. This assumption is valid
if the particle has a size b < A, where A is the wavelength of light in the surrounding
medium. When the stationary special solutions are found, the harmonic time
dependence of the incoming field can be added to them.

Let us consider a homogeneous metal sphere of radius bin a uniform, static
electric field E = E,Z (Figure 4.3B) [60]. The surrounding medium is non-absorbing and
has a real dielectric constant ¢, and the dielectric function of the sphere is e(w).
Calculations of the optical properties of metal nanoparticles using the bulk metal
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Figure 4.3. (A) Schematics of the displacement of the electron cloud driven by the electric
field of a photon in a plasmonic nanoparticle (shown in yellow) at a resonance. (B) Schematics
of a sphere in an electrostatic field. (C) The absolute value of the polarizability o of a small Ag
sphere obtained in the electrostatic approximation, as a function of the energy of the
incoming electromagnetic field. (D) Simulated electric field distribution around a prolate
nanoparticle at a resonance. The Au nanoparticle (the axes are 84 nm and 14 nm) is
surrounded by a medium with refractive index of 1.26, and the resonance is at 700 nm. The
colour scale for the electric field represents the ratio of the intensity of the near-field to that of
the incident field, |[E?|/|EZ|. Image courtesy of Carl Hagglund.
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dielectric functions can reproduce the experimental results well, which justifies use of
the bulk metal functions to describe plasmon resonance in nanostructures [64]. There
is an estimation that it is the case for nanoparticles larger than about 3 nm [65]. To
calculate the electric potentials inside and outside of the sphere, one has to solve the
Laplace equation. The obtained electric potentials are [60]:

3em

¢ =—_—"m
n t(w) + 2¢,,

E,r cos 0,
0 (4.11)
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One can see that the applied field induces a dipole moment in the sphere, which
can be also defined viap = gy¢,2Ej, where ais the polarizability of the sphere.
Comparing this expression and p from (4.11), one gets the polarizability of the small
sphere in the electrostatic approximation:

(4.12)

The absolute value of a as a function of frequency w, calculated using e(w) from a
Drude model fit to experimentally obtained dielectric functions of silver, is shown in
Figure 4.3C. The polarizability exhibits a resonance when

Re(e(w)) = —2ep,. (4.13)

We have thus demonstrated that the polarizability of a small metal sphere in an
electrostatic field is enhanced at particular energies (or frequencies w) of the field,
which is the essence of the plasmon resonance. For a sphere made from a Drude metal
and located in vacuum, condition (4.13) is realized at w, = w,/V3 (from (4.10)). The
position of the resonance depends on the dielectric function of the surrounding
medium, a fact that has given rise to numerous applications of metal nanostructures in
biological and chemical sensing [66-68]. The plasmon position red-shifts with
increasing &, and qualitatively this can be understood as polarization of the dielectric
by the field of the sphere. The polarization charges accumulated at the dielectric-
sphere interface reduce the restoring force for the oscillating electrons in the sphere,
which shifts the resonance position to lower energies [65]. The magnitude of « at the
resonance is limited by the non-zero denominator, due to Im(e(w)) # 0[60].

The electric field inside and outside of the sphere can be calculated from the
potentials (4.11) to obtain [60]:
3em
Ein=———E,,
T e(w) + 28, C
out = 0 Amteye, T3

where n is the unit vector in the direction of point of interest P. The electric fields
exhibit a resonant enhancement at the condition (4.13) as well. The field inside the
sphere is uniform and enhanced compared to the incident field. The field at the sphere
surface is even more enhanced (by ca. 10 times for a small Ag sphere [69]) and decays
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rapidly away from the surface (as 1/r’, see (4.14)). An example of calculated electric
field around a Au nanoparticle is shown in Figure 4.3D; the enhancement in the field
intensity (the field amplitude squared) in this case is up to ca. 500 times. The enhanced
near-field around a metal nanoparticle is used in many application, in particular, to
promote light absorption in solar cell materials and for sensing purposes, which both
are in focus in this thesis.

Since the incoming electromagnetic field is actually not static, but changing in time
according to E = Eqe ™!, one should add the time dependence to the obtained quasi-
static solutions. The dipole then oscillates as p(t) = gyeaEqe ™", and therefore
radiates electromagnetic waves, which corresponds to scattering of light by the
sphere. It can be shown that within the near field region, the magnetic fields are much
weaker than electric fields, and can therefore be neglected [60].

The absorption and scattering cross sections can be calculated according to [60]:
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where k = 2/ is a wave number. Absorption scales as b’, and scattering as b6, and
for particles with b << A absorption dominates over scattering. Both quantities exhibit
aresonant enhancement at the plasmon dipole resonance energy.

Nanoparticles used in this work have shapes of discs and cylinders, which can be
geometrically approximated as oblate spheroids. This is a subtype of a general ellipsoid
shape, which can be solved analytically in the electrostatic approximation. For an

z2

2 2
ellipsoid with semiaxes b; < b, < b3, specified by% + % +-
1 2 3

the polarizabilities a;

along the axes can be shown to equal [59]:

_ e(a)) — €m
a; = 4mb,b,b; 36 3L (@) — ) (4.16)
where L;is a geometrical factor given by
L — b, b,bs foo dq (4.17)
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The sum of all geometrical factors is 1.
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Spheroids is a special class of ellipsoids. For prolate spheroids, the two minor axes
are equal (b, = b,), and for oblate spheroids, the two major axes are the same (b, = b;).
An everyday example of a prolate spheroid is a rugby ball, and an example of an oblate
spheroid is candy M&M'’s. It follows from (4.16) that a spheroidal metal nanoparticle
has two plasmon resonances of different energies, which correspond to oscillations of
electrons along the different axes. The resonance along the major axis can be
significantly red-shifted compared to that of a sphere of the same volume, and its peak
wavelength increases in a close to linear fashion as a function of the spheroid aspect
ratio (b,/ b, for oblate spheroids) [65]. This effect is illustrated in Figure 4.4, which
shows the spectral positions of plasmon resonances in Au nanodiscs of different
diameters and with a constant height, both measured and calculated using the quasi-
static approximation. The calculations reproduce the measured peak positions
reasonably well (Figure 4.4A).

The electrostatic approximation is strictly valid only for very small particles with
sizes b << A; however, in practice it provides reasonably good results for particles of
sizes up to 100 nm, interacting with visible or near-infrared light [60]. For larger
particles, a full electrodynamics calculation (based for example on Mie scattering) is
generally needed [60].
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Figure 4.4. (A) Plasmon resonance of Au nanodiscs of different diameters and a constant
height of 20 nm. The samples were measured in extinction (for details of measurements, see
Section 7.2.2), and calculated using the electrostatic approximation. The calculated peaks are
normalized so that the values of the maximal extinction are the same as those in the
experiments. (B) Dependence of the resonance peak energy on the disc diameter for the same
type of nanodiscs (adapted from [64]).
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4.2.3. Beyond the electrostatic approximation

The Mie scattering is a rigorous electromagnetic treatment of scattering and
absorption of a plane wave by a spherical particle. The resulting expressions are
mathematically complex and difficult to understand intuitively, and thus we omit them
here. The Mie scattering predicts appearance of peaks in absorption and scattering
spectra, which are the result of resonances between the incident light and the
electromagnetic modes of a sphere. These modes are oscillations that satisfy
Maxwell’s equations and the boundary conditions at the sphere surface [69]. The
resonances exist not only in metal spheres, but also in other materials. Interestingly,
the near-field enhancement is not specific to metal surfaces either. A Si sphere with
the radius of 100 nm can have the same as or even larger near-field enhancement than
a Ag sphere of the same radius [69]. The modes of a Si sphere are not related to the
surface plasmon resonance; they are rather morphology-dependent resonances.

The Mie scattering predicts changing of the plasmon resonance energy with the
particle size; the plasmon peak shifts to longer wavelengths as the size increases. Also,
the relative contributions of scattering and absorption change with the size: scattering
becomes dominant as the size increases [69]. It is also possible to calculate the near-
field enhancement using the Mie treatment. The resonances in the near-field correlate
well with the far-field effects (like measured absorption and scattering), although the
peak positions are slightly different. Importantly, the near-field intensity increases with
decreasing size of the sphere [69].

In the following, we go back to the intuitive electrostatic approximation and
consider two particle size regimes where the electrostatic approximation no longer is
an accurate and valid description of plasmonic excitations. These include large
particles of sizes b ~ 4, and small particles of b < 10 nm. The analysis provided below
reveals dependence of the plasmon resonance position and linewidth on the particle
size [60].

For large (b ~ A) nanoparticles, the electric field cannot anymore be considered
constant over the particle volume. Thus different parts of the particle experience a
different phase of the incoming light, and the interference of the induced polarization
fields is not anymore entirely constructive [65]. The restoring force of the oscillation
therefore weakens, and the plasmon resonance position red-shifts with increasing
particle size; this is also known as dynamic depolarization. Moreover, as the particle
size increases, spontaneous emission of radiation by the induced dipole becomes more
probable [70]. It is possible to modify the electrostatic approximation by including
corrections derived from an electrodynamic treatment, which account for the radiative
damping and the dynamic depolarization effects. This treatment is known as the
modified long-wavelength approximation (MLWA) [70], and it allows extending the
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validity of the electrostatic approximation for nanoparticles that have sizes up to 10%
of the wavelength of light.

The width of the plasmon resonance peak (for example, the full width at half
maximum value, FWHM), which is inversely proportional to the lifetime of the plasmon
oscillation, is generally larger in the experiments compared to the value predicted by
the theory, in particular, by the electrostatic approximation. The broadening is a result
of various damping processes (and in measurements on many particles, it is enhanced
by variations in particle size, shape, arrangement etc; these latter contributions are
usually referred to as heterogeneous broadening). The plasmon oscillation can be
damped via the radiative and non-radiative decay routes, and due to scattering of
oscillating electrons on the lattice vibrations and impurities, and at the particle surface
[60]. The radiation damping is a decay of the plasmon oscillations into photons. This
route becomes more important as the particle size increases, which is expected for the
dipole radiation since its intensity is proportional to the dipole moment squared. The
non-radiative damping is a transfer of the resonance energy to an electron-hole pair,
which means absorption of energy, since the excess of energy created by excitation of
an electron is in most cases released as a thermal energy (via a cascade of lower and
lower energy electron-hole pair excitations) and is ‘lost’.

It can be shown that the linewidth of the plasmon resonance, which can be
deduced from light extinction measurements (as those in Figure 4.4), is related to the

time constant of the decay processes t as [60]:

2h
F = TI (4'18)

where t incorporates contributions from characteristic times of the radiative decay
trad, Non-radiative damping t,ys, and elastic collisions t.);:

= + + : (4.19)
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t
It can be shown that in general 1/t o < (1/traq + 1/taps) [60]. For small Au and Ag
nanoparticles, t is about 1-5 fs.

In case of very small nanoparticles (b < 10 nm), the width of plasmon resonances is
substantially increased due to the fact that the particle size is smaller than the electron
mean free path (usually 30-50 nm). This enhances scattering of oscillating electrons at
the surface of the particle, and additionally, the electrons can tunnel into states of
surface adsorbates, if such are present [60, 65].
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4.3. Applications of nanoparticle plasmon resonance

4.3.1. Brief overview

The specific optical properties of plasmonic nanoparticles have lead to
development of various applications. This section gives a very brief overview of
applications of plasmon nanostructures to obtain enhanced signals in a number of
spectroscopic techniques and potential benefits of plasmonics in nanomedicine.
Nanoplasmonic applications for sensing and solar cells, which are particularly relevant
for this wok, are discussed in more detail in Chapters 4.3.2, 4.3.3 and 6.

As was shown in section 4.2.1, the electric field around a plasmonic nanoparticle at
the resonance is greatly enhanced compared to the driving field (the external field
from the incoming light). This phenomenon is employed in several spectroscopic
techniques, where the generated signal is proportional to the electric field, often in
powers of 2 to 4. One example is fluorescence, which is commonly used for detection
and studying of organic, in particular biological, molecules. Placing a fluorescent or
fluorescently labelled molecule next to a plasmonic nanostructure substantially
improves the efficiency of the optical excitation/de-excitation process leading to
fluorescence, and thus also enhances the fluorescence intensity. Gaps in between two
nanoparticles (‘hot spots’) provide especially strong local electric fields; fluorescent
emission from a dye molecule in a hot spot has been shown to be enhanced by a factor

of 1340 [71].

Similarly, plasmonic resonance can greatly enhance the signal in Raman
spectroscopy and Infrared spectroscopy, which are techniques for studying molecular
vibrational modes. Raman scattering intensity has a very strong dependence on the
local electric field E in a form of E*. Therefore enhancements of up to 10" should be
possible to obtain using plasmonic nanostructures [71], and enhancement factors of
10° are routinely demonstrated [72]. The high sensitivity of plasmon enhanced Raman
scattering makes detection of single molecules possible [73], and it has even enabled
studying processes inside a living cell [72].

Plasmonic nanoparticles have also been studied for medical applications. Imaging
of living tissue and detection of diseases often require optical markers such as
fluorescent dyes or quantum dots. The dyes are however prone to photobleaching,
and quantum dots are potentially or demonstrated toxic. Sometimes the optical
marker can also affect the function of the molecules to be detected. Recently,
plasmonic nanoparticles were proposed for so called label free sensing; they do not
exhibit photobleaching and are relatively non-toxic [71] or can be provided with non-
toxic shells. The relevant signal for detection can be either optical, caused by
scattering of light by the particles, or thermal, caused by absorption of light in the
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particles that leads to an increase in local temperature, which can be detected.
Heating of small metallic particles upon the resonant absorption of light is also
investigated for treatment of diseases. The idea is to selectively introduce plasmonic
nanoparticles into tumour cells, and by illuminating them (at wavelengths where living
tissue is rather transparent) increase the temperature, which can be lethal for the cells
[71]- The latter approach can also be used to thermally release chemotherapeutic
drugs attached to the plasmonic nanoparticle, and thereby obtain a local release
function.

4.3.2. Sensing using nanoparticle plasmons

The characteristics of localized surface plasmon resonances (LSPR) are sensitive to
the dielectric function of the environment surrounding the plasmonic nanostructure,
which has given rise to various sensing applications. The plasmon resonance energy
(or, alternatively, the plasmon peak wavelength) depends, to a first approximation,
linearly on the dielectric function (or, alternatively, refractive index) of the surrounding
medium. This is suggested by equation (4.13) and supported by numerous experiments
[66]. The refractive index sensitivity of a particular nanoplasmonic structure can
therefore be estimated as a peak shift in nm per refractive index unit. The precision
that can be achieved in LSPR sensing depends also on the peak width, since narrower
peaks allow determination of the peak shift more accurately. The refractive index
sensitivity used to compare various plasmonic sensing structures is therefore usually
normalized by the width of the plasmon resonance peak and quantified in a figure of
merit (FOM) [66].

The enhanced electric field around a plasmonic nanostructure decays in most cases
exponentially with distance, unless affected by interference effects, and this makes it
possible to sense processes happening in very small local volumes close to the sensing
nanoparticle. It is especially convenient for some biological sensing applications,
where interactions between specific molecules with sizes of the order of 1 nm are of
interest. In this case (detector or recognition) molecules of one type, e.g., antigens,
can be attached to the plasmonic sensor, and when molecules of another type, e.g.,
antibodies, specifically bind to the first ones, this process will be sensed via a change in
the LSPR resonance, e.g., a peak shift. Plasmon resonance properties are very sensitive
to processes within several tens of nm around the particle; for example, layer-by-layer
formation of self-assembled monolayers [66] and slight changes in molecular
configuration upon absorption of light [74] were monitored using this technique.

As was discussed in Section 4.2.2, the properties of a nanoparticle plasmonic
resonance depend strongly on the particle size and aspect ratio. Thus, the refractive
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index sensitivity of LSPR correlates strongly with these parameters; generally the
sensitivity is higher for larger particles and for larger aspect ratios. This can be at least
partially explained by the red-shift (lowering in energy) of the plasmonic resonance for
such particles. In the visible range, the real part of the dielectric function of most
metals has a steeper dependence on energy for lower energies (see Figure 4.2 for Al,
Ag and Au), which leads to a higher sensitivity of the LSPR in that range. Sometimes
‘intrinsic’ shape effects, arising from a specific distribution of the electric field around a
particle, play an important role along with the plasmon energy position influence. This
is the case for particles with sharp edges (‘nanopyramids’, ‘nanostars’,
‘nanocrescents’, etc.), which usually exhibit much larger refractive index sensitivities
compared to particles of more rounded shapes [66].

Most of the LSPR sensing experiments so far have employed Au or Ag
nanostructures. The advantage of Au is its chemical stability and resistance to
oxidation. Ag has however more advantageous optical properties: a steeper
dependence of the real part of the dielectric function on energy and smaller imaginary
part, which means less absorption losses [66]. Several other metals have been also
used, for example, Pd, Al, Cu, and Sn [68].

LSPR sensing is actively researched for biological applications, and is also applied
for chemical sensing [66, 67]. A number of physical and chemical processes were
investigated using LSPR, for example, formation of metal hydrides, phase transitions in
metal nanoparticles, corrosion processes, and magnetic transitions [68]. A part of this
work (Papers 3, 5 and 6) is devoted to application of an LSPR sensing technique to
study surface adsorption and desorption processes, and also diffusion in a porous
material, relevant for dye solar cells. This is done using the indirect nanoplasmonic
sensing (INPS) technique, which is described in the next section.

4.3.3. Indirect nanoplasmonic sensing technique

The indirect nanoplasmonic sensing (INPS) platform is an extension of the general
idea of nanoparticle plasmon sensing, described in Section 4.3. In the INPS, the sensing
nanoparticles are coated by a dielectric spacer and are thus not in a direct contact with
the sample to be studied. The technique was recently developed in our group and has
been successfully applied to study kinetics of various chemical and material science
processes [75, 76]. It is based on monitoring the position of the plasmon resonance of
nanoparticles in a structure schematically depicted in Figure 5.1A [75]. The structure
consists of plasmonic nanoparticles covered with a thin dielectric film, onto which the
sample to be studied is placed. A change in the properties of the sample (size, shape,
phase, chemical composition etc.) influences the dielectric environment around the
plasmonic nanoparticles, which leads to a change in the plasmonic resonance
properties (Figure 5.1B). The dielectric spacer layer can perform functions of
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protecting the sensing particle and providing the desired surface chemistry for the
specimen [75]. This makes the INPS technique more versatile than the traditional
‘direct’ plasmon sensing schemes employing bare nanoparticles [66, 67]. Any material
(metals, polymers, dielectrics) and in any form (particles, films etc.) can be
investigated as long as the material related phenomena to be studied lie within the
sensing range of the LSPR excitation electromagnetic field. However, the presence of
a spacer layer also somewhat decreases the sensitivity of the plasmon resonance to
the changes occurring at the specimen site compared to the case of bare
nanoparticles, but optimizing the spacer thickness and nanoparticle size allows
achieving good signal-to-noise ratios even with INPS.

The Indirect Nanoplasmonic Sensing technique provided valuable insights into
various processes at the nanoscale, for example, formation of metal hydrides in small
particles that cannot be studied by the conventional LSPR sensing, sintering of catalyst
materials, glass transitions in polymers [68] and lipid bilayer formation on silica [77]. In
this thesis, the INPS platform was used to better understand adsorption, desorption
and diffusion of dye molecules on flat and in mesoporous TiO, films (Papers 3, 5 and 6).
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Figure 4.5. Schematics of the indirect nanoplasmonic sensing principle. An INPS sample (A)
before and (B) after the monitored event (here adsorption of species onto the spacer layer)
has taken place. (C) Shift of the plasmon resonance peak accompanying the adsorption.
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5. Interactions of dye molecules with compact and
porous TiO, films: adsorption, desorption and
diffusion

Dye molecules adsorbed on a porous TiO, film is the main functional part of a dye-
sensitized solar cell (DSC), as described in Section 3.4. In order to be able to fabricate
well-performing and reproducible solar cells, the interactions between the dye
molecules and the TiO, surfaces have to be understood and controlled in detail.
Therefore, it is very important to understand the process of fabrication of the dye-TiO,
system, which is commonly performed by adsorbing dye molecules from a solution
onto a TiO, film. This section provides a background about the involved processes,
namely adsorption, desorption and diffusion. Sections 5.1-5.3 describe the basics of
adsorption processes on surfaces, mostly as viewed by the classical surface science
that has studied adsorption of gases on surfaces for decades. The approaches used
there are applicable to many adsorption-desorption processes, including those in the
liquid phase, which are relevant for the dye-TiO, system. Section 5.4 addresses
adsorption of dyes on TiO, as studied in relation to DSCs, and section 5.5 summarizes
studies that relate the dye loading to the solar cell performance. Section 5.6 gives a
brief insight into diffusion processes in porous materials and reviews studies related to
impregnation of porous TiO, electrodes with dyes.

5.1. Basics of adsorption of molecules on solid surfaces

Adsorption is a process where molecules from a gas or liquid phase bind to a
surface, forming a two-dimensional layer. The opposite process, where molecules
leave a surface, is called desorption. In its purest form adsorption is strictly two-
dimensional, and the formed adsorbate layer is a monolayer. There are, however, also
deviations from the monolayer adsorption, where two or several layers of adsorbates
can be formed on the surface. The latter process can be thought of as a condensation
process; attractive interactions between the adsorbed species lead to formation of a
dense film on top of the first monolayer. Generally, this happens when the attractive
interactions between the adsorbate species are much larger than kT [78].

The interaction between the adsorbate and the surface (adsorbent) is usually
classified as chemisorption or physisorption, depending on the strength of the
interaction. The boundary between these two regimes is, however, not sharp. In the
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case of chemisorption, a chemical bond is formed between the adsorbate and the
surface, which leads to a significant change in the electronic structure of the adsorbed
species and the surface close to the adsorbate. If an adsorbate is physisorbed, it is held
by van der Waals forces instead and its electronic structure does not change
substantially. Often, an adsorbate that can chemisorb on a particular surface goes
through a physisorption state before forming a chemical bond. In terms of the bond
strength, adsorbate bonds (for molecules consisting of a few atoms) below 0.1 eV are
classified as physisorption, while bonds above 0.5 eV and up to the strongest bonds of
5-7 eV belong to the chemisorption regime. Adsorption may not only alter the
electronic structure of the adsorbate, but also the properties of the surface,
sometimes even to the extent that the surface reconstructs into a new arrangement
of the atoms [78].

5.2. Kinetics of adsorption and desorption

When a molecule impinges on a surface, it is not certain that it will adsorb on it,
even if adsorption is energetically favourable. There are several possible scenarios for
a molecule colliding with a surface (Figure 5.1A-C). First, it can scatter back to the gas
phase, either elastically or inelastically. Elastic scattering can be visualized as occuring
to a ball bouncing off a hard surface without loosing its kinetic energy, and in inelastic
scattering, the surface is ‘softer’ and can deform, and upon collision, the ball transfers
a part of its energy to the surface. If the surface is deformable enough, the molecule
may loose sufficient amount of its energy to stay on the surface. (Since the surface
actually consists of atoms with bonds between them, ‘hard’, ‘soft’ and ‘deformable’
are actually determined by the mass ratio of the incident atom and the substrate
atoms and by the stiffness (force constant) of bonds between the substrate

A B C D

Scattering Trapping Sticking

Molecule

Potential energy, a.u.
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Figure 5.1. (A-C) Possible scenarios for a molecule colliding with a surface. (D) Schematics
of a Lennard-Jones potential.
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atoms.) When sufficiently large energy is lost in the collisions, the event is called
trapping (Figure 5.1B) [78]. Although the molecule stays on the surface, it may be in a
weakly bound state and thermal fluctuations (of the molecule and/or the surface
atoms energy) can cause the molecule to desorb. A very special case of trapping is
when only momentum transfer occurs so that the trapped adsorbate atom moves
along the surface with maintained kinetic energy. Eventually, either energy dissipation
occurs so that the atom is then more permanently bound to the surface, or
momentum back-transfer occurs and the atom moves back to the gas phase.
Temporary trapping has been demonstrated in experiments with molecular beams
directed onto surface: one can detect a small number of molecules that spend a few
hundred microseconds on the surface, but still do not adsorb [78]. If, however, the
molecule converts into a more strongly bound state so that it stays on the surface for a
reasonable time, the molecule is said to stick.

Trapping rates are determined by the efficiency of the energy (momentum)
transfer between the molecule and the surface, while sticking rates depend on how
fast the molecule finds a site where it can adsorb. Depending on the properties of the
adsorbate and the surface, it can be either trapping or sticking that introduce the rate-
limiting step for the adsorption process. Trapping and sticking rates respond
differently to changes in the gas temperature (i.e., the kinetic energy of the
molecules). Trapping decreases with increasing temperature, since more energy has to
be removed from the impinging molecules. In contrast, sticking is either unaffected by
the gas temperature or may even intensify upon a temperature increase, in case there
is an activation barrier for sticking [78].

To account for trapping rates, one should consider rates of kinetic energy transfer
between the impinging molecules and the substrate. In a simple treatment, the gas
molecules and the surface atoms may be regarded as hard spheres, and then the
energy transfer will only depend on the masses of the adsorbate and adsorbent
(surface) molecules. In a next step, one can add a slowly varying attraction potential
(as aresult of interaction of the surface and the approaching molecules). The details of
such treatments can be found in the book by R. Masel [78]. The surface-molecule
interaction potential is commonly, at a simple level, represented by the Lennard-Jones
potential (Figure 5.1D). A molecule is trapped if it enters a shallow region of the
attractive potential (at about, say, 0.45 on the x-axis in Figure 5.1D). Such a state is
sometimes called an intrinsic precursor state. From there, the molecule can leave the
surface (desorb) or move into the deeper well of the potential (about 0.3 on the x-axis
in Figure 5.1D). Trapping rates often increase in presence of already adsorbed
molecules, since the energy transfer to an adsorbate is usually much more efficient
than the energy trasfer to the surface, and in addition such collisons can mediate
momentum transfer. Moreover, for some systems, an incoming molecule can be
trapped on top of the already adsorbed layer and move along it until it finds a free site
on the substrate. Such a trapped state is called an extrinsic precursor state.
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Sticking is usually discussed in terms of sticking probability S(8), which is a function
of the coverage 6 (the coverage is the ratio of the number of filled sites to the number
of all sites). S(0) is defined as the ratio of the number of molecules that stick, to the
number of molecules that impinge on the surface. The rate of adsorption r,4 is then

Taa = S(O)1, (5.1)
where [ is the flux of incoming molecules, expressed in molecules per unit area.

A useful quantity is the initial sticking probability S(0), which is the sticking
probability in the limit of zero coverage. The reported values vary from 107 to 1;
however, if S(0) are less than about 0.001 the gas is sometimes said not to stick [78].
Initial sticking probabilities depend on the type of gas and the surface, and on the
temperature.

The dependence of the sticking probability S(6) on coverage may reveal the
important parameters in the adsorption process. In the simplest case, S(8) decreases
as the coverage increases, since there are fewer sites to bind to. Langmuir showed
that if the adsorbate only needs one site to adsorb, and there are no adsorbate-
adsorbate interactions and weakly bound states, then the decrease of S(8) with
coverage is linear(1** order adsorption). This behaviour has been observed, but there
are many deviations from strictly linear dependence; a common case is a decrease in a
non-linear fashion. The latter arises for dissociative adsorption, when every adsorbing
molecule needs two or more adjacent nearest neighbor sites, and also in case of
strong adsorbate-adsorbate interactions. Adsorbate-adsorbate interactions may also
cause increase in the sticking probability with increase in the coverage, in case the
adsorption process is dominated by trapping. This is because, as mentioned above, the
energy transfer is more efficient for the adsorbate-adsorbate system compared to the
adsorbate-surface system. Another situation where the sticking probability can
increase with the coverage is when the system shows a surface reconstruction that is
favorable for further adsorption.

In his works during 1913-1918, Irving Langmuir studied adsorption and desorption
processes and formulated a number of simple models, which have proven to be very
useful. In particular, he considered variation of the sticking probability with the
coverage. When a molecule impinges on a surface and encounters an empty state, it
will stick with probability S(0). Langmuir assumed that if the molecule hits a site that is
already occupied, it will scatter back to the gas phase. The sticking probability is then
proportional to the fraction of empty sites (1 — 6):

5(0) =501 -6)", (52)

where n is the number of sites needed to hold the molecule. The rate of adsorption
(5.1) is then:

Taa = S(0)(1 —6)"I. (5.3)
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If n = 1, then S(0) linearly decreases with the coverage (this is sometimes called the
1°* order Langmuir adsorption). However, in many cases the sitution is more complex:
for example, if a molecule that hits an occupied site does not desorb, but diffuses
across the surface instead and finds a free site to adsorb. The latter weakly bound
state is called a mobile precursor, and the process is called precursor mediated
adsorption.

An adsorbed molecule will not stay at the surface forever. At non-zero
temperatures, thermal excitations of vibrational modes may provide enough energy to
break the adsorbate-surface bond, so that the molecule leaves the surface (desorbs).
Normally the vibrational modes have energies much lower than chemical bonds, but
since the process is probabilistic, some desorption will happen provided that one waits
long enough. However, when the time needed for this exceeds reasonable values,
adsorption may be considered as irreversible.

5.3. Adsorption isotherms

5.3.1. Basic overview

Adsorption isotherms serve to quantify the amount of adsorbent on a surface, at
different temperatures, as a function of the concentration in the bulk phase outside
the surface (i.e., in gas or liquid). They are constructed for conditions with a constant
temperature, hence the name. Adsorption isotherms describe the situation at
equilibrium, where the adsorption is reversible and the molecules in the bulk phase are
in equilibrium with the ones adsorbed on the surface. Since adsorption has been
intensively studied for molecules in the gas phase, the amount in the bulk phase is
classically quantified via the gas pressure. For adsorption from the liquid phase, the
corresponding variable is the concentration of molecules in the liquid.

In 1945, Brunauer proposed a general classification of adsorption isotherms
observed for gas-solid surface systems. The five schematic isotherm types are shown
in Figure 5.2 [78]. Type | corresponds to a monolayer adsorption, and that is why it
saturates at higher pressures. Type Il shows no saturation at high pressures, which
indicates formation of multilayers. Type Il behaviour occurs more rarely than Type |
and Il, and it reflects strong interaction between the adsorbed species. For this type, at
low pressures there is little adsorption, but when the pressure increases, the
adsorption accelerates because of adsorbate-adsorbate interactions. An example of
this type is adsorption of ammonia on graphite. Type IV and V are specific for
multilayer adsorption in porous materials; initially the adsorption behaviour is as the
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ones for Type Il and lll, but at some higher pressures the pores get filled and the
coverage saturates [78]. Since in the present work we only encounter Type |, ie.,
monolayer formation, we will not address or use the other types further.

5.3.2. Langmuir adsorption model

One of the simplest and most useful models for adsorption isotherms has been
proposed by Langmuir. He considered adsorption of gas molecules onto an idealized
surface, which has a number of sites available for adsorption. In the Langmuir model,
(1) all the sites are equivalent, (2) each site can hold one molecule at most, and (3)
there are no interactions between adsorbed molecules [78]. Then the rate of
adsorption is proportional to the fraction of empty sites (1 —6), where 6 is the
fraction of filled sites, and the gas pressure p:

Taqa = kagp(1 — 6). (5-4)

This is equivalent to equation (5.3) with n = 1, since the flux is proportional to the gas
pressure. The rate constant for adsorption k,q is then proportional to the initial
sticking probability S(0). The rate of desorption is proportional to the number of filled
sites 9 (from where desorption may occur):

rq = kqb. (55)

At equilibrium, the rates of adsorption and desorption are equal, which leads to:
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Figure 5.2. Generic types of adsorption isotherms (redrawn from [78]).
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After defining an equilibrium adsorption constant K.q as Keq = kaq/kq, (5.6) is
commonly rewritten as:
Keqp
1 + Keqp. (5-7)

(5.7) is the equation of the Langmuir adsorption isotherm for non-competitive, non-
dissociative adsorption. The typical behaviour is shown in Figure 5.2 as Type |, and in
Figure 5.3. At low pressures so that K.qp < 1, the coverage is proportional to the gas
pressure. At high pressures, the coverage saturates.

The coverage 6 is the ratio of the number of occupied sites N to the maximum
number of states Nmax, and so the Langmuir equation (5.7) can be written as:

Vo Feap (5.8)
Npmax 1+ Kegqp '

Equation (5.8) can be re-written in the following way:
1 1 1

== + . ,
N~ Npax | NpaxKeap (5.9)

Plotting 1/N versus 1/p yields a straight line, which intercepts the y-axis at 1/Ny,,x, and
has a slope of 1/NpaxKeq

In case there are several species competing for adsorption, then the equilibrium
coverage of species jis [78]:
S (510)
T o .
1+ 3, Klp;

While the Langmuir isotherm describes adsorption in many systems well, numerous
cases deviate from this simplest behaviour. The deviations occur in case there are
different binding sites and/or binding modes possible for the molecules, and also if
adsorbed species interact with each other. Attempts to account for these deviations
are described in the next chapter.

5.3.3. Other adsorption models

Freundlich proposed an empirical model to account for multiple adsorption sites:

0 = apPCF, (5.11)
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where af and Cr are fitting parameters. This equation usually only fits data over limited
pressure ranges and it has little predictive value. It is therefore used quite rarely,
mostly for rough inhomogeneous surfaces [78].

For single crystals, it has been more useful to assume a number of sites, where
adsorption for each type of sites follows the Langmuir isotherm. According to this
multisite model, the coverage is then a sum over coverages of the individual types of
sites:

XiKéqp

o=y 4
L1+ Kigp (512)
L

It turns out that y; and Kéq can be measured from adsorption-desorption data.

Another complication of the adsorption process is presence of interactions
between the adsorbed molecules, in surface science usually referred to as adsorbate-
adsorbate interactions. Adsorbed atoms or molecules can interact directly (usually
relevant for neighbouring molecules) or via the surface. In the latter case, an adsorbed
molecule changes the electronic properties of the surface, which in turn affects
adsorption of other molecules on neighbouring sites. In direct adsorbate-adsorbate
interaction, the electronic orbitals or the dipole fields of the adsorbate molecules
interact. The Temkin isotherm addresses the indirect adsorbate interactions. Temkin
assumed that indirect interactions lead to a change (usually lowering) of the heat of
adsorption AH,q4 that varies linearly with the coverage [78]:

AH,4q = AH24(1 — ar0),
) ) (513)
where AH? is the heat of adsorption atf = 0 and aris a constant. Temkin then
assumed that the Langmuir isotherm was still valid in case of indirect interactions, but

with the equilibrium constant that varies with coverage [78]:

AH? a6
Keq = K2 -2
= = Teq 5P ( kT (5-14)
The Langmuir adsorption isotherm (5.7) can be written in the following way:
0
Keap =17—5- (5.15)
Substituting K4 from (5.14) into (5.15), one gets:
AH? a6 0
0.,) = ad”T 16
ln(Keqp) T + In (1 — 0). (5.16)

60



LangmuirKeqz 100
10} ammmbommmea e e
1 -
" -
X -
0.8y /[ ﬁ Langmuir K, = 2
&> b Temkin
o
206
S I {f Multisite
0.4 !
I
2
0 0 2 4 6 8 10

Pressure, a.u.

Figure 5.3. A plot of some typical isotherms calculated from equations (5.7), (5.12) and
(5.17). The value of K¢q in the Langmuir and Temkin models was taken as 100; the multisite

model assumed 3 types of sites with values of K.q of 100, 10 and 2.

Temkin did most of his work at coverages 8 of about 0.5, where the second term on
the right hand side of (5.16) is negligible. Thus, the coverage becomes proportional to

the logarithm of the pressure:

kT

6 =——In(K2p). .
AHz(l)daT n( eqp) (5 17)

(5.17) is the expression of the Temkin adsorption isotherm [78]. An example of it is
plotted in Figure 5.3.

Equation (5.17) is sometimes also called the Fowler adsorption isotherm [78], since
Fowler derived it considering direct interactions between the adsorbed molecules and
using a mean-field approximation to account for them (which is mathematically the
same as the Temkin’s approach).

5.4. Studies of adsorption and desorption of dye molecules on
TiO, surfaces

As described in Section 3.4, at the heart of a dye (-sensitized) solar cell (DSC) is the
system of dye molecules chemisorbed on the surfaces of a mesoporous TiO, film
(typically ca. 10 pm thick). The film is composed of a network of interconnected TiO,

nanoparticles, typically 20-30 nm large and with a porosity (relative pore volume) of
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the film in the range of 50-60%. In an optimized cell, the dye molecules form a dense
monolayer on the TiO, surface. The good ‘quality’ of this monolayer is crucial for the
dye solar cell function; ‘quality’ is related to the overall efficiency, but also to stability
etc. On the one hand, it is desirable to absorb as much of the solar light as possible,
and thus the number of dye molecules should be maximized. On the other hand, the
dyes should not adsorb in multilayers, since electron transfer from the dye to the TiO,
can normally occur only from the dye molecules that form a chemical bond to the TiO,,
while the rest of the molecules would absorb light without any useful effect
(recombination resulting in generation of heat). Moreover, a dense dye monolayer is
believed to hinder the undesired recombination of charges, injected into TiO,, with
molecules in the electrolyte, although this is debated in some works (for a discussion
on this topic, see [79]).

Adsorption of various dyes onto TiO, has been extensively studied [80-91]. A TiO,
surface is usually immersed in a solution of dye molecules, and the molecules diffuse
to and adsorb on the surface. The dyes used in DSCs have functional groups that can
form a chemical bond with a TiO, surface (commonly carboxylate COOH or
phosphonate PO(OH), anchoring groups), and the molecules are known to chemisorb.
The studied TiO, surfaces have included mesoporous films of the kind used in actual
solar cells [81-83, 85, 87, 92], and also model systems: single crystals of TiO, [80, 86,
92] and thin compact TiO, films [84]. The amount of adsorbed dye as a function of the
dye concentration in the solution is commonly fitted with the Langmuir adsorption
isotherm [82, 83, 85, 86, 92]. (Although in this case, the adsorption occurs from a liquid
phase, the Langmuir approach should be valid in principle.) The estimated values of
the Langmuir equilibrium adsorption constant Keq vary with the type of the dye and
the TiO, surface; Lu et al. [86] report values in the range 10°-10° M" for single crystal
surfaces, and Fattori et al. [82] and Fillinger et al. [83] found 4x10* M"and 3x10* M7,
respectively, for mesoporous anatase films.

However, some authors [83, 86] point out that some of the assumptions of the
Langmuir model do not hold for the dye-TiO, system; the most obvious possible
reasons for deviations are the assumptions of equivalent binding sites and no
adsorbate-adsorbate interaction. A third possibility, when one deals with rather large
adsorbate molecules, is slow re-arrangements among molecules in the adsorbate
layer. Fillinger and Parkinson [83] compared impregnation of TiO, films using N3 dye
solutions of various concentrations and during various times, but kept the final dye
loading similar for all samples. They observed larger desorption of dye from samples
prepared from a solution of a higher concentration (and during a shorter time). The
authors therefore proposed that adsorption happens via a two-step process: a less
strongly bound state converts to a strongly bound state. In their interpretation, at
higher coverage the dye molecules bind with one carboxylate group (a less strong
binding), while at lower coverages they attach with two carboxylate groups, which
provides the strong binding [83]. Lu et al. [86] arrived to similar conclusions in their
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study of the same dye (N3) on single crystals of rutile and anatase. Bazzan et al. [81]
performed a series of adsorption-desorption processes for fabrication of a DSC, and
discovered that such treatment leads to a higher dye loading and higher solar cell
efficiencies, which also supports the hypothesis of the weakly and strongly bound
states for dyes on TiO,. Neale et al. [87] also found indications of the latter. The results
in Papers 3, 4, and 6 of this thesis, where we observed variations in the amount of
desorbed dye depending on the adsorption conditions, are consistent with such a
picture.

Dye adsorption and desorption are commonly studied by optical absorption
spectroscopy, where the amount of light absorbed by a sample is converted into the
concentration of dye molecules, according to the Beer-Lambert law (see section 7.2.2
for the basics of the technique). A common routine is to impregnate a mesoporous
TiO, film with dye, then desorb the dye (usually with a strong base) and measure the
concentration of dye in the solution into which the dye molecules have been
desorbed. Alternatively, the concentration of the impregnation solution is followed as
it becomes depleted because of dye molecules adsorbing in the TiO, film. Sometimes,
the absorption of dye directly on TiO, samples is followed, but this approach may lead
to errors in concentration estimation, since TiO, films often scatter light efficiently and
therefore the absorption of dye does not necessarily scale linearly with its
concentration in the mesoporous structure. The mechanism of this is that due to
scattering, the light path in the film increases and the dye molecules have more
‘chance’ to absorb the light, compared to the case when the rays traverse the film just
once.

Alternative techniques used to study adsorption of dye molecules onto TiO, are
electrochemical measurements [82], attenuated total reflectance and waveguide
measurements [93, 94], and quartz crystal microbalance (Paper 4 in this thesis).
Similarly to the optical absorption spectroscopy, these techniques only provide
information about the total amount of dye in a mesoporous film, although the optical
waveguide measurements could be used to map concentration profiles inside the film.
In Paper 3 and 5 of this thesis, we demonstrate and develop a technique (Hidden
Interface - Indirect Nanoplasmonic Sensing, HI-INPS) for following dye adsorption and
desorption locally inside a mesoporous film, specifically in the present case at ‘the
bottom’ (or the inner interface) of mesoporous TiO, samples.

Details of the dye-surface bond and orientation of dye molecules on a TiO, surface
are another important aspects, which have been addressed by computer simulations
[80, 89], X-ray reflectometry [84] and Scanning Tunnelling Microscopy (STM) [91]. A
recent X-ray reflectometry study on two different dyes suggested that they bind to the
TiO, in a monolayer fashion. The study also estimated the angle of the tilt of the
molecule axes. Since most dye molecules employed in DSC have more than one
binding group (for example, a classical dye N3 has four COOH groups, and dye Z9o7
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studied in this thesis has two such groups), a number of binding ‘modes’ are
hypothetically possible for each dye and TiO, surface. DFT calculations performed by
Martsinovich et al. [80] suggest that the N3 dye on a rutile (110) surface may be
adsorbed in 11 possible configurations with similar adsorption energies. The authors
point out that the most likely binding modes are those implemented via 2 or 3 COOH
anchoring groups. This consideration together with calculated electron injection times
(which is the time to transfer electron from an excited dye molecule to the TiO,)
suggest 8 almost equally efficient configurations. This is an interesting result and it
suggests that the adsorption geometry is not so crucial for this dye. However, if one
takes into account also the effects of the electrolyte that normally surrounds the dye-
TiO, system in actual solar cells, the conclusions may be modified, since the
calculations were performed for the dye-TiO, system in vacuum, and did not consider
any recombination with the electrolyte.

A few experimental studies have concluded that the performance of dyes
adsorbed on TiO, is more sensitive to details of adsorption than the results from paper
[80] suggest. Lu et al. [86] fabricated solar cells using dye N3 adsorbed on TiO, rutile
and anatase single crystals with different faces exposed, and discovered that the cell
efficiency varied significantly for the different crystal types and faces. This indicates
that under actual solar cell conditions, there are a number of factors that determine
the details of dye adsorption, which affect the cell performance. A recent STM study
[91] suggested that absorption of light by a dye molecule might also lead to
geometrical rearrangements of the molecules.

5.5. Dye loading of mesoporous TiO, photoelectrodes for Dye
solar cells

In the process of a dye solar cell fabrication, the most common method to
impregnate a TiO, film with dye is by soaking the film in a dye solution for about 12 h,
with little (real time) control over the adsorption process. The impregnation process
generally needs optimization in order to be able to reproducibly form an optimal dye
monolayer, and also to make the DSC fabrication process compatible with industrial
demands (where short impregnation times are desirable).

The time to fully impregnate a mesoporous TiO, film with dye depends on the
impregnation conditions, such as the temperature [85, 95], the dye solution
concentration[79, 85, 95, 96], type of the dye and the solvent[95, 96], and properties
of the TiO, surface[97-99]. Longer impregnation times generally lead to an increase in
the amount of adsorbed dye[85, 96, 100-102], although if the concentration of the dye
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solution is low, the dye might not diffuse all the way to the bottom of the TiO, film
even for long (> 12 h) impregnation times[79]. While a common procedure is to soak
the film in a dye solution during 10-12 hours, a number of studies showed that it is
possible to decrease this time to only several minutes by using higher temperatures
[95], concentrated dye solutions [95, 103], and/or injecting the solution at high flow
rates [103]. However, using high flow rates seems to be unlikely to speed up the
diffusion of dye molecules into the mesoporous structure, although it will avoid
depletion of the bulk dye solution outside of the TiO, film.

A number of studies investigated the effect of dye loading on the DSC performance
[85, 87, 95, 97-99]. In a few works [85, 96, 100], a higher dye loading led to an increase
in the short-circuit current I, while Neale et al.[87] observed a disproportionally small
effect on the I when the dye loading was reduced twofold. The dye uptake was also
related to the open-circuit voltage (Vo) [99], the mechanism supposedly being
shielding of the TiO, from the electrolyte, which reduces recombination of generated
electrons from the former to the latter and increases the V.. However, O’Regan et al.
[79] recently pointed out that care must be taken in relating the dye loading to the V.,
since the presence of the dye also shifts the TiO, conduction band edge, which in itself
has an effect on the V..

5.6. Diffusion of dye molecules in mesoporous TiO, films

Diffusion is a transport phenomenon caused by random motion of species (atoms,
molecules or small particles), due to the kinetic (thermal) energy of molecular
movement. It is a manifestation of the thermal energy at macroscopic scales, and is
classically exemplified by the Brownian motion of a particle suspended in a liquid. The
root mean square displacement R? of a particle subjected to the Brownian motion is,
at long times, proportional to the time t:

R?(t)~Dt, (5.18)

where D is the proportionality constant called the diffusion coefficient. The diffusion
trajectories show (statistical) self-similarity: if one zooms in on them, they exhibit
statistically the same appearance [104]. This reflects the microscopic origin of
diffusion, which is the result of variation of the net momentum from a very large
number of molecular collisions.

The evolution of the local concentration of the diffusing species can be described
by the diffusion equation, which in one dimension can be written as:
dc(x, t) 0%c(x,t)
ot P o
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It originates from the conservation equation, which describes the conservation of the
number of particles in the absence of any particle source or drain:
dc(x,t) dj(x,t)
ot ox

=0, (5.20)

where j is the current density of the species. The dependence of the particle current
density on the concentration was phenomenologically proposed by Fick in 1855 as a

linear variation of j with the concentration gradient:
= p% (5-21)
)= " ax '
By substituting (5.21), known as Fick’s law, into the conservation equation (5.20), one
obtains the diffusion equation (5.19) [104].

For diffusion in bulk liquids, the bulk diffusion coefficient D}, can be estimated from
the Stokes-Einstein equation, assuming that the diffusing species can be represented as
spheres with radius g, and a is at least several times larger than the dimensions of the
solvent molecules:

kT

:67ra-77'

Dy, (5.22)

where k is the Boltzmann constant, T is the temperature, and n is the viscosity of the
liquid [105]. Interestingly, the diffusion coefficient does not depend on the mass of the
species. Using this equation for the case of dye Z907 in a solvent mixture of
acetonitrile and tert-butanol, which was used in Papers 3 and 6, suggests D, =
280 um?/s. Despite the fact that the viscosity of a liquid, at least water, does not
significantly differ from its bulk value in pores with sizes down to a few nm [105], the
diffusion coefficient of large molecules (that have dimensions comparable with the
dimensions of the pores) in porous films is usually a few orders of magnitude lower
than that predicted by equation (5.22). Early computer simulations suggested that
D ~ Dyexp (—a/ry,), where a is the effective radius of the molecule, and 1, is the
mean radius of the pores [106].

The geometry of a porous structure can be empirically characterized with three
parameters: porosity €, tortuosity T and constrictivity 8. Porosity is the volume fraction
of the medium that is occupied by pores, i.e., it can in principle be filled with gases or
liquids. Tortuosity reflects the effective diffusion path through the medium, which is
often much longer than the thickness of the medium. Constrictivity characterizes the
variation in the cross-section of the pores along a diffusion path [107]. Using these
parameters, the effective diffusion coefficient in a porous medium can be expressed as
[107]

€d
Degr = ﬁDb- (5.23)
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For mesoporous TiO, films of the kind used in DSCs, all three parameters play their
role. For small molecules like tri-iodide, §/T? can be as high as = 1 (see discussion in
[107]). However, for much larger dye molecules, this value can be on the order of
0.001, which is attributed to presence of multiple pore interconnections that are too
small for the dye molecule. This would substantially increase the diffusion path, i.e.,
the tortuosity [107]. In paper 5 of this thesis the value of §/T?is found to be
approximately 0.08, which is much larger than the value of ca. 0.001 found by Diirr et
al. [107]. The difference may come from different pore structure, and from the type of
the dye and the solvent used in the two works. In some cases, the diffusion process
can be additionally complicated and slowed down by aggregation of the molecules in
the supplying solution [108].

The considerations above assumed that the diffusing molecules do not adsorb in
the porous material, which is obviously not the case for the dye-TiO, system
considered in this thesis. Adsorption (or any other surface reaction that consumes
diffusing molecules) effectively removes the molecules from the diffusion process.
Bartlett and Gardner [109] analytically considered a number of diffusion behavior types
based on several parameters of the system: the concentration of sites for adsorption
compared to the concentration of the molecules in the bulk phase, the degree of
saturation of the medium with adsorbed molecules at equilibrium, and the timescale
of the adsorption (or reaction) compared to that for diffusion. When the
concentration of sites available for adsorption is low, the diffusion is not substantially
perturbed by adsorption. When diffusion is fast compared to adsorption, then the
molecules diffuse into the medium and reach a constant concentration before
significant adsorption occurs. This corresponds to a low sticking coefficient, which
means that a molecule must make many attempts to adsorb before the adsorption
takes place. In this limit diffusion goes on as if adsorption were essentially not
occurring. However, when adsorption happens at a much shorter timescale than
diffusion, i.e., the sticking coefficient is high, the situation is quite different. The
diffusing molecules are then removed from the solution by adsorption and the local
concentration in the solution is lowered compared to the non-sticking case. This in turn
leads to a lower diffusion coefficient in the presence of high sticking compared to no
sticking. In the case when the sites are fully occupied at equilibrium, the adsorption
slows down the diffusion significantly. It then proceeds according to a moving
boundary mode, when the sites behind the boundary are fully occupied and the sites
ahead of the boundary are empty [109]. This is the situation that we observe and
characterize for our dye-mesoporous TiO, film system in Paper 5 (there we call the
mechanism ‘diffusion-front mode’).

As O’Regan et al. pointed out in a recent paper [79], there had been a lack of
understanding of the dye impregnation process in the literature. In particular, it was
often not realized that since the dyes, which are commonly used in DSC, have high
equilibrium adsorption constants for TiO, (i.e., stick readily to the surface and stay
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there) and since the number of available sites on the surface of a mesoporous TiO, film
is very large, the dye impregnation process happens in the diffusion-front mode, as
discussed above. However, this was realized by Diirr et al. [107], who followed the dye
loading by UV-vis spectroscopy and observed that at initial stages the kinetics of the
impregnation process was the same for TiO, films of different thicknesses. This means
that at initial times, adsorption happens in a thin layer of a film and the rest of the TiO,
thickness does not play a role, which implies that adsorption is fast compared to
diffusion [107]. In Paper 5 of this thesis, we confirmed quantitatively that the
impregnation process is diffusion-limited by studying the diffusion time as a function
of different parameters, and successfully explained the experimental results based on
the diffusion-front model.
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6. Nanoparticle plasmonics for enhancing light
absorption in solar cells

The thickness of a solar cell is a very important parameter to optimize. In all solar
cell types, there is a trade-off between light absorption, which benefits from thicker
cells, and carrier collection, which, due to shorter transport lengths, is favoured by
thinner cells. A physically thin, but optically thick solar cell is highly desirable, and one
way to achieve this is by trapping light in the photovoltaic material. Higher intensity of
light, produced by trapping, leads to more absorption and thus more generated
electron-hole pairs. This enables reduction in the solar cell absorber thickness, which is
beneficial for two reasons: (i) the amount of material is reduced, which is especially
valuable for expensive and/or rare materials, and (ii) the efficiency of charge carrier
collection may improve due to shorter transport lengths. The latter effect can increase
the efficiency of those solar cells, where carriers have short diffusion lengths (for
example, amorphous Si), or, alternatively, a worse material quality could be tolerated
in those cells, where charge carrier collection is not an issue (like crystalline Si). Light
trapping will, however, not improve the efficiency of a solar cell, which absorbs all light
(with the energy above the value of its band gap) anyway.

A new and promising way of managing and trapping light at the nanoscale is by
employing plasmonic materials, which has recently been successfully applied to the
solar cell research area, and is also investigated in the present work (in Papers 1 and 2).
Employing plasmonic nanostructures could allow reducing the solar cell absorber
thickness, leading to the benefits discussed in the previous paragraph. This section
gives an overview of the research on plasmonic solar cells. It starts with the
mechanisms by which plasmon resonance can improve performance of solar cells, and
continues with some of the recent results for various cell types. Plasmonics for
amorphous Si solar cells is reviewed in more detail, since it is of more direct
importance for this work.

6.1. Mechanisms of plasmonic absorption enhancement

Plasmon resonance can enhance light absorption by a solar cell in at least four
ways. They are schematically illustrated in Figure 6.1 and include (A) scattering of light
into the solar cell, (B) concentrating light to very high intensities in the vicinity of a
metal nanoparticle, (C) generation of electron-hole pairs as a result of the plasmon
decay, and (D) coupling light into propagating surface plasmon modes [110].
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According to (A) above, plasmonic nanoparticles at the resonance frequency
(wavelength) efficiently scatter light, which leads to a prolonged path of light in the
material as compared to the path of non-scattered light. Light scattering from a metal
nanoparticle surrounded by a homogeneous medium is nearly symmetric in the
forward and backward directions. However, if the media around the particle are not
the same, the light will scatter preferentially into the medium with a higher dielectric
constant [110]. This is the case if metal nanoparticles are placed on top of a solar cell
(Figure 6.1A) with air or another low dielectric constant material above them.
Furthermore, if the light is scattered at an angle larger than the critical angle for
reflection (16° for a Si/air interface), it will get trapped inside the material [110]. This
can generate wave guided (propagating) modes in a semiconductor [111]. These
effects prolong the path of light inside the solar cell, which effectively increases the
probability of absorption. The nanoparticle size is one of the important parameters
that influence the intensity of the light scattered into the solar cell material.

A B

D D
Tows 00 =EE
C D

’P
B

Figure 6.1. Mechanisms of plasmonic enhancement for solar cells. The blue and red regions
around the nanoparticle schematically represent the fields from the displaced electron cloud
and remaining ion cores, respectively, during a plasmon oscillation. (A) Enhanced scattering
prolongs the path of light in a solar cell material. (B) Intensified near-field around the
nanoparticle promotes absorption in the adjacent semiconductor. (C) Plasmon resonance
excitation decays into an electron-hole pair within the plasmonic nanoparticle, and the
electron is transferred into the semiconductor. (D) Propagating surface plasmon is excited at
the rear metal film, which prolongs the light path in the solar cell material.
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Scattering efficiency increases with particle size; on the other hand, it was shown that
smaller particles are more efficient in preferentially scattering in the forward direction
[110]. This trade-off can be avoided if the nanoparticles are placed at the rear of the
cell, in between the glass substrate and the transparent conductive oxide layer.

According to (B) above, the enhanced electric field around the plasmonic
nanoparticle increases the probability of electron excitations in the surrounding
semiconductor, since this probability is proportional to the square of the electric field
[14]. In this case the particles can be thought of as subwavelength antennas that store
the incident light energy as a plasmon oscillation on the femtosecond timescale [110].
For an efficient coupling of this energy into the surrounding semiconductor, the
absorption in the latter has to be faster than the inelastic plasmon decay time, since
otherwise the energy will be absorbed in the metal nanoparticle itself. Numerical
simulations and analytical treatment performed by Hagglund et al. [112-114] have
shown that employing the enhanced near-fields, it is possible to absorb a substantial
amount of light in a semiconductor as thin as 10-20 nm. Moreover, if the metal-
semiconductor nanocomposite is combined with an optimized reflector, the
absorption can reach 100% (at a particular wavelength) for ca. 10 nm of semiconductor
[114]. Provided that the absorption coefficient (or the imaginary part of the dielectric
constant) is much higher for the semiconductor compared to the metal, most of this
high absorption will take place in the semiconductor [114]. This may provide the
background for a new generation of photovoltaics, which represents truly two-
dimensional solar cells [112]. However, the details of the interface between the metal
and the semiconductor are expected to strongly influence the absorption fractions in
the two components. These may include the surface roughness of the metal and the
presence of a nanometre thin dielectric spacer (for example, the metal oxide) and
have to be optimized carefully, which often is very challenging experimentally.

(C) Third, the plasmon resonance excitation can decay via exciting an electron-hole
pair in the metal nanoparticle itself. With a proper alignment of the nanoparticle work
function and semiconductor conduction band, the generated electron can be
transferred into the latter. This would leave the plasmon nanoparticle charged,
however, and thus can probably contribute to an increase in the solar cell current only
if the particles are not electrically isolated. This process led to plasmonic enhancement
of a solar cell performance in some studies [115, 116]. However, it was recently
demonstrated by calculations that a solar cell based on injection of charges generated
as a result of the plasmon decay may only achieve ca. 7% efficiency in an optimized case
[117]. This limit comes about when one considers charge injection through a Schottky
barrier, formed between the metal particle and the semiconductor. Since metals have
high density of unoccupied levels above the Fermi energy, into which electrons can
transfer upon absorption of light, many of the excited electrons will not have sufficient
energy to overcome the Schottky barrier (because of their broad distribution in
energy). On the other hand, the authors claim that if the barrier is small, the reverse
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current from the semiconductor to the metal particle will be large, which also leads to
a low efficiency for such a solar cell [117].

(D) Fourth, propagating surface plasmon polariton (SPP) modes can be excited at
the interface of an extended metal layer and a dielectric, at the rear of a solar cell.
These excitations can guide the light along the lateral direction of the solar cell,
substantially increasing the light path length [110, 118] and thus the absorption
probability. However, these propagating modes suffer from relatively high losses. They
are beyond the scope of this thesis, which focuses on localized (as opposed to
propagating) surface plasmon excitations.

Finally, interaction of plasmonic nanostructures with light always results in some
dissipation of energy, i.e., light absorption, in the nanostructure itself (as opposed to
the desirable absorption in the semiconductor that leads to generation of electron-
hole pairs). The plasmon excitations thus decay into electron-hole pairs, which in turn
eventually decay into phonons, with heating of the material as the result. Since the
conductivity of a semiconductor increases with rising temperature, the heating in a
solar cell may lead to an improved photocurrent. However, theoretical estimations by
Zhdanov et al. [119] that considered heat transfer in nanostructures, suggest that for
the commonly used materials irradiated with ca. 1 Sun the heating effect will not lead
to a temperature increase of more than 1x10° °K and is thus negligible [119], and not
very significant even for concentrated solar power (concentration with focusing
mirrors).

6.2. Results for various solar cell types

6.2.1. Plasmonic nanoparticles for monocrystalline solar cells

Making solar cells thinner naturally leads to a decreased amount of photovoltaic
material needed, which is especially beneficial for expensive solar cells, like
monocrystalline Si cells. Several research groups have worked on incorporating
plasmonic structures into c-Si solar cells aiming to make them thinner without
compromising light absorption. Schaadt et al. [120] demonstrated up to 1.8-fold
increase in the photocurrent at a single wavelength (around 500 nm) when Au
colloidal nanoparticles were placed on top of a wafer-based c-Si solar cell (Figure
6.2A). Pillai et al. [121] observed up to 7-fold enhancements in photocurrent of a 300
um c-Si cell achieved by depositing Ag particles on top. This enhancement took place in
the near-infrared spectral range (here at 1050-1200 nm). Even larger enhancements (up
to 16 times) were demonstrated by the same group for a thin 1.25 pm ¢-Si solar cell

[121]. The Ag nanoparticles were in both cases separated from the cell by a 30 nm thick
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oxide film. Losurdo et al. [122] demonstrated that a heterojunction solar cell of a-Si:H/c-
Si benefitted from Au nanoparticles on top; the integrated photocurrent produced
under illumination with a close to AM1.5 spectrum increased by 20%.

Several other investigations demonstrated a slight overall improvement in
performance of thick c-Si solar cells, with however a decrease in photocurrent in the
region of plasmon resonance [123, 124]. This decrease was attributed to backscattering
of the incoming light and also to dissipation (absorption) in the metal nanoparticles
themselves. To avoid the dissipation, dielectric nanoparticles were suggested for light
scattering [124, 125]. Although an improved performance was demonstrated in this
case, the photocurrent was lower than that achieved by applying a standard
antireflection coating [124]. In [123], where a decrease in photocurrent was observed
experimentally, it was demonstrated by calculations that thinner Si samples would
show an enhancement instead.

The effect of plasmonic nanoparticles positioned on top of solar cells with the aim
of enhancing light scattering into the cell depends therefore on the properties of the
nanoparticles: size, shape, material, surface coverage, etc., and also on the presence
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Figure 6.2. (A) Schematics of a crystalline Si solar cell with plasmonic nanoparticles on top
used in [120] (redrawn from [120]). Experiments on plasmon enhanced ultrathin dye sensitized
solar cell from [126]: (B) schematics of the sample, and (C) IPCE of the obtained solar cells. The
top four spectra correspond to amorphous TiO,, and the bottom four spectra to anatase TiO,
films. The downward arrow indicates increasing thickness of the TiO, films, which was in the
range 2.0-4.9 nm for the amorphous films, and 6.5-8.0 nm for the anatase films. (Images
redrawn or adapted from [126])
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and thickness of the oxide spacer layer in between the cell and the particles.

Optimization of these parameters for crystalline Si solar cells is the subject of the
on-going work worldwide [127-129]. Positioning plasmonic nanoparticles at the rear of
a solar cell allows avoiding the backscattering problem; a 22 pm c-Si solar cell exhibited
a 10% enhancement in the photocurrent with Ag nanoparticles at the rear side, which
was further slightly improved by adding an antireflection coating on top of the cell
[130]. Munday et al. [131] performed calculations to optimize geometry of both the
antireflection coating and plasmonic back reflector in order to maximize light
absorption in Si films; the predicted enhancements were largest for the thinnest films
studied (ca. 50 nm).

A thin (200 nm) crystalline GaAs solar cell with Ag nanostructured on top exhibited
an 8% increase in short-circuit current, corresponding to an increase in the power
conversion efficiency from 4.7% to 5.9% [132].

6.2.2. Plasmonics for organic and dye-sensitized solar cells: a few
examples

The first experiments on plasmon enhanced photovoltaics were in fact performed
on organic and dye solar cells. As early as 1991 Hayashi et al. [133] observed an
improved efficiency of an organic solar cell when propagating surface plasmons were
excited in a metal contact of the cell. The influence of a localized plasmon excitation in
metal clusters on performance of an organic solar cell was reported by Stenzel et al.
[134] in 1995. In their experiments, Cu metal clusters outperformed Ag and Au
particles. The enhancement was attributed to the intensified near-field around the
particles [134]. Westphalen et al. [116] studied a similar system and concluded that the
primary mechanism of enhancement in their experiments was generation of an
electron-hole pair in the metal clusters and subsequent injection of the electron into
the circuit. Nowadays, the research on organic plasmonic solar cells is quite extensive
and the results are promising [41, 135-137]. Plasmonic enhancement can allow reducing
the thickness of organic solar cells substantially; calculations by Hagglund et al. [112]
predicted a maximum efficiency of 12% achieved by incorporating Ag nanoparticles into
an organic solar cell with the absorbing layer of only 6 nm thick.

The influence of metal clusters on the performance of a dye-sensitized solar cell
was reported for the first time in 2000 [138]. Nowadays, considerable research efforts
are focused on plasmonics for organic and dye photovoltaics; some of the
achievements are reviewed in [41].
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An interesting study of plasmonic near-field enhancement in dye solar cells was
performed by Standridge et al. [126]. The authors investigated the dependence of the
photocurrent in a dye solar cell on the distance between the dye molecules and Ag
plasmonic nanoparticles. In their samples, this distance was equal to the TiO,
thickness, as depicted in Figure 6.2B. The cells studied were in principle equivalent to
the standard DSCs, but used much thinner (2-8 nm vs several um) TiO, films. The
incident photon to current conversion efficiency (IPCE) of these solar cells is shown in
Figure 6.2C. The IPCE of a cell without the Ag nanoparticles (not shown) was 0.2% at
maximum, and presence of the plasmonic particles increases this value substantially
(Figure 6.2C). Furthermore, the IPCE increases with decreasing TiO, thickness, reaching
1.4% at maximum for a 2 nm thick TiO, film [126]. This is much larger than the maximum
achievable IPCE of 0.27% predicted for a flat anatase TiO, film. The observed
dependence of the IPCE on the distance between Ag nanoparticles and dye molecules
further supports the near-field mechanism of the enhancement.

Recently, Sheehan et al. [139] incorporated Au plasmonic nanoparticles, coated
with a few nanometre thick SiO, and TiO, shells in various combinations, into the
mesoporous TiO, films of dye solar cells. All cells with plasmonic particles performed
better than those without. Aggregates of 9 nm Au particles coated with 1.6 nm of SiO,
and ca. 2.5 nm of TiO, showed the best performance, resulting in the efficiency of 5.5%
compared to 2.8% without the nanoparticles [139]. The experiments suggest that the
observed effect is mainly the enhancement of dye molecule absorption by the
plasmonic near-field, although some contribution from far-field effects (enhanced
scattering) cannot not be excluded.

6.2.3. Plasmonics for improving a-Si:H solar cells

There has been a lot of work on trying to improve the performance of amorphous
and nanocrystalline Si solar cells using plasmonic nanostructures, especially during the
last few years [113, 115, 140-160]. In one of the first works on this subject (2006),
Derkacs et al. [140] reported an 8% enhancement in the photocurrent of a 240 nm thick
a-Si:H solar cell, achieved by depositing colloidal Au nanoparticles on top of the cell. In
most of the recent studies, Ag was the plasmonic material of choice due to its low
absorption coefficient (and thus low heat dissipation losses) in the visible and near-
infrared regions [114]. A drawback of Ag is its susceptibility to oxidation; however, the
oxide may be reduced and the surface stabilized by a hydrogen atom treatment, as
suggested in a recent work [161].

The most researched plasmonics-related approach for a-Si:H solar cells has been
employing resonances supported by a rough back reflector of the cell (‘back’ in this
context means that light reaches it last; see Figure 6.3). In this configuration, the metal
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back reflector (often Ag) is nanostructured so that it supports plasmon resonance.
Enhanced scattering associated with the resonance increases the light path inside the
a-Si:H absorber; this can be thus classified as a far-field effect (Section 6.1). In this
configuration the reflector is often separated from the a-Si:H absorber by ca. 100 nm of
a transparent conducting oxide (TCO), which acts as a diffusion barrier between the
semiconductor and the metal, and also prevents coupling to surface plasmon polariton
modes at the metal surface (the latter tends to increase the optical losses in the metal
at visible light frequencies) [149]. However, depending on the parameters of the whole
system (layer thicknesses, optical constants, geometry of the structures on the metal
surface etc.), coupling to propagating surface plasmon modes may still occur and may
be beneficial [110]. Due to the presence of the TCO spacer, the near-field effect is not
expected to play a significant role. State-of-art a-Si:H cells [32] actually traditionally
employ this configuration, since the back reflector is rough due to the layers of the cell
being deposited onto a specially roughened glass/TCO substrate (often this is
commercially available Asahi glass [162]). Figure 6.3A illustrates a similar structure. The
plasmonic-related research in this context has therefore focused on understanding the
mechanisms and testing back reflectors structured in various ways, both random and
periodic.

Substantial enhancements have often been demonstrated using this approach [141,
142, 144, 146-149, 151, 154, 159]. Zhu et al. [144] fabricated a 280 nm thick a-Si:H solar cell
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Figure 6.3. Schematics of a-Si:H solar cells with different plasmonic nanostructures for
enhancing light absorption: (A) rough back reflector (redrawn from the work by Tan et al.
[159]); (B) plasmonic nanoparticles incorporated into the back TCO for enhanced light
scattering (redrawn from [159]); (C) nanoparticles embedded into a very thin (ca. 20 nm) a-Si:H
layer for the near-field enhancement mechanism. A similar structure was used by Moulin et al.
[115]. (D) Plasmonic metamaterial structure with a very thin a-Si:H layer (15 nm) as suggested
by Wang et al. [160].
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on an Ag metal substrate with conical features (‘nanodomes’), and demonstrated an
efficiency of 5.9% compared to 4.7% for an equivalent cell with a flat reflector [144]. The
simulations accompanying the work suggest that the plasmon enhancement
originates from coupling the incident light into trapped modes in the a-Si:H film, which
substantially increases the light path in the solar cell. Ferry et al. [141] used a similar
approach for a 500 nm thick a-Si:H solar cell and demonstrated an increase in
efficiency from 4.5% for flat cells to 6.2% for cells with a periodically nanostructured
plasmonic back reflector. The same group in their following publication [142]
fabricated cells with thinner a-Si:H layers (160 and 340 nm) on periodic plasmonic
reflectors, and surprisingly achieved even higher energy conversion efficiency of 6.6% -
for both thicknesses. Hsu et al. [151] demonstrated a cell with 250 nm of the a-Si:H
absorber film fabricated on a nanostructured back reflector with the efficiency of 9.7%
(the reference flat cell efficiency was 8.1%). A similar high efficiency of 9.6% was
achieved by Ferry et al. [149] with a yet thinner - 90 nm - intrinsic a-Si:H layer, using a
periodically structured back reflector. This efficiency was higher than that of the
corresponding flat cell and a cell fabricated on the Asahi glass. All these results
strongly support the fact that charge carrier collection is a bottleneck in such a
defective material as a-Si:H, and it is therefore highly desirable — and possible by using
plasmonics - to reduce the solar cell thickness without compromising light absorption.

Enhanced scattering from plasmonic back reflectors can improve photocurrent in
thick (on the order of several um) nanocrystalline Si solar cells as well [147, 148, 157].

A similar approach, which aims at utilizing the enhanced scattering from plasmonic
nanostructures, is to incorporate nanoparticles into the rear TCO of the cell (Figure
6.3B). Tan et al. [159] showed that performance of a 300 nm thick a-Si:H cell with a
back reflector with a structure of flat Ag — TCO 60 nm — Ag nanoparticles - TCO 30 nm
was similarly good as that of a reflector on Asahi glass. Ho et al. [150] experimented
with single and double layers of Au nanoparticles embedded into the rear TCO, and
achieved the best result (efficiency 6.5%) with the double layer structure. Tsai et al.
[143] performed simulations of a-Si:H solar cells with Au, Ag or Al nanoparticles on top
or/and at the rear of the cell, separated from the absorbing layer by 20-60 nm of a TCO.
They concluded that the best integrated absorption enhancement of about 50% can be
achieved with Al nanocylinders fabricated on both top and rear of the cell.

Near-field effects, which utilize the enhanced electrical field close to the surface of
a nanostructure, have been investigated only in a few works for a-Si:H solar cells.
Santbergen et al. [158] studied the performance of a-Si:H cells (with a ca. 300 nm thick
absorber) with a flat back reflector and Ag nanoparticles incorporated into the front,
the rear and the middle of the a-Si:H layer, respectively. The particles were in direct
contact with the a-Si:H and thus three mechanisms may have played a role: the near-
field, the far-field effects, and photoemission of electrons from metal nanoparticles.
Particles positioned in front and in the middle of the a-Si:H film degraded the
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photocurrent of the cell, while having particles at the back resulted in similar or slightly
larger photocurrents. The worsened performance probably originated from
absorption of light by the particles themselves, instead of the a-Si:H film.

Another example of having plasmonic particles in direct contact with an a-Si:H layer
is shown in a work by Moulin et al. [115]. Their impressively thin solar cell, consisting of
a p(n)-i junction of only 40 nm, had Ag nanoparticles in between the a-Si:H film and the
rear TCO (Figure 6.3C). The authors observed an increased quantum efficiency at
wavelengths larger than 750 nm, and since this corresponds to energies below the a-
Si:H band gap, the enhancement was attributed to photoemission of electrons from
the nanoparticles, probably as a result of the plasmon excitation decay into electron-
hole pairs. However, the near-field enhancement of light absorption should perhaps
not be excluded either, since it is possible that it influenced excitations from defect
states lying in the band gap of a-Si:H (which need a lower energy than the band gap to
excite electrons into the conduction band). This latter effect was claimed in the work
by Likermann et al. [155], who compared the effect of Ag nanoparticles incorporated
into n-i, p-i and n-i-p configurations and concluded that the enhancement of light
absorption in the near-infrared (below the band gap of a-Si:H) comes from excitations
from the defect states. The photocurrent generated in the visible range was either
similar or lower for devices that had nanoparticles [155].

Despite the near-field plasmonic enhancement of a-Si:H solar cells has not been
studied much experimentally and the few existing works do not seem to show great
promise, some results of theoretical modelling and computer simulations predict a
large potential in employing this mechanism. Hagglund et al. [112] theoretically
estimated a maximum efficiency of 18% for an optically optimized a-Si:H solar cell with
incorporated Ag nanoparticles, where the absorber is approximately 20 nm thick. This
cell is based on prolate Ag nanoparticles surrounded by a 10 nm thick a-Si:H shell,
which are positioned onto an Al reflector covered with a dielectric film. The thickness
of this dielectric spacer is chosen to achieve a constructive interference at the Ag-a-
Si:H film position at the wavelength of the plasmon resonance.

The near-field plasmonic enhancement of light absorption in ultrathin a-Si:H films
has been studied in the present thesis, experimentally and with computer simulations
(Papers 1 and 2). The results of Paper 1 demonstrate enhancement caused by the near-
field plasmonic effect on very thin a-Si:H films, and quantified it as a function of the a-
Si:H film thickness. The largest light absorption enhancements could be achieved for
ca. 10 nm thick a-Si:H films. In Paper 2, high aspect ratio plasmonic structures — Ag
nanocones — were used films in combination with a reflector and a dielectric spacer
layer to improve light absorption in 20 nm thick a-Si:H. The highest absorption
demonstrated could produce an ideal photocurrent of 12.5 mA/cm?, which is 75% of the
value for the confirmed best a-Si:H cell (although the latter value is likely the stabilized
photocurrent, which is usually ca. 20% less than the initial one).
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While incorporating plasmonic nanostructures into a-Si:H solar cells has in many
cases improved the light absorption by the a-Si:H layer, the presence of these metallic
structures may also influence the charge collection. If this is the case, it will be
reflected in the values of the photocurrent, but also in the open-circuit voltage, Vi,
and the fill factor, FF. Since a nanostructured back reflector is usually employed
together with ca. 100 nm of a transparent conducting oxide, there is no direct contact
of the metal and the a-Si:H. The V, and FF are thus expected to remain similar to those
of the reference cells, and this was indeed observed in a number of works [147, 149,
151]. This was also the case when plasmonic nanoparticles were embedded into a TCO
[150, 159]. However, if the plasmonic reflector exhibits large height variations, this may
lead to poor properties of the subsequently deposited layers and decreased solar cell
performance [151]. The situation when metal nanoparticles are in direct contact with
an a-Si:H layer is expected to be more tricky, since the defect states arising upon
introducing metal into a-Si:H may act as traps for charge carriers. However, in the work
by Moulin et al. [115], where there was a direct contact between Ag particles and the a-
SitH, Voc and FF decreased only slightly, and in the work by Santbergen et al. [158],
these parameters did not change significantly. Moreover, Kim et al. [152] suggested
that metal nanoparticles may in some cases help improving the fill factor, by for
example establishing an ohmic contact between an a-SiC:H layer (which is sometimes
used to improve the V,) and the adjacent TCO layer.

Some authors suggested that as far as the scattering (far-field) mechanism of
plasmonic enhancement is concerned, dielectric nanoparticles might outperform
metallic ones, since there is no absorption of light in the former [145, 163]. A similar
situation might apply to nanostructured plasmonic reflectors - they introduce
roughness which itself may promote scattering and light trapping, even without a
metal involved. Battaglia et al. [146] demonstrated a-Si:H solar cells (of a conventional
thickness of 250 nm) with a high efficiency of ca. 11% fabricated on periodically and
randomly structured substrates, without any metal reflector. Kuang et al. [153]
demonstrated an ultrathin (25 nm) a-Si:H cell with a 3.6% efficiency on a very rough
substrate made of ZnO nanorods and 20 nm Ag.

Finally, another recent approach to enhance light absorption in a-Si:H solar cells
involving metallic nanostructures cannot be easily classified in terms of the four
plasmonic enhancement mechanisms described in Section 6.1. Wang et al. [160]
proposed an a-Si:H solar cell of only 15 nm thick, sandwiched between a checker
boarder-like Ag pattern, embedded into a dielectric film, and a flat Ag film (Figure
6.3D). The light absorption of such a cell could generate an efficiency of up to 15% (and
a current of ca. 20 mA/cmZ), provided that all the charge carriers are collected. Massiot
et al. [156] proposed a similar structure based on a 90 nm thick a-Si:H film placed in
between a flat Ag reflector and a pattern of silver nanostripes. The a-Si:H layer was
separated from the metal by 15 nm of a transparent conductive oxide. This solar cell is
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predicted to generate 14.6 mA/cm’, if all light absorption generates useful charge
carriers that are collected.
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7. Experimental methodology

This chapter gives an overview of the experimental techniques used in this work.
Section 7.1 describes the fabrication techniques, namely photolithography that was
used for fabricating electrode patterns in Paper 1; hole-mask colloidal lithography (HCL)
and thin-film deposition methods employed for producing plasmonic nanoparticles in
all papers; plasma-enhanced chemical vapour deposition (PECVD), by which a-Si:H films
in Papers 1 and 2 were fabricated. The measurement and characterization techniques
are described in Section 7.2. They include the photoconductivity measurements from
Paper 1, the indirect nanoplasmonic sensing technique from Papers 3, 5 and 6, the
quartz crystal microbalance with dissipation monitoring (QCM-D) technique from Paper
4, and also more general characterization tools that have been routinely employed:
light transmission and absorption measurements, the ellipsometry technique and
scanning electron microscopy.

7.1. Fabrication techniques

7.1.1. Photolithography

Photolithography is a widely used technique for transferring geometric patterns
from a mask to a substrate. It employs a photoresist, which is an organic polymer
material that changes properties when irradiated by (typically) ultraviolet light [164].

The photolithography process steps usually are: wafer cleaning, photoresist
deposition, prebaking, mask alignment, exposure, and development. The main
photolithography and lift-off steps are illustrated in Figure 7.1A. A cleaned substrate is
coated by a photoresist, and is revolved at a high speed (typically 3000-6000 rotations
per minute). At these speeds, centrifugal force causes the solution to flow to the
edges, and eventually off the substrate, leaving a thin film [164]. This process is called
spin-coating and produces a constant thickness of the photoresist across the
substrate. The thickness is proportional to the polymer concentration and viscosity,
and approximately inversely proportional to the spinning speed until limited by the
molecule size (polymer chain length). To remove the residual solvent left in the
polymer film after spin-coating, substrates are prebaked at up to 150 °C. The samples
with resist are then transferred to an exposure system, which in the simplest case is a
UV lamp illuminating the wafer through a mask. The mask is usually a glass or quartz
plate with a thin metal film that reproduces the desired pattern. During exposure, the
light reaches the resist only in places where the mask is transparent; since the resist
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changes its properties on interaction with (UV) light, in this way the pattern on the
mask is transferred to the resist.

Next comes development, which transforms the latent resist image formed during
exposure into a pattern on the substrate, covered by resist in some places and empty
in others. The development can be done either by wet chemistry (by dipping the wafer
into special organic solvents) or by dry etching in plasma. The resist can be of a
positive or negative type (Figure 7.1A). Positive resists become more soluble in the
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Figure 7.1. (A) Schematics of photolithography and lift-off processes for a positive and
negative resist. Schematics of basic thin-film deposition techniques: (B) electron-beam
evaporation, and (C) sputtering.
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developer after exposure to the UV light, and are removed by the developer.
Therefore, the openings in the mask produce areas of the substrate not covered by
the resist. A negative resist behaves in the opposite manner; exposure to the UV light
polymerizes it, and it becomes more difficult to dissolve. Thus, the negative resist
remains on the surface wherever it was exposed, and its pattern is inversed to the one
of the metal film on the mask.

Next, a mild oxygen plasma treatment is often used to remove a thin film of resist
that may be left on the bare substrate areas after the development. Sometimes before
etching or depositing a material, the wafer is post-baked (hard-baked). This removes
residual solvents and strengthens the resist. After this, a thin film is usually deposited
using techniques discussed in Section 7.1.2. The film will cover both bare substrate
areas and the photoresist, but by applying a special solution, the resist can be removed
(lifted off), together with the film on top of it. The film deposited directly on the
substrate will stay and form the desired pattern (Figure 7.1A).

To achieve a good lift-off, it is important that the film deposited directly on the
substrate is disconnected from the film deposited on the resist surface, since the latter
is supposed to be removed, while the film on the substrate should stay. This can be
achieved if there is a gap between the film on the substrate and the surrounding resist.
This can be produced in a few ways, for example, by using a double layer resist system,
consisting of a photoresist on top of a spacer (lift-off) layer [165]. The lift-off layer is
either more sensitive to the exposure dose, or dissolves better in the developer. This
leads to formation of undercuts, which create gaps between the photoresist and the
material deposited afterwards.

7.1.2. Thin-film deposition by evaporation and sputtering

Deposition of thin films by evaporation is based on the evaporation that occurs to
any material when it is heated to enough high temperatures. The vapour of the
material is then allowed to condense onto a substrate. The whole process is executed
in vacuum, otherwise the material would react with the surrounding gases and for
example oxidize. (The word ‘vapour’ is thus somewhat incorrect, since in vacuum the
‘vapourised’ atoms/molecules usually move in straight paths to the substrate, without
collisions.) Resistive evaporation represents one of the oldest thin film deposition
techniques, and is done by passing a high current through heaters (e.g., tungsten
boats or wires, or by heating stable oxide or ceramic compound crucibles) containing
the desired material. This method is simple to implement, but it can spread
contaminants that are present in the heater material. Another disadvantage of the
method is that the relatively low input power does not allow evaporation of materials
with high melting points/low vapour pressures at high rates [166].
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Electron-beam evaporation eliminates the disadvantages mentioned above. In this
process, a high-intensity e-beam (3 to 20 keV) is focused on the target material that is
placed in a niche in a water-cooled hearth (Figure 7.1B) [164]. With the help of a
magnetic field, the electron beam is directed onto the material to be evaporated. The
material melts locally, forming its own crucible, and thus eliminating the contact with
the hearth. The hearth-material interface stays cool, which results in much less source
contamination problems than in the case of resistive heating. Moreover, e-beam
evaporation can provide high deposition rates (up to 50-500 nm/min). The
disadvantages are that the process might induce X-ray damage to the substrate (at
voltages higher than 10 kV, the electron beam will cause significant X-ray emission),
and that the deposition equipment is more complex.

Sputtering is a process in which an energetic particle strikes a surface with
sufficient energy and momentum so that one or more of the atoms on the surface are
ejected from it [167]. The incident particle could be an ion or an atom, but most often
inert gas ions (e.g., Argon) are used (electrons have enough energy but lack the
momentum). The sputtered atoms can land onto a substrate and form a thin film in
much the same way as during evaporation, although the atoms landing on the
substrate are normally more energetic compared to the case of evaporation. Having a
significant kinetic energy, these atoms may cause secondary sputtering and
rearrangements (annealing) at the sample surface, which can change the film
microstructure. This produces films of different properties compared to evaporated
films. Differences can for example be in the grain size, degree of crystallinity, defect
densities, and roughness.

A sputtering system is usually a vacuum chamber with two electrodes, between
which a discharge plasma is generated (Figure 7.1C). Plasma is a partially ionized gas
composed of ions, electrons, and neutral species that together are electrically neutral
when averaged over all the particles. Positive ions from the plasma are accelerated
toward the negative electrode (cathode), which is the target, and sputter the atoms
off the target. The sputtered atoms move in all directions and also reach the anode,
where the substrate is placed [166]. The potential applied to the electrodes can be DC
or RF (radio frequency).

In magnetron sputtering, a magnetic field perpendicular to the electric field is
introduced. Electrons of the plasma are then subjected to crossed electric and
magnetic fields, and thus experience a spiral motion. In this configuration the
electrons, which otherwise move toward the anode, can instead be confined near the
target, enhancing the sputtering efficiency there [166]. Magnetron sputtering allows
achieving at least an order of magnitude higher deposition rates than conventional
sputtering techniques.
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To produce compound material films (for example, oxides and nitrides), reactive
sputtering is often used. In reactive sputtering, the sputter gas is mixed with a reactive
gas, for example, O, or N, to form oxides or nitrides, respectively. In general,
formation of a compound occurs at the target surface, sometimes on the substrate
surface, and not in the gas phase or in flight. Compounds generally have a much lower
sputter yield than the metal they are formed from. In this work, reactive sputtering
was used to fabricate TiO, thin films.

7.1.3. Hole-mask colloidal lithography

Colloidal lithography is a novel lithography method, which uses a self-assembled
layer of colloidal nanospheres as a lithography mask [168]. This method can provide
resolutions beyond those achievable in photolithography (feature size of down to 10
nm versus about 100 nm in photolithography). Hole-mask colloidal lithography (HCL) is
a more versatile extension of the general colloidal lithography [169]. It uses a sacrificial
polymer layer combined with sparsely packed colloidal nanoparticles to produce a
mask for subsequent evaporation, in a process described below [168].

The main steps of an HCL process are shown in Figure 7.2A. The fabrication starts
with spin-coating a thin polymer layer, which is then exposed to a mild oxygen plasma
to make it more hydrophilic. Next, the sample is coated with a polyelectrolyte solution
in water, which after rinsing forms a thin charged layer on the surface. A suspension of
polystyrene (PS) colloidal particles in water is then pipetted onto the sample, and
rinsed with water after 1 min. The PS particles have a surface charge that is of opposite
sign to the charge of the polyelectrolyte. The electrostatic attraction between the
particles and the surface, in combination with mutual repulsion between the particles,
leads to formation of a quasi-random arrangement of particles (Figure 7.2B). It is not
strictly random because the PS particles tend to stay away from each other since they
are charged. Thus there will be a tendency that they arrange with a rather narrow
variation in the inter-particle separation [170]. The average interparticle distance
depends on the value of the particle surface charge and can be decreased by partly
screening the charge (e.g., via adding a salt to the particle suspension, which affects
the Debye screening length). The latter approach was used in Paper 6, where Nadl salt
was added to the PS particle suspension to achieve higher coverages of the fabricated
nanocones.

After the formation of a quasi-random pattern of PS particles, a thin metal film (of
a material resistant to oxygen plasma, often gold or chromium) is evaporated onto the
sample. The PS particles are then stripped away with a tape, which leaves the surface
covered with a metal film with holes (Figure 7.2A). This film serves as an etching mask
in the subsequent oxygen plasma ashing process; the polymer film is etched away
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Figure 7.2. (A) The main steps of the hole-mask colloidal lithography process. Scanning
electron microscope (SEM) images of Ag nanoparticles obtained by HCL: (B) cones ca. 110 nm
in diameter, top view; (C) cylinders 60 nm in diameter, 40 nm high, coated with 9 nm of a-Si:H
film; (D) the same cones as in (B), side view.

only in places that are not protected by the metal film. Then a desired material is
evaporated onto the sample, and the polymer film is then dissolved in an appropriate
solvent (lifted off). The lift-off process removes the metal film covering the polymer,
while the film in the holes, which is in direct contact with the substrate, remains. The
resulting sample has therefore a (quasi-) random pattern of metal nanodiscs of
diameter determined by the PS sphere diameter, and a height corresponding to the
thickness of evaporated metal. Typical nanodisc (nanocylinder) patterns obtained in
HCL are shown in Figure 7.2C.

The HCL technique can be easily modified in order to fabricate particles of other
shapes than cylinders, for example, ellipses, particle dimers or cones [168]. Ag
nanocones made by HCL were used in Paper 2. During evaporation of the desired
particle material through the hole-mask (see Figure 7.2A), the hole diameter gradually
decreases due to some evaporated material landing onto the hole walls. Eventually,
the holes would close and the corresponding evaporated nanostructure would have a
cone shape, like those in Figure 7.2D.
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7.1.4. Plasma enhanced chemical vapour deposition for producing a-
Si:H films

The most common method to deposit a-SitH films is plasma enhanced chemical
vapour deposition (PECVD). In this process, a plasma is created by ionizing a gas (silane
SiH, in the case of a-Si:H), and the produced gas species land on a substrate forming a
thin film. There are several types of species generated from a given gas; for SiH,, these
include reactive neutral species SiH, SiH,, SiHs;, H and H,, and corresponding ionized
species, such as SiH", SiH," etc. [171]. Reactions between these species in the gas phase
and on the substrate produce the growing film. The plasma is created by applying an
RF or DC voltage to electrodes in a vacuum chamber, similarly to the mechanism used
in the sputtering technique.

The PECVD process has several parameters that influence the quality of deposited
films: the pressure and flow rate of the gases, the substrate temperature, and the
applied power [35]. The gas pressure determines the mean free path of ionized species
and thus controls whether reactions take place in the gas or at the growing film
surface. The power influences the dissociation rate of the gas and therefore the film
growth rate. The substrate temperature determines mobility of species on the surface,
which in turn influences annealing of the film, and the temperature also affects rates
of reactions on the growing film. It is generally considered that high-quality a-Si:H films
are produced at temperatures of 200-300 °C, from pure or hydrogen-diluted SiH,, and
at a relatively low power [35]. The process used for making a-Si:H films in this thesis
differs somewhat from these optimal conditions, as described in Paper 1.

7.2. Characterization techniques

7.2.1. Photoconductivity measurements

In this work photoconductivity measurements of a-Si:H thin films were performed in a
home-built setup shown in Figure 7.3. The a-Si:H film was deposited onto a glass
substrate with a contact pattern (Figure 7.3A), which was fabricated by
photolithography. The chip had 7 measurement areas 10 pm wide and 2 mm long,
defined by the thin electrode lines. The lines were connected to larger pads. The chip
was placed into a ceramic cell (Figure 7.3B), where Au-coated pins contacted the
electrode pads on the chip. Conductivity between pairs of adjacent electrodes was
measured under a bias of 1 V using a Gamry potentiostat in a two-electrode
configuration. This instrument is capable of measuring very small currents, on the
order of 1 fA. During the measurements, the cell was continuously purged with
nitrogen, to avoid moisture and oxidation of the chip. The measurement cell and the
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Figure 7.3. Photoconductivity setup used in this work (Paper 1). (A) A glass chip with the
electrode pattern. (B) Measurement cell opened and (C) the cell at work, attached to the
potentiostat. (D) The xenon arc lamp illuminating the cell (not visible) through filters on the
wheel.

potentiostat were surrounded by a Faraday cage, to minimize perturbations and noise
pick up from external electromagnetic fields.

To measure photoconductivity, the chip was illuminated with a 75 W xenon arc
lamp through a set of band-pass filters. The filters covered a range from 420 to 820 nm
in intervals of 20 nm. In this configuration, the light intensity on the sample was 0.3-1.5
mW/cm? for different filters. The filters were mounted on a wheel (Figure 7.3D), which
was turned automatically after a desired time interval. The current was recorded as a
function of time, and converted to current as a function of wavelength. This current
spectrum was additionally normalized by coefficients corresponding to photon fluxes
reaching the chip in the given setup after each filter.

7.2.2. Light transmission and absorption measurements

To deduce information about dielectric functions of a material and/or fraction of
light absorbed and scattered by a given sample, transmission and absorption
measurements are used.

A basic scheme of a transmission measurement is shown in Figure 7.4A. Light from
a white light source passes through a monochromator to separate different
wavelengths, and arrives to the sample. The sample may absorb and scatter some
light, and the remaining transmitted light is collected by the detector. Transmittance is
defined as the ratio between the intensity of the transmitted light I and the intensity of
the incident light I,, i.e., T = I/l,. Extinction, E, expresses the fraction of
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Figure 7.4. Schematics of (A) a transmission measurement setup and (B) an integrating
sphere for measuring absorptance.

light that was absorbed and/or scattered by the sample, and is E = 1 - T. Extinction and
transmittance are usually recorded as functions of wavelength; Figure 4.4A shows
examples of extinction spectra of plasmonic nanodiscs.

Absorption of light can be measured in a spectrophotometer with an integrating
sphere accessory [172]. The integrating sphere is a sphere with walls made of a highly
reflecting material, with a detector embedded at a fixed position (Figure 7.4B). A
sample is placed in the middle of the sphere, and illuminated through the entrance
opening. Light that is both transmitted through the sample and scattered at different
angles reflects off the walls multiple times and eventually reaches the detector. In this
way all light that is not absorbed by the sample is collected (exception being a tiny
portion that is reflected at the normal direction and leaves the sphere through the
entrance opening; this can be minimized by tilting the sample properly). In this way,
the fraction of light absorbed in the sample (the absorptance) can be directly deduced.
If both the extinction and absorptance are measured, the scattering fraction can be
calculated as Sca = Ext — Abs.

7.2.3. Indirect nanoplasmonic sensing measurements

The idea of the indirect nanoplasmonic sensing (INPS) was presented in Section 5.1,
and the home-built setup used in the present work is shown in Figure 7.5A-C. The
incoming and transmitted light is guided by optical fibres, which are mounted on a
frame together with a sample holder. For measurements in gases and liquids, a flow
cell is used, which allows dynamic changing of the environment for the specimen while
collecting spectra from the same spot. A peristaltic pump pumps the fluids through
the cell at a desired rate.
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The plasmonic nanoparticles used in this work are Au discs fabricated by the HCL
process, described in Section 7.1.2. The dielectric layer is a sputtered TiO, film of
various thicknesses (ca. 10-100 nm). The data were collected and analysed using
Insplorer software [173] based on data analysis routines described in [174]. The most
important sensing parameter employed was the plasmon resonance energy (peak
wavelength); additionally the full width at half maximum (FWHM), the value of
extinction (extinction amplitude) at the peak wavelength, and in addition other
quantities were sometimes used.
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Figure 7.5. The INPS setup used in this work: (A) schematics, (B) the actual setup, and (C) a
close-up on the measurement cell with a porous TiO, film sample inside. (D) The basic scheme
of an ellipsometry setup. The incident light, which is linearly polarized, becomes elliptically
polarized after reflecting off the sample (modified after [175]).
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7.2.4. Spectroscopic ellipsometry

Ellipsometry is an optical characterization technique for thin films, which measures
the change in polarization of light reflected off a studied film [176]. A linearly polarized
light is shed at oblique angles onto a sample, and the reflected light is elliptically
polarized, with characteristics depending on the film thickness and complex refractive
index. If the sample consists of a number of well-defined homogeneous layers,
ellipsometry can achieve a thickness determination resolution below 1 nm.

The basic scheme of an ellipsometry setup is shown in Figure 7.5D. Light emitted
from the source is linearly polarized after passing through the polarizer. Light reflected
from the sample passes through the second polarizer (analyser) and is collected by the
detector. The reflected light can be decomposed into two perpendicular components
(Fresnel reflection coefficients), one in the plane of incidence (rp,) and the other
perpendicular to it (rs), see Figure 7.5D. The ratio between these components is
determined at each angle of incidence and wavelength, and can be represented as
™ _ i
= tan(W)e', (7.1)

S

where tan(V) is the amplitude of the ratio, and A is the phase shift of the p- and s-
polarized components after reflection. The values of W and A are extracted from the
ratio, and are often presented as the experimental data [175].

To extract thickness and optical constants from ¥ and A, a model analysis needs to
be performed. The sample is modelled with a stack of layers of corresponding
materials, with their approximate thicknesses, and a regression analysis is performed
to find parameters that provide the best fit to the experimental data. Dielectric
functions of layers are represented either with tabulated data (taken from some
source) or modelled with dispersion relations appropriate for a given material type. As
discussed in Section 4.1, Lorentz oscillators are suitable for regions with absorption,
and Drude oscillators are employed to describe free-electron behaviour in metals. A
number of dispersion relation models based on these basic oscillators have been
developed; one example is Cody-Lorentz oscillator, which is used in this work for
analysing a-Si:H films. This function was developed for amorphous semiconductors and
in particular for a-Si:H [177]. It represents the dielectric function with a Lorentz
oscillator for energies exceeding the band gap, and an Urbach exponential tail for
energies lower than the band gap [177]. The Urbach tail accounts for absorption by
defect states present within the band gap of a-Si:H, as discussed in Section 3.2.2. TiO,
layers in Paper 2 were also modelled with a Cody-Lorentz oscillator, with the peak
energy in the UV, were the TiO, absorbs light. A Tauc-Lorentz oscillator, similar to the
Cody-Lorentz one, was used in combination with the Drude model to represent the
optical properties of the Al reflector employed in Paper 2.
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7.2.5. Scanning Electron Microscopy

Scanning electron microscopy (SEM) is a widely used technique to study surface
topography and composition. In SEM, the sample is bombarded with an electron
beam, and various signals are detected. The most commonly used signals include
electrons emitted from the material upon bombardment (secondary electrons),
electrons from the incident beam that are scattered back by the sample (backscattered
electrons), and x-rays generated in the sample [178]. The regions from which these
signals can be detected are schematically illustrated in Figure 7.6A.

The energy spectrum of electrons emitted from the sample that is bombarded with
a monochromatic electron beam is schematically shown in Figure 7.6C [179].
Backscattered electrons may have about the same energy as the incident beam or
loose some energy as a result of inelastic scattering within the sample. Region 1 in
Figure 7.6C corresponds to backscattered electrons that have energy of > 50% of the
incoming beam energy, and the broad low intensity spectrum of region 2 in Figure 7.6C
represents the electrons which travelled deeper into the sample and lost most of their
energy before being scattered back [179]. The number of backscattered electrons for a
given primary beam intensity is linearly proportional to the atomic number of the
material, and therefore the backscattered electrons provide information about the
composition of the sample [179].

Secondary electrons are emitted from the sample material upon ionization of the
sample atoms by the primary beam, and have lower energies than the backscattered
electrons, typically < 10eV (region 3 in Figure 7.6C) [179]. Because of their low energies,
where the electron mean free path is very short, secondary electrons can
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Figure 7.6. (A) Signals emitted from a sample bombarded with a (primary) electron beam
(redrawn from [178]). (B) Effect of the surface topography and position of the detector in
formation of images with secondary electrons (redrawn from [178]). (C) Energy spectrum of
electrons emitted from a sample in SEM, for a primary beam energy E, (redrawn from [179]).
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only travel a few nm in the material before being recaptured, and therefore those that
are detected originate from a close distance from the surface (approximately 1 nm for
metals and up to 20 nm for insulator) [179]. Not all emitted secondary electrons reach
the detector; this depends on the angle between the surface of interest and the
detector (see Figure 7.6B). Surface areas, from which the electrons do not reach the
detector, will appear dark on the image, and thus SE images provide topographic
information. This allows for relatively easy interpretation of SEM images, because they
often look like ‘optical’ images (however, misinterpretations are also possible due to
special imaging artefacts not discussed here). Examples of secondary electron SEM
images of nanodiscs are shown in Figure 7.2B and C.

Characteristic X-rays are emitted when electrons of the primary beam displace an
electron from the inner energy level of the specimen atom, and an electron from a
higher energy level makes a transition to the vacancy, emitting the excess energy as an
X-ray photon. X-rays generated in this way have material-specific energies, and
therefore provide information about the composition.

7.2.6. Quartz crystal microbalance with dissipation monitoring (QCM-
D)

The quartz crystal microbalance (QCM) technique is based on the fact that the
frequency of an oscillator depends on its mass, which allows detecting and quantifying
changes in the mass. In a common implementation, resonant oscillations are excited in
a piezoelectric quartz crystal, usually in a shear mode. When a mass is added on top of
the oscillating crystal, its resonant frequency shifts. Since very small changes in
frequency can be routinely detected, the technique has a high sensitivity of < 1 ng/cm?
[180]. This allows using the QCM in particular to quantify the thickness of a growing
film in thin-film vacuum deposition processes, like evaporation or sputtering. In this
case, the mass added onto the crystal is linearly related to the resulting frequency
shift, according to the Sauerbrey equation:

Am = —CAf, (7.2)
where C is a constant that depends on the intrinsic properties of quartz and the
thickness of the slab [180].

The QCM method was traditionally used in vacuum and in gaseous environments,
but in the 1980s it was suggested as a measuring tool for applications in liquids [181].
The frequency shifts in this case may originate not only from an added mass, but also
depend on the viscosity and density of the liquid. Rodahl et al. [180] further extended
the applicability of the QCM technique by suggesting an instrument capable of
measuring the oscillation frequency as well as the dissipation (or damping) factor of
the quartz oscillator. The dissipation factor is a measure of how fast the oscillations
decay after the driving force has been switched off; it is inversely proportional to the
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quality factor (Q-factor). The dissipation characteristics depend on the viscosity of the
liquid, and also on the viscoelastic properties of the adsorbed layer. In case the latter is
not a thin and rigid film, but instead a structure, the parts of which can move relative
to each other upon shear motion (for example, a large biomolecule), then the energy
of the quartz oscillation will be dissipated due to this latter motion. The dissipation
characteristics can thus provide information about the adsorbed film structure and
elastic and/or viscoelastic properties. The technique implementing this approach is
called quartz crystal microbalance with dissipation monitoring (QCM-D) and it has
been used to study adsorption and desorption processes for a broad range of objects,
including bacteria, viruses, eukaryotic cells, lipids, proteins, peptides, nucleotides and
various small molecules of biological relevance [182], and also polymer films. It has also
been applied simultaneously with the LSPR sensing technique, in a combined setup

[77].

A schematic picture of a QCM-D sensor is shown in Figure 7.7A. Au electrodes, used
to apply voltage to the piezoelectric quartz crystal, are present on both sides of the
quartz disc (in the image, only the upper electrode is visible). The Au can be coated
with a thin film that provides needed functionality for the adsorption studies. Figure
7.7B illustrates a sample of the kind used in this thesis (Paper 4), where the functional
coating is a TiO, film, onto which dye molecules can adsorb. The results of Paper 4
suggest that the formed dye layer can be considered as a rigid film without dissipation,
to which the Sauerbrey equation (7.2) applies. This allows quantification of the mass of
the dye monolayer and the surface area that the studied dye molecule occupies on
TiO..
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Figure 7.7. Schematics of (A) a QCM-d sensor and (B) a sample used in this thesis to study
adsorption and desorption of dye molecules (pink ovals) on a TiO, thin film. The sensors
oscillates in a shear mode.
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8. Summary of results

In this thesis, use of the nanoparticle plasmon resonance was investigated for solar
cell applications along two different research directions. The first one was enhancing
light absorption in amorphous Si films using the near-field plasmonic effect, which
could provide a possibility to reduce the absorber layer thickness and increase the
efficiency of solar cells. This work resulted in Papers 1 and 2. The second line of
investigation was studying adsorption and desorption of dye molecules on flat and
porous TiO, films, and - for porous films - the diffusion process into the porous
structure. These phenomena are in the present context particularly relevant for the
dye-sensitized solar cell research, but also are of more generic interest for adsorption-
diffusion processes, in particular, in mesoporous structures. The latter work is
described in Papers 3-6. In this section, | summarize the approaches and findings in
each article.

Paper 1

In paper 1, photoconductivity and optical measurements were used to quantify
light absorption induced in a-Si:H films by the enhanced near-field around Ag
plasmonic nanodiscs. The plasmon induced light absorption was studied as a function
of the a-Si:H film thickness in the range from 9 to 67 nm. Up to a 3.2-fold enhancement
of light absorption was demonstrated, which corresponds to a maximum of 15% of
plasmon-induced absorptance at a single wavelength (that is, absorptance’ from 22%
to 37% at 500 nm) for a 9 nm a-Si:H film. This is a substantial enhancement in view of
the fact that the maximal absorptance in such a system has a theoretical limit of 67%
[183]. The experimental results were compared to computer simulations with the
finite-element method, which accounted for the influence of the enhanced electric
field around the plasmonic nanoparticles on light absorption in the a-Si:H films. The
good agreement obtained between the experiments and the simulations suggests that
the observed absorption enhancement originates from the plasmon enhanced near-
field.

The simulations were also able to explain the origin of the plasmon resonance
peaks (which led to the enhancement in light absorption by the a-Si:H) in the Ag
nanodiscs, coated with the a-Si:H films. For the thinner films (< 50 nm), the resonance
has a dipolar character. However, for the thicker films, an additional plasmon peak of

" Absorptance is defined as the fraction of the light that is absorbed; A = 100 — T — S, where A is
absorptance, T is transmittance, S is scattering (all values are in %).
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the Ag discs appeared, which was shown to correspond to a quadrupolar plasmonic
resonance. Qualitatively, the quadrupolar resonance arises because for the thicker (>
50 nm) a-Si:H films, the wavelength of light in the high-refractive index material a-Si:H
becomes comparable to the disc height (40 nm). This leads to the top and the bottom
of the Ag nanodisc oscillating out of phase in this situation.

Based on these results, we proposed a novel ultrathin plasmonic a-Si:H solar cell
design, which may be one of the first steps toward two-dimensional solar cells in the
future. The absorbing layer thickness of as little as 20 nm can in an optically optimized
solar cell provide substantial light absorption, which could lead to efficiencies of up to
18% for such a thin solar cell.

Paper 2

This study is an extension of the work done in Paper 1. Here we studied possibilities
of further enhancing the absorption of light in a-Si:H thin films, by employing Ag
nanostructures and a reflector-spacer structure. Since a-Si:H has a high refractive
index, a coating of it on top of plasmonic nanoparticles significantly red-shifts the
plasmon resonance. In order to keep the plasmon resonance in the visible range (a
desirable wavelength is about 600 nm), we used nanostructures of high aspect ratios -
Ag nanocones. Moreover, we used a metal reflector - dielectric spacer structure as a
substrate for the Ag cones coated with an a-Si:H film, in order to additionally enhance
the light intensity at the spatial position of the cones and the a-Si:H film. We measured
experimentally and calculated numerically the absorptance of the Ag/a-Si:H
nanocomposite on glass and on TiO, spacer - Al reflector structures with the spacer of
varied thickness. We have also investigated reference systems, comprising flat film
layers (without nanocones), and systems without the a-Si:H film. Reasonable
agreement between the measurements and the calculations allowed extracting light
absorptance of the individual layers, based on the calculations.

We observed that while the spacer thickness significantly influences the a-Si:H
absorptance in the case of flat film systems, its effect in presence of the nanocones is
substantially reduced. This can be qualitatively understood as the large cone height (>
200 nm in this work) effectively taking the role of the spacer, varying the distance
between the Ag/a-Si:H nanocomposite and the reflector. This leads to phase shifts,
experienced by the incident and reflected light waves, and influences the interference
patterns. The highest value of the ideal photocurrent, estimated from the a-Si:H
absorptance, was realized for Ag cone/a-Si:H nanocomposite on a 40 nm TiO,
spacer/reflector structure. It was about 12.5 mA/cm?, which is relatively high for a 20
nm thick a-Si:H film, considering that a confirmed record a-Si:H solar cell (about
300 nm thick) has a photocurrent of 16.7 mA/cm?® [24].
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While the presence of nanocones leads to plasmonic near-field effects, it also has
geometrical effects that can enhance the a-Si:H absorption too. The latter include (i)
increase in the amount of a-SiH due to some of it depositing onto the side walls, and
(i) increased path of light through the film on the cone side walls. In order to
distinguish between these geometrical effects and the plasmonic near-field effect, we
performed calculations on the optimal system with a 40 nm TiO, spacer, where Ag
cones where substituted with SiO, cones. The a-Si:H absorptance was higher in
presence of the plasmonic cones compared to the dielectric ones.

While in this work we have focused on the a-Si:H absorptance for solar cell
applications, using spacer-reflector structures in combination with plasmonic and
semiconductor layers is a powerful means to alter absorption in the individual
components. We comment briefly on the observed absorptance spectra for the
specific layers in the different situations, which generally exhibit strong dependence
on the parameters (spacer thickness, presence of the a-Si:H, etc.).

Paper 3

In paper 3, we demonstrated the possibility to monitor kinetics of adsorption of
dye molecules on TiO, films by employing the indirect plasmon sensing (INPS)
technique, which is of interest for dye-sensitized solar cell (DSC) research. The concept
was first implemented on a model system that consisted of Au plasmonic sensor
nanoparticles covered with a thin compact (non-porous) TiO, film. In this system, the
enhanced plasmonic near-field senses any changes in the refractive index in the vicinity
of the nanoparticles, i.e., on the TiO, film surface (and a little above it), caused by
adsorption of dye molecules. We monitored the plasmon resonance position in real
time, during dye injection steps followed by rinsing with solvent. This revealed the
kinetics of dye adsorption on the TiO, surface, and demonstrated that INPS/LSPR has
good sensitivity for this type of measurements.

As the next step, we extended the INPS approach to a thick (10 pm) mesoporous
TiO, film of the kind used in actual DSCs. For this experiment, we first estimated the
plasmon sensing volume by mapping the dye adsorption-induced plasmon shift as a
function of the flat film TiO, thickness (which determined the distance between the
sensing LSPR particles and the adsorbed dye molecules). This resulted in an estimate
that our plasmonic sensor is sensitive to the refractive index changes within ca. 50 nm
from the Au nanoparticle surface, meaning a very local sensitivity. For the mesoporous
TiO, film study, the plasmonic nanoparticles were placed at the interface between the
TiO, film and the supporting substrate, mimicking the electron-collecting electrode of
a DSC. In contrast to the quite fast response in the flat film measurements (about 20
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s), the plasmon peak position for the porous sample exhibited a red-shift only after
about 1 hour long dye adsorption. We compared this shift to the flat model system
response, and attribute it to the process when the dye molecules reach the bottom of
the porous TiO, film. We could also resolve the combined dye diffusion and adsorption
kinetics at the bottom of the TiO, film.

This study demonstrated a means to locally sense the dye diffusion and adsorption
kinetics in @ mesoporous TiO, film, which in the context of DSCs can improve control
over the dye adsorption process (immersion times, formation of an optimal
monolayer, etc.). In a broader context, this technique (which we named Hidden
Interface-Indirect Nanoplasmonic Spectroscopy, HI-INPS) provides possibilities to
study diffusion of molecules in various porous frameworks.

Paper 5 below extended the measurements for mesoporous films in this paper,
with much more detail. Paper 6 extended the measurements for the flat films. In both
cases, many more dye concentrations were investigated.

Paper 4

In this work, we studied adsorption and desorption of dye molecules on flat TiO,
films, similarly to the approach in Paper 3 (and Paper 6), but employing a different
technique - Quartz Crystal Microbalance with Dissipation monitoring (QCM-D). This
technique allows following the kinetics of adsorption and desorption in real time. We
measured the mass uptake corresponding to an adsorbed dye (mono)layer, which
translated into an area per adsorbed dye (Z907) molecule of 1.3 nm®. This value was in
a very good agreement with the one found by forcing the adsorbed dye molecules to
desorb (after an adsorption run to saturation) and then measuring the fluorescence of
the produced dye solution. Moreover, by combining the QCM-D and fluorescent
measurements, we were able to quantify the ratio of dye of another type (Y123) and
co-adsorbate (cheno) molecules, adsorbed simultaneously from a solution containing
both molecule types.

We also measured the equilibrium uptake resulting from adsorbing dye from
solutions of a number of different concentrations. The studied dye was Z907 in a 1:1
acetonitrile:tert-butanol mixture. From an adsorption isotherm, constructed based on
these data and fitted with the Langmuir model, we obtained the value of the
equilibrium adsorption constant of 5.1 - 106 M~1.

We have also performed preliminary QCM-D measurements for dye impregnation
of a thick (2 um) mesoporous TiO, film. There, the frequency shifts showed complex
behaviour, which was likely caused not only by the mass uptake, but possibly also by a
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change in fluid dynamics within the mesoporous TiO, as the adsorption was taking
place. More investigations are needed in order to better understand this behaviour
(such studies are being performed at EPFL by H. Harms in the M. Grédtzel’s group).

Paper 5

In this work (which is an extension of Paper 3, and focused on the mesoporous
films), we studied diffusion of dye (Z907) molecules into mesoporous TiO, films similar
to those used in dye-sensitized solar cells. This was realized by employing the HI-INPS
technique, developed in Paper 3. We performed a series of experiments, were we
studied the time it took for the dye molecules to reach the bottom (the percolation
time) as a function of the TiO, film thickness and the dye solution concentration. The
dependence of the percolation time on the latter parameters followed well the
predictions of a diffusion-front model that we employed. Qualitatively, the essence of
the diffusion-front model is that a boundary (the diffusion front) between a region in
the TiO, film that is fully saturated with adsorbed dye, and a region that does not have
any dye, is rather sharp and is moving in time, as the molecules diffuse deeper into the
film. This behaviour arises since the dye molecules stick (adsorb) with a high
probability to the TiO, surface and do not desorb fast, and because the mesoporous
film has a very large surface area, i.e., very many sites available for dye adsorption.

The very good agreement between the model and the measurements allowed us
to extract the (effective) diffusion coefficient of the dye molecules in the porous TiO,
network. The obtained value was 15 pm?®/s. This is an order of magnitude smaller than
the diffusion coefficient in the bulk solvent, which we attributed to the combined
effects of an increased path length for the dye molecules in the complex porous
network, and temporal weak trapping and subsequent release of diffusing molecules.
Our diffusion-front model in its initial version assumed no desorption of dye molecules;
this is a good approximation for our system, but it is not entirely correct. We therefore
also extended the model allowing for desorption, and assumed a Langmuir kinetic
behaviour. This enriched our analysis by providing an estimate of the dye coverage
inside the mesoporous film, as a function of the dye solution concentration. The
corresponding equilibrium adsorption constant predicted by our analysis is 8- 10* M.
This value agrees reasonably well with the value of 4 - 10* M~* obtained by Fattori et
al. [82] for the same system, and of 3-10* M~! found by Fillinger et al. [83] for a
similar dye.

One more interesting observation in this work was that the dye impregnation
process occurs over two different timescales. The first, fast process lasts until the
diffusion front reaches the bottom (approximately 20 min at a relatively high
concentration of 0.1 mM). After that, a slow and long process (about 20 hours at the
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same concentration) takes place until the film is fully saturated with dye. The dye
loading after the first stage is 70-80% of the loading after the second process. We think
that the latter long process may originate from dye molecules re-organizing on the
TiO, surface, which leads to higher coverages. In this study, we focused on the first,
short, process, and analysed it with the diffusion-front model. In literature, long (12
hours or longer) impregnation times are commonly used in fabrication of DSCs; both
the fast and the slow processes occur during this time.

Paper 6

In this work, we used the INPS technique to study kinetics of dye adsorption and
desorption on flat TiO, films, serving as model systems of mesoporous films used in
DSCs. This study is an extension of our first work on this topic, which was reported in
Paper 3. Here, we performed a detailed analysis of adsorption and desorption within
the framework of the Langmuir kinetic model, using real time kinetic curves obtained
at five different dye solution concentrations. This analysis allowed us extracting the
adsorption and desorption rate constants, and calculating the equilibrium adsorption
constant as their ratio. The latter value was in a good agreement with the one
independently obtained from a Langmuir isotherm, where the equilibrium dye
coverage (extracted from the values of the plasmon peak shift) was plotted as a
function of the dye (Z907) solution concentration. The equilibrium adsorption
constant, derived from the kinetic analysis, turned out to be 4.3 - 10 M~1, and the one
derived from the isotherm analysis was 1.6 - 10° M~1. These values are in a reasonable
agreement with the value of 5 - 10® M™%, found by QMC-D in Paper 4.

While the Langmuir model worked well in this study, there are also indications that
its assumptions are not fully valid for our system. In Papers 3 and 4, we observed that
the dye layer became more stable toward desorption after a longer adsorption time, in
combination with an intermittent rinsing step. In Paper 5, saturation of the TiO, film
with dye took a long time, despite the fact that the molecules reached the bottom of
the film during much shorter times. These observations indicated possible
rearrangements of dye molecules in the adsorbed layer. In this work, we took a closer
look at the desorption process for cases, where the adsorption conditions (time and
dye concentration) were varied. We performed a series of adsorption-desorption steps
and observed less desorption after each subsequent rinsing step, which confirmed
reorganization in the dye layer. Comparing desorption after adsorption that lasted for
different times indicated that also the time factor (not only coverage) plays a role in
the rearrangements in the dye film, longer adsorption times leading to more stable
layers.
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9. Outlook

9.1. Near-field plasmonic enhancement for a-Si:H solar cells

Papers 1 and 2 of this thesis have demonstrated a possibility to enhance light
absorption in a-Si:H films by employing the enhanced electric near-field around Ag
plasmonic nanostructures, discs and cones. In Paper 1, we also demonstrated an
increased photoconductivity related to the improved light absorption, while Paper 2
only considered the optical properties of the Ag/a-Si:H nanocomposite. A natural
continuation of these works is to incorporate plasmonic nanoparticles into an ultrathin
a-Si:H solar cell. For this, high aspect ratio nanostructures would be needed, as
discussed in Paper 2. A solar cell structure could be the following: glass — Al reflector
(and contact) - TiO, (or another dielectric) spacer - Ag nanocones — a-Si:H film - a
transparent conductive oxide (TCO).

Such a solar cell may have problems in the electrical performance, due to shunting
(short-circuiting) occurring across the ultrathin a-Si:H film. The shunting may occur if
the a-Si:H, deposited onto such high aspect ratio structures, has inhomogeneous
thickness or pinholes, which is not improbable, especially since the film is very thin.
However, Kuang et al. [153] recently demonstrated an a-Si:H solar cell, fabricated on
400 nm tall ZnO nanorods coated with a Ag film, where the a-Si:H absorber intrinsic
layer was only 25 nm thick. This cell did not have a significantly worsened electrical
performance compared to flat reference cells. In case the shunting problem does
occur, a solution to it might be using the Ag nanostructures that are less sharp, and
coating them with a thin dielectric film in order to keep the plasmon resonance in the
visible. The dielectric coating would also reduce the probability of shunts occurring
between the Ag structures and the TCO, where they are expected to be more
problematic, compared to those occurring between the thin flat TiO, and the TCO.

Another important question is whether metal nanoparticles, embedded into a
semiconductor film, will act as traps for generated electrons and/or holes. This could
occur via injection of charge carriers from the semiconductor into the nanoparticle. In
addition, deep trap states may appear in the semiconductor band gap in presence of
metal atoms. The possible detrimental effect on the electrical performance of a solar
cell in this case should be investigated. If the problem is present, a possible solution
could be to introduce a thin dielectric layer in between the metal and the
semiconductor.

The effect of introducing a thin dielectric spacer in between Ag nanostructures and
a-Si:H layer should also be studied with respect to the optical performance. Since the
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presence of a spacer decreases the near-field intensity in the adjacent a-Si:H film, one
would expect less enhancement of light absorption in the latter. However, other
effects may come into play, for example, the above-mentioned shift in the spectral
position of the plasmon resonance due to the dielectric constant of the spacer being
different (lower) than that of the a-Si:H. These effects should be looked into carefully,
both by experiments and calculations. This question has been addressed by
calculations for a solar cell material CulnSe, (CIS) [114], and it was shown that a spacer
that is 4 nm thick decreases the integrated (and weighed with the solar spectrum)
absorptance by only ca. 10%.

Another question that may be worth looking into is the effect of annealing the Ag
plasmonic structures on the optical properties of the Ag/a-Si:H nanocomposite. We
expect electron-electron scattering at the internal grain boundaries of Ag
nanoparticles to reduce the intensity of the plasmon resonance, and annealing of Ag
will reduce the number of these boundaries. In this case, the nanostructures should be
coated with a dielectric spacer or, alternatively, with the a-Si:H film itself, prior to
annealing, in order to avoid their reshaping.

Finally, in order to harvest a larger part of the solar spectrum, it may be beneficial
to use nanoparticles with different spectral positions of the plasmon resonance. The
easiest way to achieve this is by varying the particle size. Producing nanoparticles of
several different diameters (but of the same height) should be straightforward with
the hole-mask colloidal lithography process that we use.

9.2. Adsorption, desorption and diffusion of dye molecules on
and in TiO, films

In Papers 3, 4 and 6, we have studied adsorption and desorption of dye molecules
on compact TiO, surfaces, which were used as model systems of TiO, photoelectrodes
employed in dye-sensitized solar cells (DSCs). One, perhaps not so exciting, but very
important, next step could be to investigate the parameters of the adsorption and
desorption processes as a function of different surface treatments and possible
presence of contaminations. The motivation for this is that the reproducibility of the
final solar cell performance is sometimes not very good between different research
groups, but at times also even within the same laboratory. This could be related to
variations in the mode of adsorption of dye molecules on the TiO, surface, which is the
parameter essential for the photon harvesting and electron injection processes, and
thus for the overall solar cell performance. Factors like surface cleaning, details of
annealing of TiO, films, possibly presence of minute amounts of water (and/or other
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impurities) in the used solvents etc. might all influence the adsorption process and
chemical bond formation between the dye and the TiO,. Following the adsorption and
desorption kinetics with the INPS technique could help clarifying these issues, crucial
for reproducible fabrication of DSCs. Of course, spectroscopic tools to identify the
characteristics of the dye -TiO, bonds are also needed in parallel.

In Paper 5, we investigated diffusion of dye molecules into mesoporous TiO, films.
As described in the summary of this paper, we have in particular observed that the dye
molecules reached the bottom of the mesoporous TiO, films during a timescale that is
much shorter than those typically used and reported for impregnating TiO,
photoelectrodes for solar cells. Shortening the impregnation time is very important for
the industrial fabrication of dye-sensitized solar cells. It would thus be interesting to
understand the origin of the different timescales, to control them and to study the
performance of solar cells, fabricated after impregnation during various times - in
particular after the dye has percolated to the bottom, and after additional hours of
impregnation.

While in this thesis we have used the indirect nanoplasmonic sensing scheme to
study the dye-TiO, surface interactions, this approach can be applied to a broad variety
of systems. Any field, where adsorption and desorption of molecules on surfaces is
important, would benefit from the possibility to study the kinetics in real time and by
relatively easy means. A particularly intriguing opportunity is the one of sensing locally
inside a thick porous film, which was demonstrated in this work. Studying diffusion
processes in porous films should be very relevant for porous materials used in for
example catalysis, gas and liquid phase separation, drug release and gas sensing [184-
186].

The sensor nanoparticles could in principle be placed not only at the bottom, but at
any place inside a porous film. This, however, might not be straightforward if the
particles are fabricated using the hole-mask colloidal lithography, as in this thesis.
Testing this process on porous film could be another small, but important piece of
work to do.

Finally, it would be very interesting to further investigate the complex frequency
shifts observed in the initial QCM-D measurements on mesoporous TiO, films. Such a
study could provide insights into viscoelastic properties of the TiO, networks, and also
into the dye adsorption and diffusion processes. Furthermore, such phenomena are of
more basic interest in the context of viscosity and flow in mesoporous structures.
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9.3. Possible combinations of the two lines of research

The two research directions presented in this thesis have nanoplasmonics and solar
cells as the common denominator, but otherwise they are quite different. Approaches
and ideas from one of them could enrich the other one; here | discuss some
possibilities.

One natural possibility would be to try to improve the performance of dye-
sensitized solar cells using plasmonic resonance excitations. This has been already
done in several works (for example, in references [126] and [139]). We could add to the
existing approaches our ability to fabricate plasmonic nanostructures of a rather
homogeneous size distribution, as well as the expertise we obtained after having
worked with the Ag/a-Si:H system with the same aim.

Another interesting question is whether using the reflector-spacer structure (as
those in Paper 2) in combination with sensing nanoparticles (as those used in Papers 3,
5 and 6) could improve the sensitivity for sensing applications. The reflector-spacer
structure should have substantial effect on the sensing nanodiscs of the ‘typical’
geometry, i.e., 20 nm high in our works, since their height is relatively low.

Finally, nanoplasmonic sensing might be used to answer some questions about a-
Si:H films, in particular, to provide more insight into the Staebler-Wronski effect [38].
This effect is a light-induced degradation of the a-Si:H material, during which additional
defects are created. This leads to a decrease in a-Si:H solar cell performances by about
20% over the first ca. 1000 hours of operation [37]. The Staebler-Wronski effect has
been studied a lot, but is not yet fully understood; H atoms seem to play an important
role in it. Possibly using a thin a-Si:H film as the sensing object in an INPS scheme, and
exposing it to for example high temperatures or different gases (e.g., H,), could
provide some insight into the Staebler-Wronski effect.
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