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To my parents and Wei

“Time is God’s way of keeping everything from happening at once.”

– Unknown
Abstract

Time agreement in a network is a critical issue for communications. While clock synchronization in wired networks is a well studied problem, the wireless medium presents extra challenges. For example, in wireless sensor networks which may contain several thousands of cheap and small sensors, the scalability and energy conservation are two major considerations in the design of synchronization. Moreover, in wireless ad hoc networks which have no infrastructure or limited infrastructure support, self-organization is an important concern. Besides, in vehicular networks, high mobility will require synchronization to be robust against node failures and dynamic topologies.

Clock synchronization in wireless networks can be divided into pairwise and network-wide clock synchronization. Pairwise clock synchronization is designed for two nodes, where the goal is to synchronize one node to the other one by transferring timing messages. In this case, the synchronization problem can be transformed into a parameter estimation problem, since the random delays during the transmission lead to inaccuracy of timing messages. On the other hand, the network-wide clock synchronization is designed for synchronizing multiple nodes in a network, which is inherently a consensus problem. In this formulation, the main considerations are convergence speed and resilience to random delays.

In [Paper A], we investigate the pairwise clock synchronization problem based on a two-way message exchange mechanism with exponentially distributed random delays. A novel synchronization scheme is proposed to estimate the clock skew and offset by directly utilizing mean square error as the metric to be optimized. This consideration results in performance improvements compared to the existing synchronization methods, especially for a small number of observations and large standard deviation of random delays.

Furthermore, [Paper B] studies the pairwise clock synchronization problem for different random delay distributions. In this paper, for a Gaussian distribution, we derive the Cramér-Rao lower bound for the joint estimation of clock offset and skew, and propose a linear-biased estimator to improve the accuracy. For an exponential distribution, we extend our work in [Paper A] by deriving the Chapman-Robbins bound. Moreover, a simple and robust estimation algorithm is proposed to handle arbitrary delay distributions, which can achieve a good tradeoff between accuracy and complexity.

In [Paper C], we study the network-wide clock synchronization problem. A distributed consensus synchronization algorithm is proposed when using a random access protocol for timing message broadcasts. In the absence of transmission delays, [Paper C] theoretically proves the convergence of the proposed scheme, which is further illustrated by the numerical results. On the other hand, when the transmission delays are also taken into account, the proposed approach still shows resilience.
Keywords: Wireless networks, clock synchronization, clock offset, clock skew, parameter estimation, distributed algorithms, consensus techniques, random delays.
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Part I

Overview
Chapter 1

Introduction

1.1 Motivation

Time measurement has intrigued researchers for a long time. The first accurate clock started to appear in the 17th century after the scientific work pioneered by Galileo and expanded by Christian Huygens [1]. These scientists have helped to develop a better clock based on their theories of the motion of pendulums. More recent advances in the area of clocks include the development of the atomic clocks that are used in numerous applications including the Global Positioning System (GPS), and in the digital telephone communication network in order to provide more accurate time information [2]. Furthermore, it is also essential that different nodes in the network agree on the time their clocks are showing. Therefore, time agreement in the network is a critical issue, which allows for successful communications between nodes. The procedure to provide the common notion of time across all the nodes in the whole network is called clock synchronization. In order to achieve clock synchronization, it is necessary to establish links of communication between the clocks comprising the network. Those links can be wired or, more importantly for our research, wireless links.

The desire for ubiquitous communications, possibly when mobile, has led to increasing interests in wireless networks, where the clock synchronization has emerged as an indispensable component for many applications in the scenarios like sensor networks, ad hoc networks, vehicular networks and so on. Applications include (but not limited to)

- coordination of the actions across a distributed set of nodes in ad hoc mode;
- data fusion where data from each node is agglomerated to form a single meaningful result;
- time related transmission scheduling such as time division multiple access (TDMA);
- target tracking and localization where a common time scale should be used to measure distance.

While clock synchronization in wired networks is a well studied problem [3, 4], the wireless medium presents extra challenges. In wireless sensor networks (WSNs) which can contain several thousands of cheap and small sensors, the scalability and energy
conservation are two major considerations. Moreover, in wireless ad hoc networks which have no infrastructure or limited infrastructure support, self-organization is an important concern. Also, in vehicular networks, the high mobility will give rise to the requirement on robustness against node failures and dynamic topologies.

There has been extensive research on clock synchronization in wireless networks during the last few years. Several surveys [5–9] have been written about this issue, and a detailed explanation of the problems is given by Elson’s Ph.D. dissertation [10]. Various clock synchronization algorithms (also called clock synchronization protocols) have been proposed in the literature, which can be classified based on different criteria.

- **Pairwise vs network-wide synchronization**
  - pairwise synchronization [9, 11] [Paper A] [Paper B]: the synchronization is designed for two nodes, i.e., synchronize one node to the other one, where the main principle is the accuracy and efficiency of parameter estimation;
  - network-wide synchronization [12] [Paper C]: the synchronization is designed to synchronize multiple (more than 2) nodes in the network, where the main concern is the convergence speed and robustness against dynamic topology.

- **Pulse-based vs message-based synchronization**
  - pulse-based synchronization [7, 13]: the synchronization is based on emitting the pulses of oscillators at the physical layer, which therefore needs additional information for the agreement on the time value;
  - message-based synchronization [14, 15]: the synchronization is based on recording the local time of a node’s clock in a message (e.g., timestamp), which is then transmitted to other nodes via the wireless channel. Here the delays at the transmitter can introduce negative effects on the accuracy of synchronization.

- **Reference-based vs mutual synchronization**
  - reference-based synchronization [14, 16, 17]: a group of clocks are synchronized to one (or more) reference clock, which can be implemented by both constructing hierarchical trees\(^1\) and in distributed manners;
  - mutual synchronization [18] [Paper C]: all the clocks align their time to one another without the need of reference clock, which is usually a distributed approach.

Additional classifications can be found in [5].

### 1.2 Scope and Aim of the Thesis

The scope of the thesis includes both pairwise and network-wide synchronization problems, with the assumption on message-based synchronization.

The aims of the thesis are to

\(^1\)The reference clock is set as the root of the tree.
• establish clock models for short-term synchronization and long-term synchronization, respectively;

• select the performance metrics for clock synchronization;

• analyze the main challenges in pairwise synchronization, and propose clock synchronization algorithms based on parameter estimation techniques;

• discuss possible mathematical tools for network-wide synchronization, and propose distributed clock synchronization algorithms with consensus principles.

1.3 Thesis Outline

We start Chapter 2 of this thesis by introducing some general concepts and background on clock synchronization, which includes clock models and performance metrics. Then, in Chapter 3, the pairwise clock synchronization problem is studied. It is first formulated through the two-way message exchange mechanism, and then transformed into an estimation problem due to the randomness of transmission delays. Moreover, a set of synchronization algorithms are investigated with different considerations on clock models and delays’ distributions. In Chapter 4, we study network-wide clock synchronization problem with distributed manners. We first formulate the problem for distributed clock synchronization, and then discuss some possible mathematical tools to solve this problem. Finally, the contributions of this thesis and several future directions are summarized in Chapter 5.
Chapter 2

General Concepts on Clock Synchronization

2.1 Clock Models

2.1.1 Hardware Clock Models

According to the definition in [5], a hardware clock is an electronic device that counts oscillations at a particular frequency. Hence, a hardware clock usually consists of an oscillator and a counter. The oscillator is used to generate periodic events and the counter accumulates these events in order to obtain the measured time. For instance, the oscillator output can be modeled by a sinusoidal waveform,

\[ S(t) = A(t) \sin \Phi(t), \]

(2.1)

where \( \Phi(t) \) is the phase,

\[ A(t) = A + \Delta_A(t) \]

(2.2)

is the amplitude, \( \Delta_A(t) \) characterizes the amplitude variation, and \( t \) denotes the reference or global time. Note that the specific amplitude values of the oscillator are unimportant for our model. The instantaneous radian frequency function \( \dot{\Phi}(t) \) can be modeled in the form [19]

\[ \dot{\Phi}(t) = \omega_0 + \sum_{k=0}^{M-1} \frac{L(k)}{k!} t^k + \dot{\xi}(t), \]

(2.3)

where \( \omega_0 \) is a constant denoting the nominal value of the free running radian frequency of the oscillator. \( L(0) \) represents the initial radian frequency error (departure). This error arises from the uncertainty which exists in the initial setting of the oscillators. The \( L(k) \)'s \((k = 1, \ldots, M - 1)^1 \) specify a set of time-independent values modeling the \( k \)th order radian

^1M is a non-negative integer which indicates the order of frequency drifts we consider in the hardware clock model.
frequency drifts, and \( \dot{\xi}(t) \) is a stationary zero-mean random process characterizing the short-term oscillator instabilities.

The oscillator phase process can be obtained by integrating (2.3) from 0 to \( t \). This results in

\[
\Phi(t) = \Phi(0) + \omega_0 t + \sum_{k=1}^{M} \frac{L(k-1)}{k!} t^k + [\xi(t) - \xi(0)]
\]

(2.4)

for \( M \geq 1 \). The 'value' of the hardware clock is obtained by dividing the oscillator phase by the nominal free-running radian frequency of the oscillator \( \omega_0 \). Correspondingly, the hardware clock value \( T(t) \) can be expressed as

\[
T(t) \triangleq \frac{\Phi(t)}{\omega_0} = T(0) + t + q(1)t + \frac{q(2)}{2} t^2 + \sum_{k=3}^{M} \frac{q(k)}{k!} t^k + \Upsilon(t),
\]

(2.5)

where \( T(0) = \Phi(0)/\omega_0 \), \( q(k) = L(k-1)/\omega_0 \) \( (k = 1, \ldots, M) \) are a set of values modeling the \( (k-1) \)th-order time drifts and \( \Upsilon(t) = [\xi(t) - \xi(0)]/\omega_0 \) is, in general, a nonstationary stochastic process characterizing the short-term clock instabilities.

Even though (2.5) is a complete hardware clock model in the sense that it will be accurate for smooth phase functions as \( M \) is large and \( t \) is small, it is not necessary in practice. Firstly, the values of \( q(k) \) \( (k = 3, \ldots, M) \) are so small (compared to the clock resolution) [20] that it can be totally ignored. Moreover, in this thesis we assume \( \Upsilon(t) = 0 \). This is a reasonable assumption\(^2\) since we are not dealing with the precise measurement of time, but rather the relative time synchronization of clocks in the network [20]. In this way, the important terms that characterize the performance of a hardware clock can be defined based on (2.5). These terms can also be called hardware clock parameters.

- **Offset**: \( \theta \triangleq T(0) \).
- **Frequency**: \( f \triangleq 1 + q(1) \).
- **Skew**: \( \rho \triangleq q(1) \).
- **Drift**: \( D \triangleq q(2)/2 \).

Note that offset, frequency, and drift are all determined by the hardware clock and cannot be measured or adjusted.

For a crystal oscillator commonly used in telecommunication radios, the reasonable values for the skew are \([1, 100]\) part per million (ppm) relative to \( f \) [10]. Additionally, the drift is mainly caused by a gradual change in frequency over days or months, which is known as aging. An illustration of the aging effect is shown in Fig. 2.1\(^3\), which is inspired by [21]. Since the values of skew and drift usually have different scales, there should be different adopted hardware clock models in different applications.

\(^2\)According to [21], for a typical quartz oscillator, the standard deviation of the short-term frequency variations is around \( 10^{-12} \) by averaging 10 seconds.

\(^3\)The aging rate of an oscillator is highest when it is first turned on [21].
For long-term applications, i.e., the synchronized clocks need to be used for more than several hours, the effects of drift should be considered [22–24]. In this case, clock model I is presented as follows.

\[ T(t) = D t^2 + f t + \theta = D t^2 + (1 + \rho) t + \theta. \]  

(2.6)

For short-term applications, the effects of drift can be neglected. Then, there are two possible hardware clock models being utilized in the existing literature. Some works take both offset and skew into account [9, 11, 14–17, 25–36], which gives clock model II as

\[ T(t) = f t + \theta = (1 + \rho) t + \theta. \]  

(2.7)

Other works only consider offset [12, 15, 25], which introduces clock model III

\[ T(t) = t + \theta. \]  

(2.8)

### 2.1.2 Logical Clock Models

Since the clock parameters of a hardware clock cannot be measured or adjusted manually, each node also maintains a logical clock whose value is a function of the current hardware clock value. In this thesis, we focus on the affine function, and calculate the logical clock value \( C(t) \) as

\[ C(t) = \alpha T(t) + \beta, \]  

(2.9)

where \( \alpha (\alpha > 0) \) and \( \beta \) are control parameters updated by the synchronization algorithm. In this way, the logical clock value \( C(t) \) represents the synchronized time for each node. This relationship is also shown in Fig. 2.2.
2.2 Performance Metrics

Even though a wide range of applications require clock synchronization, each application places different demands. For instance, some applications need high accuracy, e.g., T-DMA, while some applications have less requirement on the accuracy but more on the energy efficiency, e.g., power management in WSNs. To the best of our knowledge, there is no unique criterion to evaluate various clock synchronization schemes. In this section, we provide some possible metrics for the performance evaluation.

2.2.1 Accuracy

It is of great importance to synchronize clocks as accurately as possible. The accuracy, however, can be interpreted from different aspects.

Accuracy of Parameter Estimation

In pairwise clock synchronization, the objective is usually to synchronize one node to the other one by adjusting local clock parameters. In this way, the clock synchronization problem is inherently a parameter estimation problem. Even in network-wide synchronization, each node needs to update its clock parameters based on the timing messages received from other nodes. This is also related to parameter estimation if we consider that the received messages are inaccurate due to the delays and distortions.

In parameter estimation, a fairly common performance metric is the root mean square error (RMSE). The RMSE of an estimator \( \hat{z} \) is defined as

\[
\text{RMSE} \triangleq \sqrt{\mathbb{E}[\hat{z}^2 - z^2]},
\]

where \( z \) is the true value, and the expectation is taken over different realizations.

Accuracy of Synchronized Clock Value

What is finally being used is the synchronized clock value, and therefore its accuracy is another reasonable performance metric. Consider a network that consists of a set of nodes \( \mathcal{V} = \{1, 2, \ldots, N\} \). The synchronization error between a pair of nodes \( i \) and \( j \) is defined as

\[
e_{ij}(t) \triangleq |C_i(t) - C_j(t)|, \quad i, j \in \mathcal{V}, \text{ and } i \neq j
\]
where $C_i(t)$ and $C_j(t)$ are the synchronized clock values at global time $t$ of nodes $i$ and $j$, respectively. We model $e_{ij}(t)$ as random process, which in general is nonstationary. The randomness comes from, e.g., randomness in transmissions of signals or timing messages (channel noise, packet errors, transmission delays, etc.), random network topologies, or random mobility.

Since $|\mathcal{V}| = N$, there are $N(N-1)/2$ unique, nonzero synchronization error processes. These can be (partially) characterized by their marginal cumulative distribution functions (CDFs),

$$P_{e_{ij}(t)}(x) \triangleq \Pr\{e_{ij}(t) \leq x\}, \quad i, j \in \mathcal{V}, \ i \neq j, \ \text{and} \ t \in \mathbb{R},$$

where the CDF is calculated over different pairs and different network topologies. From the CDF, we can calculate various metrics such as expected value, standard deviation, median or other percentiles.

To characterize a network, we can study the CDF of, e.g., the average error (over all unique pairs),

$$\bar{e}(t) \triangleq \frac{2}{N(N-1)} \sum_{i,j \in \mathcal{V}, j>i} e_{ij}(t),$$

or the worst-case error

$$e_{\text{max}}(t) \triangleq \max_{i,j \in \mathcal{V}} e_{ij}(t).$$

That is, the CDFs are

$$P_{\bar{e}(t)}(x) \triangleq \Pr\{\bar{e}(t) \leq x\},$$

$$P_{e_{\text{max}}(t)}(x) \triangleq \Pr\{e_{\text{max}}(t) \leq x\},$$

where the CDFs are calculated over different network topologies, and we can compute expected values, moments, percentiles, etc., for these.

### 2.2.2 Cost

Another evaluation criterion, which is mainly a practical issue, is the cost of implementing an algorithm. In general, cost is commonly studied using the following metrics.

- Convergence time, which is the time needed by the algorithm to converge to a desired synchronization accuracy.
- Algorithm complexity, which determines the computational complexity of the algorithm in time and space.
- Power consumption, which is a combination of the power required to perform the local implementation of the synchronization algorithm, and the power consumed to send and receive timing messages.
- Communication overhead, which is the amount of transmitted information needed for the synchronization algorithm.
2.2.3 Robustness

As analyzed in Section 2.2.1, there are different sources for the randomness. Therefore, robustness is another important issue for clock synchronization algorithms. The considerations of robustness include

- robustness against random transmission delays with different levels and distributions;
- robustness against dynamic topologies with node failures and changing connections, which is considered for network-wide synchronization algorithms;
- robustness against packet losses regarding the timing messages.

2.2.4 Scalability

The network may consist of a few or many nodes. Hence, one way to assess the network-wide synchronization algorithms is to evaluate if they can perform well in both small networks and large networks, which is often referred as the scalability.

2.2.5 Summary

In conclusion, even though there is no unique way to compare different clock synchronization algorithms, some reasonable metrics, e.g., the metrics considered in this section, can be utilized for the performance evaluation.
Chapter 3

Pairwise Clock Synchronization via Two-Way Message Exchange

3.1 Protocols

Clock synchronization can be achieved by transferring timing messages among different nodes, where the timing messages contain the timestamps recorded by the clock of the transmitter. There are three basic message transmission mechanisms: one-way message transmission, receiver-receiver exchange, and two-way message exchange.

3.1.1 One-Way Message Transmission

In one-way message transmission mechanism, the reference node records its current clock value and transmits it as a timestamp to the other node. Then the receiver (i.e., a normal node) measures its local clock value at the arrival of the timestamp [16]. This procedure is defined as a synchronization round (SR) in the one-way message transmission scheme. After some SRs, using the collected timestamps and local clock values, the normal node synchronizes itself to the reference node by estimating its relative clock parameters with regard to the reference node. The one-way message transmission mechanism is illustrated in Fig. 3.1, where \{T_{1,1}, T_{1,2}, ...\} is provided by the reference node and \{T_{2,1}, T_{2,2}, ...\} are the reception times recorded in the normal node. Note that \(T_{1,k}\) is in the reference node clock and \(T_{2,k}\) is in the normal node clock.

3.1.2 Receiver-Receiver Message Exchange

The receiver-receiver message exchange mechanism [37] exploits the broadcast nature of the medium to synchronize the receivers with each other. A reference node broadcasts a message that arrives at roughly the same instant at different receivers; the time difference is mainly due to the difference between the propagation delays to the receivers, which may be neglected for some applications. The timestamp of the reception of the broadcast message is recorded at each receiver and exchanged with each other to calculate the relative clock parameters.
3.1.3 Two-Way Message Exchange

The most widely used mechanism is the two-way message exchange [14], which identifies a two-way communication handshake protocol between two nodes sharing their timestamps in order to achieve synchronization. Here each two-way communication is defined as one SR. This mechanism is described in Fig. 3.2. In the $k$th SR, the normal node records its current clock value as timestamp $T_{1,k}$ and sends a message to the reference node at the same time. The reference node records its clock value $T_{2,k}$ at the reception of that message. Then the reference node measures its current clock value as $T_{3,k}$ and sends another message containing $T_{2,k}$ and $T_{3,k}$. Finally, the normal node records its clock value as $T_{4,k}$ when receiving the message. Note that $T_{1,i}$ and $T_{3,i}$ are the timestamps provided by the normal node, while $T_{2,i}$ and $T_{3,i}$ are the timestamps recorded by the reference node.

In the following of this chapter, we will study the pairwise clock synchronization problem using the two-way message exchange mechanism.
3.2 Problem Formulation

3.2.1 System Model

Assume node $i$, which is the normal node, needs to synchronize to node $j$, which is the reference node. The clock values of the two nodes are

$$T_i = g_i(t) \quad \text{and} \quad T_j = g_j(t),$$

(3.1)

respectively. Here $g_i(t)$ and $g_j(t)$ are continuous, differentiable, and strictly increasing functions, since we assume clocks can neither stop nor run backwards. Moreover, $g_i(t)$ and $g_j(t)$ can be defined as different forms to represent the different clock models in Section 1. Specifically, if $g_i(t)$ is a quadratic function with three parameters, it denotes the clock model I; if $g_i(t)$ is an affine function with both slope and intercept, it indicates the clock model II; and if $g_i(t)$ is an affine function with only intercept, it represents the clock model III. In this way, the clock value relationship between the two nodes can be expressed as

$$T_j = g_j(g_i^{-1}(T_i)) = g_{ji}(T_i),$$

(3.2)

where $g_i^{-1}(t)$ is the inverse function of $g_i(t)$. We can expand the function $g_{ji}(T_i)$ around the point $T_i = T_0$ through a Taylor expansion

$$T_j = g_{ji}(T_i) = g_{ji}(T_0) + g'_{ji}(T_0)(T_i - T_0) + \frac{g''_{ji}(T_0)}{2}(T_i - T_0)^2$$

$$+ \sum_{k=3}^{\infty} \frac{g^{(k)}_{ji}(T_0)}{k!}(T_i - T_0)^k,$$

(3.4)

where $T_0$ is usually set as node $i$'s clock value when it starts the synchronization, i.e., $T_0 = T_{1,1}$ in Fig. 3.2. As analyzed in [19], the higher-order terms in the Taylor expansion in (3.4) are very small. Then, according to different applications and requirements, (3.4) can be approximated by the following three different models.

- **Relative offset and skew and drift model**

  $$T_j \approx \hat{\theta} + (1 + \hat{\rho})(T_i - T_0) + D(T_i - T_0)^2,$$

  (3.5)

  where $\hat{\theta} \triangleq g_{ji}(T_0)$, $\hat{\rho} \triangleq g'_{ji}(T_0) - 1$ and $D \triangleq g''_{ji}(T_0)/2$ denote the relative offset, relative skew, and relative drift, respectively.

- **Relative offset and skew model**

  $$T_j \approx \hat{\theta} + (1 + \hat{\rho})(T_i - T_0).$$

  (3.6)

- **Relative offset model**

  $$T_j \approx \hat{\theta} + T_i,$$

  (3.7)

  where $\hat{\theta} \triangleq g_{ji}(T_0) - T_0$ denotes the relative offset.
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Figure 3.3: Sources of transmission delays.

Note that (3.6) is a complete and accurate description of the relationship if both nodes have clock model II.

After modeling the clock value relationship, the objective of pairwise synchronization becomes the estimation of relative clock parameters in (3.5), (3.6) or (3.7), by utilizing the collected timestamps from the two-way message exchange mechanism.

3.2.2 Challenges

Even though we only consider two nodes now, clock synchronization is not an easy task. In the absence of the delay during the message transmission between two nodes, the receiver node will immediately know the relative clock value difference with respect to the transmitter node. Nonetheless, in practical wireless networks, various delays impose effects on the timestamp exchange procedure, which will complicate the clock synchronization.

Fig. 3.3 presents the possible sources of delays [14] [16], where each component is briefly analyzed as follows.

- **Send time**: the time spent at the sender to construct the message. Send time also accounts for the delay incurred by the packet to reach the medium access control (MAC) layer from the application (APP) layer. This delay is highly variable due to the software delays introduced by the underlying operating system.

- **Access time**: the delay incurred waiting for access to the transmit channel. This is perhaps the most critical factor contributing to the overall delay. Moreover, it is highly variable in nature and is specific to the MAC protocol employed by the sensor node.

- **Transmission time**: it refers to the time when a packet is transmitted bit by bit at the physical (PHY) layer. This delay is mainly deterministic.
• Propagation time: this is the actual time taken by the packet to traverse the wireless link from the sender to the receiver. It is depends mainly on the distance between the two nodes.

• Reception time: this refers to the time taken in receiving the bits and passing them to the MAC layer. This is going to be mainly deterministic.

• Receive time: time to process the incoming message and to notify the receiver application. Its characteristics are similar to that of send time.

Depending on which point in Fig. 3.3 we obtain timestamps, the time stamping method can be divided into APP layer time stamping and MAC layer time stamping. In APP layer time stamping, the transmitter records its timestamp when the packet enters the APP layer (i.e., at the A<sub>t</sub> point), then the receiver measures its timestamp just when the packet leaves the APP layer (i.e., at the A<sub>r</sub> point). On the other hand, MAC layer time stamping means that the current timestamp is written into the message payload right before the first bit of the packet is sent to the PHY layer at the transmitter (i.e., at the M<sub>t</sub> point), and the timestamp at the receiver side is recorded right after the first bit has arrived at the MAC layer (i.e., at the M<sub>r</sub> point). Both time stamping methods have their pros and cons. The MAC layer time stamping can largely reduce the effects of transmission delays. However, it requires accessing the lower layers, which is not always possible when using standard or complex protocols [38].

The overall delays can be categorized into two classes: fixed delays and random delays. The characteristics of random delays depend on various applications and justifications, and thus no single model can fit for every case. Several probability density functions (PDFs) (e.g., Gaussian, exponential, Gamma, Weibull, and so forth) are utilized to model the random delays, where Gaussian and exponential are the two most widely used distributions. The Gaussian model is reasonable [37] if the delays are thought to be the addition of many independent random processes due to the central limit theorem, while, the exponential distribution is justified in [39].

### 3.3 Tools and Algorithms

Based on the two-way message exchange mechanism, many pairwise clock synchronization schemes have been designed over the past few years.

#### 3.3.1 Estimation of Relative Offset

When only relative offset is considered, i.e., the relationship model in (3.7), [15] presents the maximum likelihood (ML) estimator under the assumption of Gaussian random delays, which coincides with the corresponding minimum variance unbiased (MVU) estimator. With exponentially distributed random delays, [40] states that the ML estimator is not unique when both fixed delays and the mean of random delays are known. On the other hand, [41] proposes the ML estimator when the fixed delays are not available, with the mean of random delays being either known or unknown; and [25] derives the MVU
estimator. Furthermore, the Weibull distributed random delays are considered in [42], and the associated uniformly MVU estimator is also proposed.

3.3.2 Estimation of Relative Offset and Skew

When both relative offset and skew exist, i.e., the relationship model in (3.6), the authors in [15] and [43] propose joint ML estimators for Gaussian random delays with known and unknown fixed delays, respectively. Also, the joint Cramér-Rao lower bound (CRLB) is derived in [15].

Assuming exponentially distributed random delays, [26] and [11] propose two different iterative ML estimators. Another ML estimator is derived in [44] by transforming the five dimensional optimization problem into a one dimensional problem. To further exploit the available range constraint on the relative skew, [Paper A] proposes a clock synchronization algorithm which directly uses MSE as the metric to be optimized. Moreover, since the regularity condition of deriving CRLB does not hold in the exponential case, [11] introduces an approximated CRLB, and [Paper B] deduces the Chapman-Robbins bound (CHRB).

More recently, without the assumption on the distribution of random delays, two robust synchronization algorithms are proposed in [45] and [Paper B], respectively.

3.3.3 Estimation of Relative Offset, Skew, and Drift

When the relative drift is also considered, i.e., the relationship model in (3.5), the authors in [22] derive the joint ML estimator for clock offset, skew and drift with exponentially distributed random delays, and we propose an algorithm in [23] to estimate these three parameters with arbitrary distribution of random delays.
Chapter 4

Network-Wide Clock Synchronization via Distributed Schemes

In contrast to Chapter 2, where the clock synchronization is investigated between a pair of nodes, this chapter considers the clock synchronization for multiple (more than 2) nodes, i.e., network-wide clock synchronization.

Some clock synchronization protocols [14, 16, 46] elect one (or more) reference node(s), and build a hierarchical tree with the reference node as the root. The synchronization is then carried out through the tree from the root to leaves, as shown in Fig. 4.1. To synchronize the nodes at adjacent levels, the pairwise clock synchronization is performed with two-way [14, 46] or one-way [16] message exchange mechanism. In these protocols, the estimation techniques discussed in Section 3.3 can be utilized directly for synchronizing two nodes at adjacent levels. Additionally, the receiver-receiver exchange mechanism for pairwise synchronization can also be extended to network-wide synchronization, which relies on the effective clustering of the nodes around the broadcast nodes [37].

The network-wide clock synchronization schemes described in the previous paragraph rely on the hierarchical structure, and is therefore sensitive to node failures and dynamic network topologies. For instance, if the cluster head leaves the network, a new one is required to be discovered and selected. Likewise, if the nodes are mobile, new hierarchies need to be constructed across the entire network for different time instances. These limitations will pose challenges on their applications in mobile or ad hoc networks.

An alternative approach to network-wide clock synchronization is based on distributed schemes, where nodes implement the same algorithm individually without relying on a network hierarchy. The distributed nature of these techniques can often result in improved scalability, and robustness to node failures as well as network mobility. There are mainly three design approaches.

- Converge-to-max, where a node only synchronizes to the transmitter which has greater clock value than the node’s own local clock. Due to its simplicity, this protocol is the technique specified in IEEE 802.11 [12], which is called timing synchronization function (TSF). In 802.11 TSF, clock synchronization is achieved by periodical timing information exchange through beacon frames, which contain timestamps.
The lack of scalability of TSF is first analyzed in [47]. To handle the scalability problem, the authors in [29, 47, 48] propose several methods to improve the TSF, where the basic principle is to make each node adjust its frequency of beacon transmission according to the received beacon messages. However, as addressed in [49], a common problem for all converge-to-max schemes is the contradiction between the 

*fastest node asynchronism* and the *time partitioning*. Since a node only synchronizes to a faster node, the clock value of the fastest node (a node with the greatest clock value in the network) will keep drifting away from other nodes, unless it becomes the beacon transmitter. This problem is called the fastest node asynchronism problem, which can be reduced by giving higher priority to the beacon transmissions of the node with a faster clock. Nevertheless, the different priority will result in the time partitioning problem, where the clock values in two groups of nodes can keep on drifting away from each other, even though they are connected.

- Reference-consensus in distributed manner [50, 51], where one or more reference nodes with accurate clocks exist and the goal is to disseminate the accurate clock value throughout the entire network in a distributed manner. In this mechanism, the reference node(s) will ignore the received timing messages, and the normal nodes will use the same algorithm to update its local logical clock based on the timing messages received from its neighbors.

- Arbitrary-consensus, where the goal is to synchronize all the clocks in the network to a common value. Note that it does not matter what this common value is. There are many work [30–34, 36, 52–56] [Paper C] in this direction. The main differences lie in the timing message transmission mechanism and the local clock adjustment algorithm. In the remaining of this chapter, we will focus on the arbitrary-consensus clock synchronization problem.
4.1 Problem Formulation for Distributed Clock Synchronization

4.1.1 System Model

We consider a network represented by a graph $G(\ell) = (\mathcal{V}, \mathcal{E}(\ell))$, where the vertex set $\mathcal{V} = \{1, 2, ..., N\}$ contains $N$ nodes, and the edge set $\mathcal{E}(\ell)$ is defined as the set of available communication links during the $\ell$th SR. For network-wide clock synchronization, one SR is defined as the time interval between two intended broadcasts per node.

Each node in the network is equipped with a hardware clock, here we assume the clock model II in (2.7) is used. That is, for the $i$th node, we have the hardware clock value,

$$ T_i(t) = f_i t + \theta_i, \quad \forall i \in \mathcal{V}, \quad (4.1) $$

where $f_i$ indicates the hardware clock frequency, and $\theta_i$ denotes the hardware clock offset. Besides, each node also maintains a logical clock value, i.e., $C_i(t)$ for the $i$th node. Based on (2.9), then, $C_i(t)$ is calculated as:

$$ C_i(t) = \alpha_i T_i(t) + \beta_i = \alpha_i f_i t + \alpha_i \theta_i + \beta_i = \hat{f}_i t + \hat{\theta}_i, \quad (4.2)-(4.3) $$

where $\alpha_i \ (\alpha_i > 0)$ and $\beta_i$ are the $i$th node’s control parameters updated by the synchronization algorithm (see Fig. 2.2), and

$$ \hat{f}_i \triangleq \alpha_i f_i, \quad (4.5) \quad \hat{\theta}_i \triangleq \alpha_i \theta_i + \beta_i \quad (4.6) $$

represent the logical clock frequency and logical clock offset.

The aim of network-wide clock synchronization is to attain an arbitrary-consensus between logical clocks through local interactions between nodes. Namely,

$$ \lim_{t \to +\infty} C_i(t) = C_v(t), \quad \forall i \in \mathcal{V}, \quad (4.7) $$

where

$$ C_v(t) = f_v t + \theta_v, \quad f_v > 0, \quad (4.8) $$

denotes the virtual consensus clock. For the $i$th node, the asymptotic consensus (4.7) is equivalent to concurrently achieving the following two consensus equations:

$$ \lim_{t \to +\infty} \hat{f}_i = f_v, \quad (4.9) \quad \lim_{t \to +\infty} \hat{\theta}_i = \theta_v \quad (4.10) $$

where the values of $f_v$ and $\theta_v$ are decided by $\mathcal{E}(\ell), \{f_1, f_2, ..., f_N\}$, and $\{\theta_1, \theta_2, ..., \theta_N\}$ together.
4.1.2 Challenges

There are mainly three challenges regarding the distributed clock synchronization problem.

Required Timing Messages and Their Transmission Mechanisms

To utilize the broadcast nature of the wireless medium, in distributed clock synchronization, nodes broadcast timing messages which contain the timestamps recorded by the clock of the transmitter. These messages are in turn used to adjust the clocks of the receivers. When we are dealing with multihop networks, i.e., not every pair of two nodes can communicate with each other, the broadcasted messages can only reach the neighbors of the transmitter.

Some synchronization algorithms require the timing messages from all the neighbors, which can further be used in two different ways.

- Simultaneous update [17, 32, 33]: each node first collects the timing messages from all of its neighbors, and then adjusts its local logical clock by adopting these messages simultaneously.

- Sequential update [31, 34]: each node sequentially update its logical clock whenever it receives a timing message provided that it can receive the messages from all of its neighbors during each SR.

Both ways work well when we have a scheduled medium access protocol (e.g., TDMA), where the order of the timing message transmissions of different nodes is set. When we have a random access (e.g., carrier sense multiple access), however, these synchronization schemes are hard to implement.

When assuming random medium access protocol, a node can broadcast timing messages at any time in any order. Even though this assumption is more practical, it gives rise to new challenges, e.g., there is no information about how many and what neighbors a node can receive messages from during each SR. In this way, it will be more difficult to achieve the arbitrary-consensus mentioned above. Some work in this direction are reported in [17, 27–30].

Adjustment of Logical Frequency

Since the logical frequency basically represents the slope of the logical clock model (4.4), the following two requirements are sufficient for the appropriate update of the logical frequency: 1) the local node, e.g., the \( i \)th node, receives at least two timestamps from another node, e.g., the \( j \)th node; 2) the logical clocks of both the \( i \)th node and the \( j \)th node are not adjusted between the two receptions. Obviously the conditions can be satisfied if the \( i \)th node does not adjust its logical clock until it receives the second message from the \( j \)th node. However, this method will cause fairly slow convergence time, especially for dense networks.
Transmission Delays

Even though most literature in network-wide clock synchronization utilize the MAC layer time stamping to largely reduce the effects of transmission delays, there could still be some delays remaining. When these remaining delays are also taken into account, how to guarantee the robustness of the synchronization algorithms, is another challenge.

4.2 Tools and Algorithms

Distributed network-wide clock synchronization is inherently a consensus problem [57] which has a long history in the field of distributed computing. As in most distributed algorithms, the main design issues are convergence speed and resilience to noise. There are tools from different areas for solving consensus problems, for instance, matrix theory, optimization theory, and control theory. In this section, we will give a summary regarding the applications of tools (from matrix theory and optimization theory) in distributed clock synchronization.

4.2.1 Algorithms Based on Matrix Theory

As analyzed in Section 4.1.1, the consensus of the logical clocks is equivalent to the consensus of both logical offsets and logical frequencies. Assume $z$ a vector including the states of all nodes in the network. Here the state can be either the logical offset or the logical frequency. In this way, the update of $z$ can be written in a vector form

$$z^{(\ell+1)} = P^{(\ell)} z^{(\ell)},$$

where $\ell$ is the discrete time index of the SR, $P^{(\ell)}$ is the transfer matrix which depends on the current edge set $E(\ell)$ and local operations per node. The formulation (4.11) assumes that the new state updates are linear combinations of the previous states. Therefore, the key issue in clock synchronization is to derive the matrix $P^{(\ell)}$ by designing the local operations per node. Moreover, the authors in [58] and [59] present the sufficient conditions for $P^{(\ell)}$ to achieve the consensus in undirected graphs and directed graphs, respectively. Note that the derivation of the conditions does not take the noise into account. Following the conditions in [58] and [59], [30–34, 36, 52] and [Paper C] propose different clock synchronization algorithms by different local operations.

4.2.2 Algorithms Based on Distributed Optimization

As shown in [60], the consensus problem can be formulated as an optimization problem, where the optimal solution is the average consensus. The authors in [61] apply the alternating direction multiplier method (ADMM) into the distributed clock synchronization problem, where ADMM is an iterative algorithm for solving convex minimization problems. Furthermore, in order to reduce the effects of noise, [53–56] formulate optimization

---

1There are different sources for the noise, such as measurement noise, packet errors, and transmission delay, where the delay is the key factor in clock synchronization problems.
problems with noisy timing messages, where the solution can be used to optimize the update of logical clock parameters.
Chapter 5

Conclusions and Future Work

This thesis studies clock synchronization problem for wireless networks, where both pairwise clock synchronization and network-wide clock synchronization are investigated. In pairwise clock synchronization, we first analyze the challenges and transform the synchronization problem into an estimation problem. Then we utilize estimation techniques to propose several synchronization algorithms and performance bounds. In network-wide clock synchronization, we first formulate the problem for distributed clock synchronization, and then discuss some possible mathematical tools to solve this problem. Moreover, we also propose several network-wide synchronization algorithms based on consensus techniques.

5.1 Contributions

The main contributions of this thesis can be found in the three appended papers.

1. **Paper A: “On clock offset and skew estimation with exponentially distributed delays”**
   In this paper, we investigate the pairwise clock synchronization problem based on a two-way timing message exchange mechanism with exponentially distributed random delays. Without knowing the fixed delays, a novel synchronization scheme is proposed for the linear clock model, which works well in both symmetric and asymmetric links. In the proposed algorithm, the clock skew and offset are estimated by directly utilizing mean square error as the metric to be optimized. This consideration results in significant performance improvements compared to the existing synchronization methods, especially for a small number of observations and large standard deviation of the random delays.

2. **Paper B: “On clock offset and skew estimation with a two-way message exchange mechanism”**
   This paper studies the pairwise clock synchronization problem based on a two-way timing message exchange mechanism with unknown fixed delays. Different distributions of random delays are considered. For a Gaussian distribution, we derive the Cramér-Rao lower bound for the joint estimation of clock offset and skew, and propose a linear-biased estimator to improve the precision. For an exponential distribution, we extend
our previous work by deriving the Chapman-Robbins bound. Moreover, a simple and robust estimation algorithm is also proposed to handle arbitrary delay distributions, which can achieve a good tradeoff between accuracy and complexity. Finally, we present simulation results to evaluate different clock synchronization methods. It is shown that the proposed synchronization algorithms exhibit superiority over the existing schemes in most scenarios, especially for small number of observations or large delay variances.

3. Paper C: “Random broadcast based distributed consensus clock synchronization for mobile networks”

Clock synchronization is a crucial issue for mobile ad hoc networks due to the dynamic and distributed nature of these networks. In this paper, employing affine models for local clocks, we proposed a random broadcast based distributed consensus clock synchronization algorithm. In the absence of transmission delays, we theoretically prove the convergence of the proposed scheme, which is further illustrated by the numerical results. On the other hand, when the transmission delays are also taken into account, the proposed approach still shows resilience. Besides, it is also concluded from the simulations that the proposed scheme scales well with the number of nodes, and is robust to transmission delays as well as different accuracy requirements.

5.2 Conclusions

To conclude, in pairwise clock synchronization, the problem can be formulated as an estimation problem. In this scenario, biased estimators, which can be derived based on the knowledge of the range constraint on the clock skew, are useful to improve the RMSE of the estimations on clock offset and skew. However, since the biased estimators utilize the minimax idea, their performances are not straightforward to interpret. For example, the RMSE of the biased estimator is not a monotonically decreasing function as the number of observations increases or the delay variance decreases.

When it comes to network-wide clock synchronization, more considerations need to be taken into account, such as the ability of achieving consensus, convergence time, computational complexity, communication overhead, scalability to the number of nodes, and robustness against transmission delays. Therefore, no single algorithm can beat others from all perspectives. Nevertheless, if we focus on the ability to achieve consensus when there is no delay, and the robustness against delays when they are also considered, [Paper C] proposes a network-wide synchronization algorithm which performs well in both scenarios with and without delay.

5.3 Future Work

In the future, we will continue our study on network-wide clock synchronization. Ongoing research and some possible future directions are as follows.

- In Paper C, we assume there is no reference clock and our goal is to synchronize all the clocks to an arbitrary common value. In some scenarios, on the other hand, one
or several reference clocks do exist and the normal clocks are required to synchronize to the reference clock(s). In this case, what is the theoretical relationship between the convergence speed and the number of reference clocks? Furthermore, how to design distributed synchronization algorithms to speed up the convergence as much as possible?

- In pairwise clock synchronization, i.e., Paper A and Paper B, our focus is to reduce the effects of random transmission delays. While in network-wide clock synchronization, i.e., Paper C, we mainly study the convergence under the scenario without delay and then evaluate algorithms’ robustness to delays through simulation. Nevertheless, if we take into account the statistics of random delays for designing distributed synchronization algorithm, the synchronization accuracy can be further improved. This can be somehow considered as the combination of parameter estimation and consensus techniques.

### 5.4 Related Publications

Other related publications by the author, which are not included in this thesis, are listed below.


References


