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Abstract
Multiple sensor measurements have gained in popularity for computer vision
tasks such as visual object tracking and visual pattern classification. The
main idea is that multiple sensors may provide rich and redundant informa-
tion, due to wide spatial or frequency coverage of the scene, which are advan-
tageous over single sensor measurements in learning object model/feature
and inferring target state/attribute in complex scenarios.

This thesis mainly addresses two problems, both exploiting multiple sen-
sor measurements. One is video object tracking through occlusions using
multiple uncalibrated cameras with overlapping fields of view, the other
is multi-class image classification through sensor fusion of visual-band and
thermal infrared (IR) cameras.

Paper A proposes a multi-view tracker in an alternate mode with on-
line learning on Riemannian manifolds by cross-view appearance mapping.
The mapping of object appearance between views is achieved by projective
transformations that are estimated from warped vertical axis of tracked
object by combining multi-view geometric constraints. A similarity met-
ric is defined on Riemannian manifolds, as the shortest geodesic distance
between a candidate object and a set of mapped references from multiple
views. Based on this metric, a criterion of multi-view maximum likelihood
(ML) is introduced for the inference of object state.

Paper B proposes a visual-IR fusion-based classifier by multi-class boost-
ing with sub-ensemble learning. In our scheme, a multi-class AdaBoost
classification framework is presented where information obtained from vi-
sual and thermal IR bands interactively complement each other. This is
accomplished by learning weak hypotheses for visual and IR bands inde-
pendently and then fusing them as learning a sub-ensemble.

Proposed methods are shown to be effective and have improved perfor-
mance compared to previous approaches that are closely related, as demon-
strated through experiments based on real-world datasets.

Keywords: visual object tracking, visual pattern classification, multiple
sensor measurements, sensor fusion, multiple view geometry, Riemannian
manifold, boosting
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Part I

Introductory chapters





Chapter 1

Introduction

With the rapid technology advancement of optical electronics and data stor-
age over the past few decades, digital camera sensors have become ubiq-
uitous, leading to the rise of image/video signal processing and analysis.
Computer vision can be considered as a subset of image/video signal pro-
cessing and analysis, and the principle is mainly based on machine learning
and pattern recognition techniques. Tracking and classification of visual
objects have been two important tasks within the field of computer vision.

In the context of computer vision, where the sensors are cameras, ob-
ject tracking is concerned with the estimation of the position and shape
of objects in the image plane, as they change poses and move around the
scene [1], while pattern classification generally aims to assign each input im-
age or video that contains an event or a scene to one of a given set of classes,
taking into account their statistical variation [2]. These two subjects have
attracted a great deal of research interest in recent years, largely driven by
their real-world applications, for example, video surveillance in public ar-
eas such as airports and banks, human-computer interaction (HCI), traffic
safety such as monitoring of driver attentiveness, ambient intelligence, and
computer-assisted elderly care.

Designing an effective and robust visual object tracking or classifica-
tion system is far from being a simple task due to a variety of challenges
and constraints. Commonly encountered difficulties include illumination
variance, background clutter, occlusions, and real time constraint. Addi-
tionally, for a reliable tracker, complex object shape and motion need to
be accommodated, and for an accurate classifier, intra-class variation needs
to be addressed. Despite much effort that is made and numerous methods
that are proposed in last decades, achieving improved performance for a
guaranteed effectiveness and robustness of trackers and classifiers remains
an open issue.
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1 Addressed Problems

This thesis mainly addresses two problems. One is video object tracking
under occlusion, the other is multi-class image classification, both using
multiple sensor measurements, summarized as follows.

• Tracking of visual objects containing long-term partial/full occlusions or
frequent intersections, where multiple uncalibrated cameras with over-
lapping fields of view are exploited. The assumptions are that targets
are visible in at least one camera view and move uprightly on a common
planar ground that may induce a homography relation between views, as
shown in Fig. 1.1.

Figure 1.1: Example of a three-camera case with overlapping fields of view,
where a dominating ground plane is present [61].

• Classification of multi-class visual objects ranging from face poses (Fig.
1.2) to various activities (Fig. 1.3). The emphasis is on the methodolo-
gies, with applications to the above two applications (preliminary studies
are performed for the 2nd applicational scenarios [60]). For face pose
classification addressed in this thesis, it also includes sensor fusion where
visual-band and thermal infrared (IR) cameras are employed. That is,
for each face pose to be classified, a pair of visual-band and thermal IR
images is captured. The class labels for face poses are defined as front,
left, right, up and down, as shown in Fig. 1.2.

Figure 1.2: Example of face images in visual (1st row) and thermal infrared
(2nd row) bands with five poses.
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Figure 1.3: Example images of human activities in different classes [62].
From left to right columns: drinking, eating, reading, phone
calling, using laptop, vacuum cleaning, and playing guitar.

2 State of the Art: an Overview

This section gives a brief introduction of state-of-the-art techniques in visual
object tracking and classification that are relevant to the addressed problems
in this thesis, respectively.

2.1 Visual Object Tracking with Occlusion Handling

Visual object occlusion is one of the most commonly encountered issues in
visual object tracking. It occurs when other objects obstruct the line of
sight between camera sensors and the object of interest (or, target). In the
view of camera sensors, the object of interest is partially or fully occluded
by other objects in images, and its appearance is more or less altered by the
occluding objects. Tracking occluded objects becomes more difficult, which
is likely to cause tracking drift. Hence, occlusion handling is required for
mitigating the drift.

Many existing approaches deal with occlusions in a single camera view.
Wu et al. [3] employ a dynamic Bayesian network which accommodates
an extra hidden process for occlusion to cope with occlusions. Huang and
Essa [4] represent and estimate occlusion relationships between objects by
using hidden variables of depth ordering of objects towards the camera.
Pan and Hu [5] analyze occlusion by exploiting spatio-temporal context
information and indicate occluded pixels by template matching. Amezquita
et al. [6] detect occlusions by a probabilistic classifier and adapt motion
prediction corresponding to the cases of entering occlusion, full occlusion
and exiting occlusion. Papadakis and Bugeau [7] propose to track occluded
objects by segmenting them into visible and occluded parts based on graph
cuts. Chao et al. [8] recognize the start and end of occlusion frames through
merging or splitting dynamic objects, and applies different template search
approaches for data association between detected blobs and targets. Kwak
et al. [9] divide target into regular grid cells and detects occlusion for each
cell using a classifier. Riemannian manifold-based trackers with a single
camera are applied in [10–12], where dynamic learning is applied to mitigate
the tracking drift. All these methods can handle occlusions to some extent,



4 Introduction

but become less feasible when objects undergo long-term full occlusions.
On the other hand, object tracking using multiple cameras has drawn

growing interest in recent years [13], largely driven by multiple view cov-
erage that is advantageous in handling complex scenarios, including full
occlusions.

Several object tracking schemes using multiple cameras with occlusion
handling have been proposed recently [13]. One category of multi-view
tracking methods handles the occlusion issue through using calibrated cam-
eras, where the camera parameters (intrinsic/extrinsic) are known for pro-
jecting 3-D points into the image plane of each camera. For example, Mittal
and Davis [14] detect 3-D points on an object by applying a region-based
stereo algorithm, and analyze object occlusions by pixel-based classification
of visible and occluded parts under Bayesian framework. Chen and Ji [15]
model 3-D upper body using tree-structured probabilistic graphical model
(PGM) to address self-occlusion, based on the likelihood of body part in
each view. Harguess et al. [16] apply a 3-D cylinder head model for face
tracking, where self-occlusion is handled by a weighted facial mask and full
occlusion is detected by template matching. For outdoor scenarios where
objects are located at large distances to cameras, it is difficult to accurately
estimate 3-D point correspondences, where accurate camera calibration is
non-trivial.

Another category of methods uses uncalibrated cameras, where the cam-
era parameters are unknown. These methods exploit cross-view correspon-
dences and transformations directly, without the attempt to compute cam-
era parameters. For example, Kang et al. [17] map object trajectories across
different views by registering multiple cameras via series of concatenated ho-
mography matrices (or, projective transformations). Wang et al. [18] and
Fan et al. [19] each propose a spatio-temporal Bayesian filtering approach
for multi-camera tracking, and use an affine transformation/homography
to transform the image coordinates in difference camera views, respectively.
Similarly, Zhou et al. [20] compute similarity transformation between differ-
ent views in every previous frame for cross-view correspondence. However,
the collinearity relation between points by assuming 2-D transformations
may not hold for tracking objects that are not in the dominating ground
plane. Instead, many methods in this category exploit underlying multi-
view geometric constraints of the scene. Two constraints are often used,
e.g., Chu et al. [21] use ground plane homography and Qu et al. [22] use
epipolar geometry. Sankaranarayanan and Chellappa [23] study the problem
of combining estimates of ground location obtained from multiple cameras
via an optimal fusion scheme based on planar homography, but the prob-
lem formulation is limited to tracking the ground point of object only. Du
and Piater [24] estimate the foot position of an object in a top-view ground
plane by first mapping principal axis (or, vertical axis) of the object in each
view to that plane by homography, and then taking the intersection of these
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mapped axes. The drawback is that vertical axes can only be mapped to
the common ground plane, thus the direct relation of object between dif-
ferent views is not established. Yue et al. [25] conduct two-view tracking
by using a particle filter in each view, and detects occlusions by comparing
pixel differences between tracked and template object. Kwolek [26] consid-
ers two-view tracking, where particle swarm optimization is used to track
objects in each view, and occlusion is detected by computing the distance
between the region covariance of tracked and template object. Both meth-
ods [25] [26] maintain the tracking in occluded views by mapping a trans-
formation matrix of object bounding box from an un-occluded view using
ground plane homography. However, applying homography solely is not
sufficient for mapping object bounding box between views, as the bound-
ing box is in the image plane rather than ground plane. Hence, additional
geometric constraints should be added. To this end, Calderara et al. [27]
combine the geometric constraints of planar homography, epipolar geome-
try and vertical vanishing point to map the vertical axis of object between
views for cross-view consistent labeling.

2.2 Multi-Class Visual Object Classification and Sen-

sor Information Fusion

Multi-class problem for visual object classification is the task of classifying
visual objects in images and videos into more than two classes. Commonly
in vision-based human-computer interactions (HCI), the objects of interest
range from face poses, facial expressions, hand gestures, to various human
activities. As one of the most important HCI tasks, multi-view face pose
classification is a problem that classifies face images containing out-of-plane
pose changes into different classes. It can be considered as a special case
of face pose estimation, as essentially pose change is a continuous process
whereas classification produces discrete class labels. Nevertheless, it is still a
challenging problem due to high intra-class variation, such as hairstyle, eye
glasses and facial expressions, besides aforementioned challenges including
varied illumination, background clutter and occlusions.

Several face pose classification methods have been proposed and devel-
oped recently. Commonly formulated as a multi-class classification problem,
many approaches focus on designing the structure or framework of face pose
classifiers. For example, Guo et al. [28] use PCA-based face features and
soft margin AdaBoost to detect the frontal views. Baluja et al. [29] extract
features inspired by [30] and builds five separate AdaBoost classifiers for
face images in each class. Huang et al. [31] present a nested cascade detec-
tor for face poses in 5 classes using confidence-rated AdaBoost [32] based
on Haar-like features. Yang et al. [33] introduce a tree-structured classifier
for face poses in 7 classes, and each node is a three-class classifier trained
by AdaBoost.MH. Islam et al. [34] suggest a subspace learning approach
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for feature extraction and classifies five different face poses by k-NN tech-
nique. Good results have been achieved, however, these methods mainly
adopt one-against-all or one-against-one strategies for multi-class problems,
so model complexities may be increased.

According to feature types used, existing methods for face pose classifica-
tion can be roughly categorized into facial geometry-based and appearance-
based methods. The facial geometry-based methods utilize the location of
facial feature points such as eye corners, mouth corners, and nose tip to de-
termine face pose from their relative configuration [35]. These methods are
efficient and effective given accurate detection of facial feature points, but
on the other hand are very sensitive to the detection accuracy. Moreover,
the robustness depends on the condition that the configuration of facial fea-
ture points does not change significantly under different facial expressions.
The appearance-based methods exploit salient features from face appear-
ance. The basic idea of these methods is to construct a feature subspace
that efficiently describes face pose only while ignoring other sources of image
variations. For instance, Raytchev et al. [36] and Li et al. [37] each extract a
low-dimensional feature representation for face pose classification by isomet-
ric feature mapping (Isomap) and independent component analysis (ICA),
respectively.

To improve the classification of objects, approaches are proposed on
fusion of multi-modal observations, e.g., visual and infrared information.
Hanif and Ali [38], Ulusoy and Yuruk [39], Wang and Li [40] each present
a fusion method at the sensor level. Neagoe et al. [41] use decision fu-
sion of neural classifiers for real time face recognition. Apatean et al. [42]
introduce fusion scheme at different levels for SVM-based obstacle classi-
fication. These methods usually combine multiple individual features or
decisions in a one-off manner, however, the interactive relations between vi-
sual and infrared observations during the learning process are seldom con-
sidered. Barbu et al. [43] propose a fusion scheme in original AdaBoost
framework, where multi-modal information interacts through boosting it-
erations. Though effective, the drawback is that this method is limited to
binary classes, and the simple fusion is given without problem formulation
through a proper cost function.

3 Motivations

The main purposes for carrying out the studies on the aforementioned prob-
lems are summarized as follows:

• Conduct two aspects of studies.

One is on the methodology part, by extending theories and methods on
machine learning and manifold learning. The other is on the application
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part, by using real-world measurement data for visual object tracking
and classification.

• Exploit the benefits of using multiple sensors for vision tasks.

For the tracking problem addressed in this thesis, multiple camera sensors
are distributed with overlapping fields of view, providing a wide spatial
coverage of the scene. For the classification problem addressed in this
thesis, observations of face poses from different frequency bands using
visual-band and thermal IR cameras are obtained. Hence, multiple sen-
sor measurements may provide rich and redundant information, which
are advantageous over single sensor measurements in learning object fea-
tures/model and inferring target state/attribute in complex scenarios.

• Investigate the combination and interaction of multiple sensor measure-
ments.

For this purpose, multi-camera object tracking is mainly involved with
collaborative networking of camera sensors in modeling object appear-
ances and inferring object states based on multiple view geometry, while
classification with sensor fusion is mostly concerned with complementary
encoding of multi-modal information and its interactions with underlying
classifier framework.

• Extend and improve existing methods in visual object tracking and clas-
sification.

The aim is to extend previous endeavors devoted to build effective and
robust tracking and classification systems, and to show how multiple
sensor measurements can be integrated to generate improved results.

4 Outline of this Thesis

The thesis is divided into two parts. The first part briefly introduces the
background and the proposed work. The second part includes publications
resulted from this thesis.

The first part of the thesis is organized as follows: Chapter 2 briefly
reviews related theories and work for tracking and classification. Chapter
3 makes a summary of the proposed methods, followed by Chapter 4 on
conclusion and possible future work.



Chapter 2

Review of Related Work

This chapter briefly reviews the underlying theories and previous work that
are closely related to the addressed problems in this thesis, upon which the
proposed methods are built. It begins with revisiting related methods for
our manifold-based multi-camera tracker in Section 1, 2 and 3, followed by
a review of related techniques for our fusion-based multi-class classifier in
Section 4.

Section 1 describes sequential Bayesian estimation [44] and particle fil-
tering as an approximation to its general solution, emphasizing on sequen-
tial importance sampling (SIS) with re-sampling algorithm [45]. Section
2 introduces the geometry of Riemannian manifolds [46] [47] [48] and the
region covariance descriptor [51]. Section 3 describes three geometrical con-
straints that are commonly used in multiple view geometry for computer
vision tasks [55] [13], and how their combination relates the vertical axes of
a multi-view object [27]. Section 4 introduces AdaBoost algorithms [56] and
their relationship to Support Vector Machines (SVM) [57], with emphasis
on a true multi-class solution SAMME [59].

1 Bayesian Tracking Using Particle Filters

1.1 Sequential Bayesian Estimation

The aim of sequential Bayesian estimation is to estimate the posterior pdf
p(xt|y1:t) of state vector xt, given all observations y1:t = {y1, · · · ,yt} up
to time t [44]. Three common criteria for estimating state xt are:

• Minimum mean square error (MMSE):

x̂MMSE
t = argmin

x̂
E[‖xt − x̂t‖2|y1:t] = E[xt|y1:t] (2.1)
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• Maximum likelihood (ML):

x̂ML
t = argmax

x̂
p(y1:t|x̂t) (2.2)

• Maximum a posteriori (MAP):

x̂MAP
t = argmax

x̂
p(x̂t|y1:t) (2.3)

Based on Bayes theorem, the law of total probability and Markov as-
sumption, the posterior pdf p(xt|y1:t) can be rewritten as

p(xt|y1:t) =
p(y1:t|xt)p(xt)

p(y1:t)

=
p(yt, y1:t−1|xt)p(xt)

p(yt, y1:t−1)

=
p(yt|y1:t−1, xt)p(y1:t−1|xt)p(xt)

p(yt|y1:t−1)p(y1:t−1)

=
p(yt|y1:t−1, xt)p(xt|y1:t−1)p(y1:t−1)p(xt)

p(yt|y1:t−1)p(y1:t−1)p(xt)

=
p(yt|xt)p(xt|y1:t−1)

p(yt|y1:t−1)
(2.4)

The second term in the numerator of (2.4) can be further expanded by
marginalizing over the previous state xt−1:

p(xt|y1:t−1) =

∫

p(xt, xt−1|y1:t−1)dxt−1

=

∫

p(xt|xt−1, y1:t−1)p(xt−1|y1:t−1)dxt−1

=

∫

p(xt|xt−1)p(xt−1|y1:t−1)dxt−1 (2.5)

The denominator of (2.4) is the normalization constant

p(yt|y1:t−1) =

∫

p(yt, xt|y1:t−1)dxt

=

∫

p(yt|xt)p(xt|y1:t−1)dxt (2.6)

Combining (2.4), (2.5) and (2.6) yields

p(xt|y1:t) ∝ p(yt|xt)

∫

p(xt|xt−1)p(xt−1|y1:t−1)dxt−1 (2.7)

which is the recursive formula for Bayesian estimation. As shown in (2.7),
the posterior density p(xt|y1:t) is characterized by three terms:
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• The likelihood p(yt|xt)

• The priori p(xt−1|y1:t−1)

• The state transition probability p(xt|xt−1)

Hence, posterior pdf can be calculated sequentially, given (i) the prior
pdf p(x0); (ii) the motion model p(xt|xt−1); (iii) the observation model
p(yt|xt).

1.2 Particle Filtering

Based on Monte Carlo sampling approximation, particle filter estimates the
posterior pdf by a weighted sum of N ≫ 1 samples i.i.d. drawn from the
posterior space

p(x0:t|y1:t) ≈
N
∑

i=1

ω
(i)
t δ(x0:t − x

(i)
0:t) (2.8)

where ω
(i)
t are the importance weights that sum up to 1.

It is usually impossible to sample from the true posterior pdf. Instead,
a proposal distribution denoted by q(x0:t|y1:t) is used, and the weights are
defined as

ω
(i)
t =

p(x
(i)
0:t|y1:t)

q(x
(i)
0:t|y1:t)

(2.9)

For recursive update of the weights, the proposal distribution is supposed
to have the following factorized form:

q(x0:t|y1:t) = q(xt|x0:t−1,y1:t)q(x0:t−1|y1:t−1) (2.10)

Similar to the derivation steps in (2.4), the posteriori p(x0:t|y1:t) can be
factorized as

p(x0:t|y1:t) = p(x0:t−1|y1:t−1)
p(yt|xt)p(xt|xt−1)

p(yt|y1:t−1)
(2.11)

Plugging (2.10) and (2.11) into (2.9) yields

ω
(i)
t ∝ ω

(i)
t−1

p(yt|x(i)
t )p(x

(i)
t |x(i)

t−1)

q(x
(i)
t |x(i)

0:t−1,y1:t)
(2.12)

Based on Markov assumption, (2.12) is modified to

ω
(i)
t ∝ ω

(i)
t−1

p(yt|x(i)
t )p(x

(i)
t |x(i)

t−1)

q(x
(i)
t |x(i)

t−1)
(2.13)
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Using (2.13), expression to approximate the posterior pdf can be written
as

p(xt|y1:t) ≈
N
∑

i=1

ω
(i)
t δ(xt − x

(i)
t )

For sequential importance sampling (SIS), it is commonly assumed that
the proposal distribution is the state transition density p(xt|xt−1), so par-
ticle weights are updated by

ω
(i)
t ∝ ω

(i)
t−1p(yt|x(i)

t ) (2.14)

followed by weight normalization.
To mitigate degeneracy phenomenon, re-sampling is performed accord-

ing to the criterion based on effective sample size Neff [44], when its esti-

mate N̂eff is found below a threshold NT :

N̂eff =
1

∑N

i=1(ω
(i)
t )2

< NT (2.15)

where NT can be either a predefined value (say N/2 or N/3) or the median
of the weights, and N is the total number of particles.

After re-sampling, (2.14) can be further simplified as

ω
(i)
t = p(yt|x(i)

t ) (2.16)

The pseudo code for SIS with re-sampling is summarized in Table 2.1.

Table 2.1: Pseudo code for SIS with re-sampling [44].

1. Input: number of particles N , number of time steps T .

2. Initialization (t = 0): initial true state x0; for i = 1, · · · , N , generate particles x
(i)
0 ∼

p(x0), with equal weights ω
(i)
0 = 1/N .

3. For time steps t = 1, 2, · · · , T , Do

(a) Importance sampling: for i = 1, · · · , N , generate particles x̂
(i)
t ∼ p(xt|x

(i)
t−1).

(b) Weight update: calculate particle weights ω
(i)
t according to (2.14).

(c) Weight normalization: normalize the weights ω̃
(i)
t = ω

(i)
t /

∑N
j=1 ω

(j)
t .

(d) Re-sampling only if (2.15): generate new particle set {x
(j)
t }

N
j=1 by re-sampling with

replacement from the set {x̂
(i)
t }

N
i=1 according to the normalized weights ω̃

(i)
t , s.t.

P (x
(j)
t = x̂

(i)
t ) = ω̃

(i)
t , then reset the weights ω̃

(i)
t = 1/N .

4. End {t}
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2 Riemannian Geometry and Region Covari-

ance

Manifold-based object representation has been used by several visual object
tracking methods [10] [11] [12] [54]. It gives a low-dimensional description
of objects, and efficiently describes object dynamics by a nonlinear smooth
manifold, since different object appearances relating to out-of-plane pose
changes lie on the same manifold. Online learning of object appearance
can be performed on the manifolds for reducing tracking drifts caused by
various appearance and pose changes, taking into account the underlying
geometry of that manifold space.

2.1 Manifold of Symmetric Positive Definite Matrices

A manifold is a topological space as low dimensional subspaces embedded in
a high dimensional space, which is only locally Euclidean. Fig. 2.1 depicts
a two-dimensional manifold embedded in R

3. Our notation follows that
in [10]: P is the starting point and Q is the end point on a manifold M,
and∆ is the velocity vector in the tangent space T . A Riemannian manifold
is a differentiable manifold where the tangent space at each point has an
inner product <,>P∈M that varies smoothly from point to point.

The space of l × l symmetric positive definite (Sym+
l ) matrices lies on

a Riemannian manifold that constitutes the convex-half cone in a vector
space of matrices [10]. To compute statistics on Sym+

l , affine-invariant
metric [49] and log-Euclidean metric [50] are commonly used, leading to
similar numerical results. The log-Euclidean metric is adopted in this paper
since it is computationally more efficient [50].

Figure 2.1: Example of 2-D manifold M embedded in R
3. P and Q are

manifold points, TPM is the tangent space for P, ∆ is the
tangent vector whose projected point on the manifold is Q.
The geodesic ρ is the minimum length curve between P and Q

on the manifold.
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As shown in Fig. 2.1, Exponential map (T 7→ M) is the function that
maps a tangent vector ∆ along the geodesic ρ to a point Q on the manifold
M, given by

expP(∆) = exp(log(P) +∆) = Q (2.17)

under the log-Euclidean metric, and

expP(∆) = P
1
2 exp(P− 1

2∆P− 1
2 )P

1
2 = Q (2.18)

under the affine invariant metric, where P is the starting point onM.
Conversely, Logarithmic map (M 7→ T ) is the function that maps a

manifold point Q (start from P) to a vector ∆ in the tangent space TP. It
corresponds to a velocity vector, and is given by

logP(Q) = log(Q)− log(P) = ∆ (2.19)

under the log-Euclidean metric, and

logP(Q) = P
1
2 log(P− 1

2QP− 1
2 )P

1
2 = ∆ (2.20)

under the affine invariant metric.
Geodesic is the shortest curve ρ between two points P, Q on a manifold

M. The geodesic distance is the length of ρ given by

d(P,Q) = ‖ logP(Q)‖ = ‖ log(Q)− log(P)‖ (2.21)

under the log-Euclidean metric, and

d(P,Q) = tr[log2(P− 1
2QP− 1

2 )] (2.22)

under the affine invariant metric. Another alternative for computing the
geodesic distance [51] is

d(P,Q) =

√

√

√

√

n
∑

k=1

ln2 λk(P,Q) (2.23)

where {λk(P,Q)}nk=1 are the generalized eigenvalues of P and Q.

2.2 Region Covariances as Object Descriptors

A region covariance matrix [51] enables an effective description of object
features, and is shown to be robust and versatile to variations in illumi-
nations, views and poses at modest computational cost by using integral
images.

Given a rectangular image regionR, let {fk}|R|
k=1 be l-dimensional feature

vectors for each pixel inside R, where |R| is the total number of pixels in
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R. The features can be, e.g., intensity, color, gradient, or filter responses.
For example, a feature vector can be formed as

fk = [x, y, r, g, b, |Ix|, |Iy |, |Ixx|, |Iyy|,
√

I2x + I2y , arctan(
Iy
Ix

)]T (2.24)

where (x, y) is the pixel coordinate, r, g, b are RGB color values of pixel,
|Ix|, |Iy|, |Ixx|, |Iyy | are magnitudes of the first and second derivatives along

x, y directions,
√

I2x + I2y and arctan(
Iy
Ix
) are the gradient magnitude and

orientation, respectively. Another example of feature vector can be [10]

fk = [x, y, I, I1g , · · · , IMg ]T (2.25)

where (x, y) is the pixel coordinate, I is the image intensity, and Img , m =
1, · · · ,M are filtered images from 2-D Gabor filters of different orientations
and frequencies [52]. The region R is described by a l× l covariance matrix

CR =
1

|R| − 1

|R|
∑

k=1

(fk − µ)(fk − µ)T (2.26)

where µ is the sample mean. Since covariance matrices CR ∈ Sym+
l , they

may be viewed as connected points on a Riemannian manifold [53] [54].

3 Multiple View Geometry for Vision Tasks

To establish the relation of object between different views, one way is
through exploiting the correspondences of object’s vertical axes. The ver-
tical axis of an object is the line segment connecting its top and ground
points (see the dotted line segment in Fig. 2.2). Under the assumption that
objects move or stand uprightly on a planar ground, which usually holds
for outdoor scenes, the constraints of planar homography, epipolar geome-
try and vertical vanishing point are combined to warp the vertical axis of
tracked object between views [27].

3.1 Planar Homography

Let 2-D homogeneous points x1 ↔ x′
1 and x2 ↔ x′

2 denote the correspond-
ing top and ground points of object between i-th and j-th views. Given
the homography Hij induced by the plane Π from the i-th view to the j-th
view, the correspondence of object ground position is related by x′

2 = Hijx2.
However, the top point x1 is off the plane Π, x′

1 6= Hijx1 (see Fig. 2.2). Ho-
mography is not sufficient for warping the vertical axis of object, additional
geometric constraints should be added.
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Figure 2.2: Warping vertical axis of a tracked object from i-th view to j-
th view by combining the constraints of planar homography,
epipolar geometry and vertical vanishing point [27].

3.2 Epipolar Geometry

Given x1 in the i-th view, its corresponding point in the j-th view x′
1 lies

on the projection of the preimage of x1 onto the j-th view. This relation
is expressed by using the fundamental matrix Fij satisfying x′

1F
ijx1 = 0.

Since the preimage of x1 is a line, the projection of this line onto the j-th
view gives the line L(x1) = Fijx1, which is the epipolar line associated with
x1 (see Fig. 2.2). Thus, the epipolar geometry constrains the corresponding
points that lie on the conjugate pairs of epipolar lines.

3.3 Vertical Vanishing Point

To obtain the warped axis inclination, the vertical vanishing point vj of j-th
view is used. As depicted in Fig. 2.2, the warped axis lies on a straight line
passing through vj and x′

2. The top point x′
1 is obtained as the intersection

between the epipolar line and the straight line of the axis, x′
1 = (Fijx1) ×

(vj × x′
2), where × is the homogeneous cross product operation [55].

Using the same procedure, the vertical axis of tracked object in the j-th
view may be warped to the i-th view.

4 Boosting and Multi-Class AdaBoost

All classification algorithms are based on the assumption that the data in
question holds one or more features, each of which belongs to one of several
distinct and exclusive classes.

Classification algorithms typically include two successive procedures:
training and testing. In the initial training phase, a unique description
of each class is made by learning with typical features extracted from the
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training samples and separating them in the feature space. In the sub-
sequent testing phase, these feature space separations are used to classify
newly input feature vectors extracted from the testing dataset. Therefore,
the classification problem can also be viewed as determining to which sub-
space class each feature vector belongs.

One of the most popular techniques in machine learning is AdaBoost. It
is widely used for object recognition and classification, due to its outstanding
performance and the ease to use. Moreover, its capabilities to automatically
select the most relevant feature descriptors from large feature sets are also
often exploited.

AdaBoost, short for Adaptive Boosting, is a technique which can be used
to improve the performance of many learning algorithms [56]. Generally,
AdaBoost sequentially applies a given learning algorithm with respect to
a set of training samples and adds each prediction to an ensemble. When
being added to the emsemble, the prediction is typically weighted according
to its accuracy. After this, the dataset is also reweighted: samples that
are misclassified gain weights and samples that are correctly classified lose
weights. Thereby each successive classifier is forced to focus on those sam-
ples that are misclassified by previous ones in the sequence. AdaBoost is
chosen in this thesis work since its basic idea is quite simple but still very
successful, with performances comparable to more complex methods such
as Support Vector Machines (SVM) [57].

4.1 Conventional AdaBoost

In fact, AdaBoost is originally intended only for boosting binary classifiers,
so it can not be directly applied to multi-class cases. For multi-class prob-
lems, there are many extensions and modifications of AdaBoost, but all
derive from the same kind of model, that is, the forward stagewise additive
modeling.

Forward stagewise additive modeling approaches the optimization prob-
lem by sequentially adding new basis functions to the expansion without
adjusting the parameters and coefficients of those that have been already
added. AdaBoost is equivalent to this model and it uses the exponential
loss function below for binary case:

L(y, f(x)) = exp(−yf(x)) (2.27)

For binary AdaBoost, training samples are input as feature vectors {xi}
with their desired outputs {yi} ∈ {−1, 1}, where i = 1, 2, · · · , N , the ba-
sis functions in the forward stagewise additive model are the weak learners
T (m)(x) ∈ {−1, 1}. Using the exponential loss function, the problem be-
comes solving:
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(α(m), T (m)) = argmin
α,T

N
∑

i=1

exp[−yi(f (m−1)(xi) + αT (xi))] (2.28)

for the weak learner T (m) and its corresponding weight coefficient α(m)

to be added at each step. This can expressed as:

(α(m), T (m)) = argmin
α,T

N
∑

i=1

w
(m)
i exp(−αyiT (xi)) (2.29)

where

w
(m)
i = exp(−yif (m−1)(xi)). (2.30)

Since w
(m)
i is independent on α and T (xi), it can be regarded as a

weight factor that is applied to each training samples. This weight depends
on f (m−1)(xi) so the weight changes during each iteration m.

It can be easily observed that

{

If yi = T (xi), then yi · T (xi) = 1;
If yi 6= T (xi), then yi · T (xi) = −1. (2.31)

Therefore, the criterion in (2.29) can be expressed as

e−α
∑

yi=T (xi)

w
(m)
i + eα

∑

yi 6=T (xi)

w
(m)
i , (2.32)

which in turn can be rewritten as

(eα − e−α)

N
∑

i=1

w
(m)
i I(yi 6= T (xi)) + e−α

N
∑

i=1

w
(m)
i (2.33)

Apply gradient descent method to (2.33) and solve for α, by taking
partial derivative respect to α and set the resulting equation is to 0, one
obtain α as

α(m) =
1

2
log

1− err(m)

err(m)
(2.34)

where err(m) is the minimized weighted error rate

err(m) =

∑N

i=1 w
(m)
i I(yi 6= T (m)(xi))
∑N

i=1 w
(m)
i

. (2.35)

As a result, the approximation can be updated as
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f (m)(x) = f (m−1)(x) + α(m)T (m)(x). (2.36)

So the weight for the next iteration can be accordingly updated as

w
(m+1)
i = exp(−yif (m)(xi)) = w

(m)
i · e−α(m)yiT

(m)(xi). (2.37)

Considering the fact that

−yiT (m)(xi) = 2 · I(yi 6= T (xi))− 1, (2.38)

the updating scheme of sample weights becomes

w
(m+1)
i = w

(m)
i · eβ(m)

I(yi 6=T (xi)) · e−α(m) (2.39)

where β(m) = 2α(m). The multiplication factor e−α(m) is applied to all
weights so it can be ignored.

At this stage, the conventional AdaBoost algorithm can be summarized
in Table 2.2.

Table 2.2: Algorithm summary of conventional AdaBoost [56].

1. Initialize the weight for each training sample, wi = 1/N , i = 1, 2, · · · , N .

2. For m = 1 to M :

(a) Fit a classifier T (m)(x) to the training dataset using weights wi.

(b) Compute the weighted training error rate for the classifier:

err(m) =
N
∑

i=1

wiI

(

ci 6= T (m)(xi)
)

/
N
∑

i=1

wi.

(c) If err(m) ≤ 0 or err(m) ≥ 0.5, then abort loop.

(d) Compute the weight for the classifier in the ensemble:

β(m) = log
1− err(m)

err(m)
.

(e) Update the weight for each training sample:

wi ← wi · exp
(

β(m) · I
(

ci 6= T (m)(xi)
))

,

for i = 1, 2, · · · , N .

(f) Re-normalize the sample weight distribution: wi ← wi/
∑N

i=1 wi.

3. Output the classification predictions:

C(x) = argmax
k

M
∑

m=1

β(m) · I
(

T (m)(x) = k
)
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When AdaBoost is asked to classify a previously unknown sample, each
classifier in the ensemble contributes its own weight β(m) to either one of
the two classes it predicts, and in the end, the class with the higher value
is chosen as the final prediction.

During each boosting round, the weights of wrongly classified samples
are increased. In this way, the weak learner for the next boosting round
will be forced to pay attention to those misclassified. When combining
the predictions after each boosting round, the training error rate is thus
decreased to some extent.

Eventually, the training error rate is significantly reduced by AdaBoost,
where each weak learner are combined together in a smart way, that is,
assigning weights to each prediction made by the weak learners according
to their accuracy.

It should be noted that the weight for each classifier in the ensemble
should be a positive value, that is,

β(m) = log
1− err(m)

err(m)
> 0. (2.40)

The solution to this inequality is

0 < err(m) < 0.5, (2.41)

so each weak learner must have an accuracy greater than 50%, otherwise
the weight distribution for the training dataset would not be updated or
to be updated towards the wrong direction thus causing AdaBoost out of
work. This is also the reason why conventional AdaBoost algorithm can
easily fail to work when facing multi-class classification problems that are
more complicated than binary cases.

4.2 Relationship to Support Vector Machines

From the perspective of margin theory, there is a strong connection between
boosting and SVM [56]. For AdaBoost, the margin of sample (x, y) is
defined to be

y
∑

m β(m)T (m)(x)
∑

m β(m)
(2.42)

It is a number in [−1, 1] which is positive if and only if the sample is correctly
classified. Moreover, the magnitude of the margin can be interpreted as a
measure of confidence in the prediction.

Using the notation and the definition of margin given in (2.42), the goal
of maximizing the minimum margin in AdaBoost can be written as

max
β

min
i

(β ·T(xi))yi
‖β‖‖T(xi)‖

(2.43)
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where the norms in the denominator are defined as:

‖β‖1 .
=
∑

m

β(m), ‖T(x)‖2 .
= max

m
|T (m)(x)| (2.44)

In comparison, the goal of SVM is to maximize a minimal margin of the
form described in (2.43), but where the norms are instead Euclidean:

‖β‖2 .
=

√

∑

m

(β(m))2, ‖T(x)‖∞ .
=

√

∑

m

(T (m)(x))2 (2.45)

Thus, SVM uses the ℓ2 norm for both β and T(x), while AdaBoost uses the
ℓinfty norm for T(x) and ℓ1 norm for β. In such a way, SVM and AdaBoost
seem very similar. However, they differ in several aspects [56]:

• Different norms can result in very different margins.

• The computation requirements are different, where SVM corresponds to
quadratic programming, while AdaBoost corresponds only to linear pro-
gramming.

• AdaBoost is based on game theory and online learning, while SVM is
developed under the statistical learning theory.

• A different approach is used to search efficiently in high dimensional
space, where SVM employ the method of kernels and AdaBoost instead
uses greedy search with weak learners.

4.3 Multi-Class Extensions of Conventional AdaBoost

As a result, many extensions of conventional AdaBoost to the multi-class
classification problem have been designed, however, the weak classifiers are
still required to have an accuracy higher than 50%. One possible and pop-
ular approach is to transform the multi-class problem into several binary
subproblems, which can be done by using one-against-all or one-against-one
strategy [58].

• One-against-all strategy for each class:

The one-against-all strategy constructs one model for each class, where
each model is trained to separate the samples of its corresponding class
from the samples of all remaining classes. When a new sample of unknown
class is taken in, it will be assigned to the class whose model has the
maximum output value among all. In other words, each predefined class
has a probabilistic binary classifier to distinguish its kind from others,
and each classifier will make a class prediction for an unknown sample
with some probability for that class. The class prediction of the classifier
that returns the highest probability will thus be chosen for this unknown
sample.
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• One-against-one strategy for all pairs of classes:

On the other hand, the one-against-one strategy constructs one model
for each pair of classes, so for a multi-category problem with K (K > 2)
classes, K(K − 1)/2 models in total are trained to divide the samples of
one class from the samples of the other class in all pairs. When a new
sample of unknown class is taken in, it will be sorted to the class with
maximum voting, where each model votes for one class. This pairwise
learning method may sound computational consuming, but in fact it is
not, and if the classes are evenly distributed, it will be at least as fast as
any other multi-class solution. The reason is that each pairwise subprob-
lem only takes training samples of two classes into consideration, other
than the whole training dataset. For example, if N samples are divided
evenly among K classes, there will be 2N/K samples per subproblem.
Suppose the runtime of a binary classification algorithm is proportional
to the number of training samples it learns, then the total runtime will
be proportional to K(K− 1)/2 · 2N/K, which is (K − 1)N . That means,
this method only scales linearly with the number of classes.

In a word, if the weak learners boosted by AdaBoost are inherently
incapable of producing multi-class predictions, the above alternatives can
be particularly useful.

4.4 Multi-Class AdaBoost

However, for this thesis work, an approach that handles multi-class cases
directly without reducing them to multiple two-class problems will be used,
known as multi-class AdaBoost.

As mentioned before, AdaBoost is originally designed only for boosting
two-class cases. If using one-against-all or one-against-one strategies, it
can be extended to solve multi-class problems. However, this still requires
the weak learners to have a classification rate higher than 50%, which is
quite difficult for multi-class cases, where the number of classes K ≥ 3 and
the probability for random guessing is 1/(K − 1). As a result, the real
multi-class AdaBoost algorithm, also called SAMME, is proposed in [59],
which successfully avoids reducing the multi-class problems to two-class
subproblems and only requires the classification rate of weak learners better
than 1/(K − 1).

In fact, SAMME algorithm is very similar to the conventional AdaBoost.
It is also based on forward stagewise additive modeling using an exponential
loss function. However, this time the exponential loss function has been
modified into a multi-class version.

For multi-class (the number of classes K ≥ 3) classification problem,
SAMME encodes the class prediction (denoted by ci) as yi = (y1, y2, · · · , yK)T ,
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i = 1, 2, · · · , N , with

yk =

{

1, if ci = k
− 1

K−1 , otherwise
(2.46)

where k = 1, 2, · · · ,K.
Then if f = (f1, f2, · · · , fK)T and

∑K

k=1 fk = 0, the multi-class loss
optimized by SAMME is

L(y, f) = exp

(

− 1

K
yT f

)

(2.47)

This time, the basis functions in the forward stagewise additive model
become multi-class weak learners T (m) ∈ Y, where

Y =



















(1,− 1
K−1 , · · · ,− 1

K−1 )
T

(− 1
K−1 , 1, · · · ,− 1

K−1 )
T

...
(− 1

K−1 , · · · ,− 1
K−1 , 1)

T



















(2.48)

Again, the problem becomes solving:

(α(m), T (m)) = argmin
α,T

N
∑

i=1

exp[− 1

K
yT
i (f

(m−1)(xi) + αT (xi))] (2.49)

for the weak learner T (m) and its corresponding weight coefficient α(m)

to be added at each step. This can expressed as:

(α(m), T (m)) = argmin
α,T

N
∑

i=1

w
(m)
i exp(− 1

K
αyT

i T (xi)) (2.50)

where

w
(m)
i = exp(− 1

K
yT
i f

(m−1)(xi)). (2.51)

Again, since w
(m)
i is independent on α and T (xi), it can be regarded

as a weight factor that is applied to each training samples. This weight
depends on f (m−1)(xi) so the weight changes during each iteration m.

In a similar way to the binary case, it can be obtained that

{

If yi = T (xi), then yT
i T (xi) =

K
K−1 ;

If yi 6= T (xi), then yT
i T (xi) = − K

(K−1)2 .
(2.52)

Therefore, the criterion in (2.50) can be expressed as
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exp

(

− α

K − 1

)

·
∑

yi=T (xi)

w
(m)
i + exp

(

α

(K − 1)2

)

·
∑

yi 6=T (xi)

w
(m)
i , (2.53)

which in turn can be rewritten as

(

e
α

(K−1)2 − e−
α

K−1

)

·
N
∑

i=1

w
(m)
i I(yi 6= T (xi)) + e−

α
K−1 ·

N
∑

i=1

w
(m)
i (2.54)

Apply gradient descent method to (2.54) and solve for α, by taking
partial derivative respect to α and set the resulting equation is to 0, one
obtain α as

α(m) =
(K − 1)2

K

(

log
1− err(m)

err(m)
+ log(K − 1)

)

(2.55)

where err(m) is the minimized weighted error rate

err(m) =

∑N

i=1 w
(m)
i I(yi 6= T (m)(xi))
∑N

i=1 w
(m)
i

. (2.56)

As a result, the approximation of multi-class problem can be updated
as

f (m)(x) = f (m−1)(x) + α(m)T (m)(x). (2.57)

So the weight for the next iteration can be accordingly updated as

w
(m+1)
i = exp(− 1

K
yT
i f

(m)(xi)) = w
(m)
i ·exp(− 1

K
α(m)yT

i T
(m)(xi)). (2.58)

This is equivalent to

{

w
(m)
i · exp(K−1

K
β(m)), if ci = T (m)(xi));

w
(m)
i · exp( 1

K
β(m)), if ci 6= T (m)(xi)).

(2.59)

where

β(m) = log
1− err(m)

err(m)
+ log(K − 1). (2.60)

The algorithm of multi-class AdaBoost (SAMME) is summarized in Ta-
ble 2.3.
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Table 2.3: Algorithm summary of Multi-Class AdaBoost (SAMME) [59].

1. Initialize the weight for each training sample, wi = 1/N, i = 1, 2, · · · , N .

2. For m = 1 to M :

(a) Fit a classifier T (m)(x) to the training dataset using weights wi.

(b) Compute the weighted training error rate for the classifier:

err(m) =
N
∑

i=1

wiI

(

ci 6= T (m)(xi)
)

/
N
∑

i=1

wi.

(c) If err(m) ≤ 0 or err(m) ≥ K−1
K

, then abort loop.

(d) Compute the weight for the classifier in the ensemble:

β(m) = log
1− err(m)

err(m)
+ log(K − 1).

(e) Update the weight for each training sample:

wi ← wi · exp
(

β(m) · I
(

ci 6= T (m)(xi)
))

,

for i = 1, 2, · · · , N .

(f) Re-normalize the sample weight distribution: wi ← wi/
∑N

i=1 wi.

3. Output the classification predictions:

C(x) = argmax
k

M
∑

m=1

β(m) · I
(

T (m)(x) = k
)

One can easily notice the extra term log(K−1) in the update scheme for
classifier. It has been shown that this term derives from the forward stage-
wise additive modeling which uses the multi-class exponential loss function.
In additional, if K = 2, the algorithm returns to binary AdaBoost. More-
over, the updating of sample weights seems different from (2.59), but actu-
ally they are equal, since the one in algorithm is the normalized version.



Chapter 3

Summary of this Thesis

Work

This chapter gives a summary of this thesis work on multi-camera tracking
and multi-class classification tasks, respectively, by showing the basic ideas
and big pictures, followed by the main novelties.

1 A Multi-Camera Tracker with Online Learn-

ing

Basic Ideas

For the task of visual object tracking, we address issues in tracking with
occlusion scenarios, where multiple uncalibrated cameras with overlapping
fields of view are exploited. Although many robust single-camera track-
ers have been developed, challenges still remain especially when dynamic
objects experience long-term partial/full occlusions, or intersections with
other objects in crowded scenes. There are also many existing approaches
dealing with occlusions in a single camera view. However, they can handle
occlusions to some extent, but become less feasible when objects undergo
long-term full occlusions. In view of this issue, multiple cameras is employed
due to their multiple view coverage that is advantageous in handling com-
plex scenarios, including full occlusions. The reason to use uncalibrated
cameras is that for outdoor scenarios where objects are located at large
distances to cameras, it is difficult to accurately estimate 3-D point corre-
spondences, where accurate camera calibration is non-trivial. Instead, we
directly exploit underlying multi-view geometric constraints, without the
attempt to estimate camera parameters.
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We adopt a three-layer scheme where tracking is first done independently
in each individual view then tracking results are mapped from different views
to finally improve the tracking jointly. The cross-view mapping is achieved
by combining multiple geometric constraints. It is assumed that objects are
visible in at least one view and move uprightly on a common planar ground
that may induce a homography relation between views. To accommodate
appearance change caused by object dynamics, a method for online learning
of object appearances on Riemannian manifolds is added to the tracker.

The Big Picture

Figure 3.1: The block diagram of our multi-camera tracking scheme. It is

the image frame at t, Iobjt−1 and Iobjt is the tracked object at
t− 1 and t, respectively. C

R
ij
t

is the manifold point of tracked

object, and C
(t)

R
ij

ref

is the updated reference model.

The multi-camera tracking scheme consists of two major parts: (i) multi-
view Maximum Likelihood (ML) tracking; (ii) online learning of object ap-
pearances on the Riemannian manifold. As shown in Fig. 3.1, these two
process are performed in an alternative fashion.

Tracking Part

As shown in Fig. 3.2, Tracking part is performed in three layers in cascade at
each time instant. In the first layer, a single view Bayesian framework-based
tracker is applied to track a candidate object from a given view. In the sec-
ond layer, tracked object from each view is mapped to the remaining views
by using planar homography plus other geometrical constraints. Once the
correspondences between different views are established, a manifold-based
maximum likelihood (ML) criterion is applied to obtain the best multi-view
tracking result in the third layer.

The essence of such a multi-view tracker is to regard an object in different
views as different points on a same manifold (see schematic description in
Fig. 3.3). Hence, the solution of multi-view object tracking is equivalent to
defining a similarity measure on the manifold, finding the best view object
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Figure 3.2: Three layers in the multiview tracking scheme.

under the measure for a given reference set, and mapping it to the desired
view under geometrical constraints.

Figure 3.3: Description of different views of object as points on a smooth
manifold.

Online Learning Part

In order to maintain a timely reference object set as video objects may
change with time, online learning of reference object set is an important
issue for preventing tracking drift. However, one should also be careful of not
learning the wrong objects when object partially/fully occurs. A strategy
needs to be adopted to decide whether or not such an online learning should
be activated at a given time instant. We propose to use a simple criterion
to decide whether online learning is applied, based on the observation that
changes caused by a dynamic object are usually less significant as comparing
with changes caused by an occluding object. A simple measure is formed
based on the histogram cross-correlation between the reference and tracked
object (or, the Bhattacharyya coefficient) in combination of object mapping
between different views.

Main Novelties

The main novelties of the paper include: (a) define a similarity measure,
based on geodesics between a candidate object and a set of mapped refer-
ences frommultiple views on a Riemannian manifold; (b) propose multi-view
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maximum likelihood (ML) estimation of object bounding box parameters,
based on Gaussian-distributed geodesics on the manifold; (c) introduce on-
line learning of object appearances on the manifold, taking into account
of possible occlusions; (d) utilize projective transformations for objects be-
tween views, where parameters are estimated from warped vertical axis by
combining planar homography, epipolar geometry and vertical vanishing
point; (e) embed single-view trackers in a three-layer multi-view tracking
scheme.

2 A Multi-Class Classifier with Sensor Fusion

Basic Ideas

For the task of multi-class visual object classification, we address the prob-
lem through sequential learning and sensor fusion. The strategy is to apply
a two-stage ensemble learning method in a multi-class boosting structure,
using images observed in visual and thermal infrared (IR) bands. A sub-
ensemble is added to the learning process which combines hypotheses for
both bands, with sub-ensemble weights according to their accuracies. The
basic idea for introducing a sub-ensemble is that hypothesis sub-ensemble
may have enhanced performance based on fusion of visual and infrared in-
formation. In this way, the final strong ensemble may have further improved
accuracy.

As we observed, thermal IR images are blurred in edges and lack of tex-
ture details, which corresponds to energy concentrated on relatively lower
frequency band. Viewing the special nature of thermal IR images, we sug-
gest using Gabor wavelet features. The idea here is that a bank of Gabor
wavelets with appropriately specified frequency bands and orientations is
used to characterize an IR image, which may extract salient features in
thermal IR images due to the spatial locality, frequency selectivity and
orientation selectivity. DC component is added as a feature component
covering the lower frequency band.

The Big Picture

As shown in Fig. 3.4, our classification-fusion framework consists of three
major parts: (a) independent weak hypothesis learning using visual and
infrared features with the same sampling weight; (b) fusion by optimizing
hypothesis sub-ensemble; (c) adding sub-ensemble to a final strong classifier
and updating sampling weight distribution with a scale factor.

The essence for using the same sampling weight is to force weak classifiers
for both visual and infrared bands to focus on the same objects, therefore
weak hypotheses independently learned from visual and infrared features
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Figure 3.4: Block diagram of our classification-fusion scheme. The dashed
box represents boosting structure. The notations x1

i , x2
i , Ci

denote visual features, infrared features, and predicted class
labels of i-th object, respectively.

match each other. The basic idea for hypothesis optimization is to add
hypotheses for both bands to the sub-ensemble, with sub-ensemble weights
according to their accuracies, so that hypothesis sub-ensemble may have
enhanced performance based on fusion of visual and infrared information.
In this way, the final strong ensemble may have further improved accuracy.
The main motivation for using a scale factor to update sampling weights
is to make weak classifiers focus on those difficult objects misclassified in
both visual and infrared bands. The main novelty lies in two-stage en-
semble learning within multi-class boosting framework, by using visual and
infrared information in this interactive manner, which may lead to better
classification results.

Main Novelties

The main contribution of this paper is a multi-class AdaBoost classification
framework where information obtained from visual and infrared bands in-
teractively complement each other. This is achieved by first learning weak
hypotheses for visual and IR bands independently and then fusing them in
sub-ensembles. In addition, an effective feature descriptor is introduced to
thermal IR images.



Chapter 4

Conclusion and Future

Work

Conclusion

In this thesis, two new schemes are proposed for two computer vision tasks
with multiple sensor measurements, respectively. One is for visual object
tracking using multiple uncalibrated cameras with overlapping fields of view,
through mapping tracked object between camera views, maximum likeli-
hood estimation based on geodesics, and online learning on Riemannian
manifolds. The other is for visual pattern classification with sensor fusion of
visual-band and thermal infrared cameras, using fused hypotheses from vi-
sual and IR information in a unified multi-class AdaBoost. Proposed meth-
ods are shown to be effective as demonstrated through experiments based on
real world datasets, especially for tracking objects containing long-term par-
tial/full occlusions and frequent intersections, and classifying objects with
large intra-class variation and small inter-class variation. However, each of
the proposed schemes has limitations and disadvantages, which should be
taken into account when designing applications.

For our multi-camera tracking framework, cross-viewmapping of tracked
object appearances plays the major role in contribution to the performance
improvement. However, the computational load would be significantly heav-
ier if the number of cameras increases above 3. Besides, the proposed tracker
is based on the assumption that objects move uprightly on a common planar
ground that may induce a homography relation between views. This means
in scenarios where a dominating ground plane is not present or the target
is constantly off the ground, the tracking framework would become inef-
fective. It is also noticed that the accuracy of cross-view mapping heavily
relies on single-view tracking results which gives the top and ground points
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of the object, thus leading to increased complexity in single-view tracker.
Further, several empirically determined parameters pose another limitation
to the general use of the proposed tracking scheme.

For our multi-class classification framework, visual-IR fusion in each
boosting iteration is the major reason for increased classification rate, since
each weak hypothesis added to the ensemble gets improved. However, as
the number of classes continuously increases, say if we want to recognize
face poses rotating in every 5 degrees, the scheme would eventually yield
very low classification rate. In such a scenario, the dense feature space is
beyond the limitation of our fusion strategy. Moreover, as our classification
algorithm belongs to the category of supervised learning, it has a high de-
mand of manually labeling of classes for the training data if the training set
is relatively large.

Future Work

The proposed schemes have shown some promising experimental results,
however, they can still be improved in the following ways, but not limited
to them.

For the multi-camera tracker, other geometric constraints need to be
sought for cross-view mapping in more general cases without the assumption
of a dominating ground plane. Also, it is preferred that a mechanism for
adaptive parameterization is proposed for a more generic and ease-of-use
tracker.

For the multi-class classifier, a robust algorithm for automatic detec-
tion of object region is needed to replace manually cropping. Besides, a
faster and online training algorithm can be developed for our fusion-based
classification framework.

Another possible research direction is to combine the tracking and clas-
sification modules for the aim of activity analysis, or to integrate multiple
visual and infrared cameras for robust recognition of activities in day/night
and occlusion scenarios.
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Abstract

This paper addresses issues in object tracking with occlusion scenarios,
where multiple uncalibrated cameras with overlapping fields of view are
exploited. We propose a novel method where tracking is first done inde-
pendently in each individual view and then tracking results are mapped
from different views to improve the tracking jointly. The proposed tracker
uses the assumptions that objects are visible in at least one view and move
uprightly on a common planar ground that may induce a homography rela-
tion between views. A method for online learning of object appearances on
Riemannian manifolds is also introduced. The main novelties of the paper
include: (a) define a similarity measure, based on geodesics between a candi-
date object and a set of mapped references from multiple views on a Rieman-
nian manifold; (b) propose multi-view maximum likelihood (ML) estimation
of object bounding box parameters, based on Gaussian-distributed geodesics
on the manifold; (c) introduce online learning of object appearances on the
manifold, taking into account of possible occlusions; (d) utilize projective
transformations for objects between views, where parameters are estimated
from warped vertical axis by combining planar homography, epipolar ge-
ometry and vertical vanishing point; (e) embed single-view trackers in a
three-layer multi-view tracking scheme. Experiments have been conducted
on videos from multiple uncalibrated cameras, where objects contain long-
term partial/full occlusions, or frequent intersections. Comparisons have
been made with three existing methods, where the performance is evaluated
both qualitatively and quantitatively. Results have shown the effectiveness
of the proposed method in terms of robustness against tracking drift caused
by occlusions.
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1 Introduction

Tracking visual objects from videos has been one of the important re-
search topics in computer vision [1]. Many robust trackers have been de-
veloped, however, challenges remain especially when dynamic objects expe-
rience long-term partial/full occlusions, or intersections with other objects
in crowded scenes. When an object of interest is partially or fully occluded
by other objects in images, its appearance is more or less altered by the oc-
cluding objects. Tracking occluded objects becomes more difficult, which is
likely to cause tracking drift. Occlusion handling is required for mitigating
the drift.

Related Work: Many existing approaches deal with occlusions in a single
camera view. Papadakis and Bugeau [2] propose to track occluded objects
by segmenting them into visible and occluded parts based on graph cuts.
Chao et al [3] recognizes the start and end of occlusion frames through
merging or splitting dynamic objects, and applies different template search
approaches for data association between detected blobs and targets. Kwak
et al [4] divides target into regular grid cells and detects occlusion for each
cell using a classifier. Riemannian manifold trackers with a single camera
were applied in [16, 17, 19], where dynamic learning is applied to mitigate
the tracking drift. All these methods can handle occlusions to some extent,
but become less feasible when objects undergo long-term full occlusions.

On the other hand, object tracking using multiple cameras has drawn
growing interest in recent years [5], largely driven by multiple view cov-
erage that is advantageous in handling complex scenarios, including full
occlusions.

Several object tracking schemes using multiple cameras with occlusion
handling have been proposed recently [5]. One category of multi-view track-
ing methods handles the occlusion issue through using calibrated cameras.
For example, Mittal and Davis [6] detect 3-D points on an object by apply-
ing a region-based stereo algorithm, and analyzes object occlusions by pixel-
based classification of visible and occluded parts under Bayesian framework.
For outdoor scenarios where objects are located at large distances to cam-
eras, it is difficult to accurately estimate 3-D point correspondences, where
accurate camera calibration is non-trivial. Another category of methods
uses uncalibrated cameras. These methods exploit underlying multi-view
geometric constraints. Two constraints are often used, e.g., Chu et al [7]
uses ground plane homography and Qu et al [8] uses epipolar geometry. Yue
et al [9] conducts two-view tracking by using a particle filter in each view,
and detects occlusions by comparing pixel differences between tracked and
template object. Kwolek [10] considers two-view tracking, where particle
swarm optimization is used to track objects in each view, and occlusion
is detected by computing the distance between the region covariance of
tracked and template object. Both methods maintain the tracking in oc-
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cluded views by mapping a transformation matrix of object bounding box
from an un-occluded view using ground plane homography. However, ap-
plying homography solely is not sufficient for mapping object bounding box
between views, as the bounding box is in the image plane rather than ground
plane, additional geometric constraints should be added.

Motivated by the above issues, we propose a novel method for multi-
view object tracking using uncalibrated cameras. The method does not
require occlusion detection, as tracking results are mapped between views
at each time instant. Tracking drift in occluded scenes is mitigated by us-
ing information in un-occluded views. In addition to planar homography,
the epipolar line and vertical vanishing point are added to jointly warp the
object vertical axis. The main novelties of this paper include: defining a
similarity measure on Riemannian manifolds. It is built upon geodesics
between a candidate object and a set of mapped references from multiple
views; proposing multi-view maximum likelihood (ML) estimation of ob-
ject bounding box parameters, based on Gaussian-distributed geodesics on
the manifold; introducing online learning of object appearances that takes
into account of possible occlusion; utilizing projective transformations for
mapping tracked objects between views, where parameters are estimated
from warped vertical axis by combining planar homography, epipolar ge-
ometry and vertical vanishing point; embedding single-view trackers in a
three-layer multi-view tracking scheme. Comparing with our previous work
in [11], this paper makes further improvement on integrating the tracking
scheme with an online learning scheme, using projective transformations
and more extensive tests and performance evaluations.

The remainder of this paper is organized as follows: Section 2 briefly
introduces the geometry of Riemannian manifolds, the region covariance
descriptor and the vertical axis for multi-view object. Section 3 and 4
present the big picture and the details of proposed tracking and online
learning schemes, respectively. Section 5 describes the single-view tracker
used in each individual view. Section 6 shows experimental results on multi-
view videos. Finally Section 7 concludes the paper.

2 Riemannian Manifold Geometry, Region Co-

variance Descriptor, and Vertical Axes for

Multiview Object: Review

This section briefly reviews: Riemannian geometries with focus on the space
of symmetric positive definite matrices [12] [13] [14] [15]; object descriptor
using region covariances [18]; and relations vertical axes of multiview object
under planar homography and other geometrical constraints [23, 24], for the
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sake of mathematical convenience in subsequent sections.

2.1 Manifold of Symmetric Positive Definite Matrices

A manifold is a topological space as low dimensional subspaces embedded
in a high dimensional space, which is only locally Euclidean. Fig. 1 depicts
a two-dimensional manifold embedded in R

3. Our notation follows that
in [19]: p is the starting point and q is the end point on a manifoldM, and
∆ is the velocity vector in the tangent space T . A Riemannian manifold
is a differentiable manifold where the tangent space at each point has an
inner product <,>p∈M that varies smoothly from point to point.

The space of l × l symmetric positive definite (Sym+
l ) matrices lies on

a Riemannian manifold that constitutes the convex-half cone in a vector
space of matrices [19]. To compute statistics on Sym+

l , affine-invariant
metric [20] and log-Euclidean metric [21] are commonly used, leading to
similar numerical results. The log-Euclidean metric is adopted in this paper
since it is computationally more efficient [21].

Figure 1: Example of 2-D manifoldM embedded in R
3. p and q are man-

ifold points, TpM is the tangent space for p, ∆ is the tangent
vector whose projected point on the manifold is q. The geodesic
γt is the minimum length curve between p and q on the manifold.

As shown in Fig. 1, Exponential map (T 7→ M) is the function that
maps a tangent vector ∆ along the geodesic γt to a point q on the manifold
M, given by expp(∆) = exp(log(p) +∆) under the log-Euclidean metric,

and expp(∆) = p
1
2 exp(p− 1

2∆p− 1
2 )p

1
2 under the affine invariant metric,

where p is the starting point onM.

Conversely, Logarithmic map (M 7→ T ) is the function that maps a
manifold point q (start from p) to a vector ∆ in the tangent space Tp. It
corresponds to a velocity vector, and is given by logp(q) = log(q)−log(p) =
∆ under the log-Euclidean metric, and logp(q) = p

1
2 log(p− 1

2qp− 1
2 )p

1
2

under the affine invariant metric.

Geodesic is the shortest curve between two points p, q on a manifold
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M. The geodesic distance is given by

d(p,q) = ‖ logp(q)‖ = ‖ log(q)− log(p)‖ (1)

under the log-Euclidean metric, and d(p,q) = tr[log2(p− 1
2qp− 1

2 )] under
the affine invariant metric. Another alternative for computing the geodesic

distance [18] is d(p,q) =
√

∑n

k=1 ln
2 λk(p,q) where {λk(p,q)}nk=1 are the

generalized eigenvalues of p and q.

2.2 Region Covariances as Object Descriptors

A region covariance matrix [18] enables an effective description of object
features, and is shown to be robust and versatile to variations in illumi-
nations, views and poses at modest computational cost by using integral
images.

Given a rectangular image region R, let {fk}|R|
k=1 be l-dimensional feature

vectors for each pixel inside R, where |R| is the number of pixels in R.
The features can be, e.g., intensity, color, gradient, or filter responses. For
example, a feature vector can be formed as

fk = [x, y, r, g, b, |Ix|, |Iy|, |Ixx|, |Iyy|,
√

I2x + I2y , arctan(
Iy
Ix

)]T (2)

where (x, y) is the pixel coordinate, r, g, b are RGB color values of pixel,
|Ix|, |Iy|, |Ixx|, |Iyy| are magnitudes of the first and second derivatives along

x, y directions,
√

I2x + I2y and arctan(
Iy
Ix
) are the gradient magnitude and

orientation, respectively. The region R is described by a l × l covariance

matrix CR = 1
|R|−1

∑|R|
k=1(fk − µ)(fk − µ)T , where µ is the sample mean.

Since CR ∈ Sym+
l , covariance matrices CR from different video frames can

be viewed as connected points on a Riemannian manifold [22].

2.3 Mapping Vertical Axis of Object in Different Views

To establish the relation of object between different views, one way is
through exploiting the correspondences of object’s vertical axes. The ver-
tical axis of an object is the line segment connecting its top and ground
points (see the dotted line segment in Fig. 2). Under the assumption that
objects move or stand uprightly on a planar ground, which usually holds
for outdoor scenes, the constraints of planar homography, epipolar geome-
try and vertical vanishing point are combined to warp the vertical axis of
tracked object between views. We briefly describe the method described
in [23].
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Figure 2: Warping vertical axis of a tracked object from i-th view to j-th
view by combining the constraints of planar homography, epipolar
geometry and vertical vanishing point.

Planar Homography

Let 2D homogeneous points x1 ↔ x′
1 and x2 ↔ x′

2 denote the corresponding
top and ground points of object between i-th and j-th views. Given the ho-
mography Hij induced by the plane Π from the i-th view to the j-th view,
the correspondence of object ground position is related by x′

2 = Hijx2.
However, the top point x1 is off the plane Π, x′

1 6= Hijx1 (see Fig. 2). Ho-
mography is not sufficient for warping the vertical axis of object, additional
geometric constraints should be added.

Epipolar Geometry

Given x1 in the i-th view, its corresponding point in the j-th view x′
1 lies

on the projection of the preimage of x1 onto the j-th view. This relation
is expressed by using the fundamental matrix Fij satisfying x′

1F
ijx1 = 0.

Since the preimage of x1 is a line, the projection of this line onto the j-th
view gives the line L(x1) = Fijx1, which is the epipolar line associated with
x1 (see Fig. 2). Thus, the epipolar geometry constrains the corresponding
points that lie on the conjugate pairs of epipolar lines.

Vertical Vanishing Point

To obtain the warped axis inclination, the vertical vanishing point vj of j-th
view is used. As depicted in Fig. 2, the warped axis lies on a straight line
passing through vj and x′

2. The top point x′
1 is obtained as the intersection

between the epipolar line and the straight line of the axis, x′
1 = (Fijx1)×

(vj × x′
2), where × is the homogeneous cross product operation [24].

Using the same procedure, the vertical axis of tracked object in the j-th
view may be warped to the i-th view.
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3 The Big Picture: Overview of the Proposed

Tracking Method

The proposed tracking scheme consists of two major parts: (i) multi-view
Maximum Likelihood (ML) tracking; (ii) online learning of object appear-
ances on the Riemannian manifold. As shown in Fig. 3, these two process
are performed in an alternative fashion.

Figure 3: The block diagram of proposed scheme. It is the image frame at

t, Iobjt−1 and Iobjt is the tracked object at t− 1 and t, respectively.

C
R

ij
t

is the manifold point of tracked object, and C
(t)

R
ij
ref

is the

updated reference model.

Tracking part: As shown in Fig. 4, Tracking part is performed in three
layers in cascade at each time instant. In the first layer, a single view
Bayesian framework-based tracker is applied to track a candidate object
from a given view. In the second layer, tracked object from each view is
mapped to the remaining views by using planar homography plus other
geometrical constraints. Once the correspondences between different views
are established, a manifold-based maximum likelihood (ML) criterion is
applied to obtain the best multi-view tracking result in the third layer.

Figure 4: Three layers in the multiview tracking scheme.

The essence of such a multi-view tracker is to regard an object in different
views as different points on a same manifold (see schematic description in
Fig. 5). Hence, the solution of multi-view object tracking is equivalent to
defining a similarity measure on the manifold, finding the best view object
under the measure for a given reference set, and mapping it to the desired
view under geometrical constraints.

Online Learning Part: In order to maintain a timely reference object set
as video objects may change with time, online learning of reference object
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Figure 5: Description of different views of object as points on a smooth
manifold.

set is an important issue for preventing tracking drift. However, one should
also be careful of not learning the wrong objects when object partially/fully
occurs. A strategy needs to be adopted to decide whether or not such an
online learning should be activated at a given time instant. We propose to
use a simple criterion to decide whether online learning is applied, based
on the observation that changes caused by a dynamic object are usually
less significant as comparing with changes caused by an occluding object.
A simple measure is formed based on the histogram cross-correlation be-
tween the reference and tracked object (or, the Bhattacharyya coefficient)
in combination of object mapping between different views.

Details of these two parts are described in the next section.

4 Multi-View ML Object Tracking with Manifold-

based Online Learning

Let the total number of cameras be M (M ≥ 2). Given the positions and
appearances of a tracked object from M individual trackers in each view,
our aim is to map these tracking results from the combination of (M − 1)
views to an arbitrary view (e.g. i-th view), where the mapped positions
and appearances are consistent with the destination view in terms of pixel
coordinate, scale and 2D orientation. Here, the maximum likelihood (ML)
measure of mapped object positions is applied. For each view, (M − 1)
mapped estimates and one self-estimate of object position are collected to
jointly improve the object position estimation in the i-th view in the ML
sense. Once the correspondences of vertical axes of tracked object in differ-
ent views are established (see the method in Section 2.3), the parameters
of bounding box as well as the object image are then mapped as follows.
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4.1 Mapping the Position and Appearance of Tracked

Object

In each view, object motion is approximated by a 2D projective transfor-
mation. The state vector of tracked object bounding box at time t in i-th
view is specified by nine parameters:

sit =
[

xi
t yit αi

t βi
t θit φi

t ui
t vit wi

t

]T
(3)

where xi
t and yit are translations along x, y directions, αi

t and βi
t denote

scalings of box in x, y axes, θit is rotation angle, φi
t is a skew parameter,

and ui
t, v

i
t, w

i
t are perspective projection parameters [24].

Figure 6: Mapping positions and appearances of a tracked object from j-th
and k-th views to i-th view, based on the warped vertical axis.

Once the state vector ŝit is estimated, the object bounding box is ob-
tained. We approximate the top point of object by the midpoint of top
edge in the bounding box, and the ground point of object by the midpoint
of bottom edge of box. So the vertical axis of object is obtained by the line
segment connecting these two points. Using the offline estimated homogra-
phy matrices Hij , fundamental matrices Fij and vertical vanishing points
vj , the vertical axis of tracked object in i-th view is warped to j-th view
(j = 1, · · · ,M , j 6= i), and vice versa by combining Hji, Fji and vi.

As shown in Fig. 6, based on the warped vertical axis of object from
the j-th to the i-th view, tracking results in j-th view (including the MAP
estimated object position ŝ

j
t and its corresponding region Rj

t ) are projected
to the i-th view (denoted as sjit and Rji

t ) using the method as follows.

Mapping tracked object between two views can be approximated by a 2D
projective transformation:

u′ =

[

Rji tji

0T 1

] [

Kji 0

0T 1

] [

I 0

(vji)T wji

]

u (4)
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where u is a 2D homogeneous point at [x y 1]T in the j-th view, and u′ is the

transformed homogeneous point in the i-th view,Rji =

[

cos θji − sin θji

sin θji cos θji

]

is a rotation matrix, tji =
[

xji yji
]T

is a translation vector,Kji =

[

αji φji

0 βji

]

is a skew and scale matrix (upper triangular), v = [uji vji]T is a two-
component vector that determines the position of the line at infinity, and
wji is a scalar [24].

The estimation of parameters in (4) requires at least 4 pairs of corre-
sponding points. Using the top and ground point correspondences in vertical
axes is not sufficient. Therefore, we use the state vector ŝit−1 at time (t− 1)
in i-th view, by assuming parameters change smoothly between consecu-
tive frames. In this way, 9 pairs of point correspondences with respect to
the bounding box are obtained: 4 corner points, midpoints of 4 edges in
the bounding box, and 1 center point. These correspondences are used to
estimate the parameters of projective transformation between views.

Since the concatenation of two projective transformations is a projective
transformation [24], the parameters of sjit that map the position of tracked
object from the j-th to the i-th view may be derived by decomposing con-
catenated projective transformations in a similar way as in (4). Next, the
appearance image of tracked object in j-th view is mapped to the i-th view
by building correspondences of pixel coordinates in Rj

t and Rji
t using (4),

followed by inverse mapping of pixel values using 2D interpolations. By
applying this procedure, positions and appearances of tracked objects from
(M − 1) views are mapped to the i-th view. An example is given in Fig. 7.

⇒ ⇒

⇒ ⇒
Figure 7: Mapping positions and appearances of a tracked object between

views, based on warped vertical axis. Column 1: detected ver-
tical axis (dotted line) and object region in one view; Column
2: warped vertical axis in another view, where the vertical line
passes through the warped axis, the inclined line is the epipolar
line associated with object top point from the view in Column 1;
Column 3: mapped appearance in the view in Column 2. Rows
1-2: two different video scenes.
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4.2 Multi-View ML Estimation of Object Position

Before applying the ML criterion, a reference model Ciref, containing all M
individual mapped views, is formed. To obtain the reference in i-th view,
reference models in all views are exploited. Since object appearances in
different views are not consistent with one another in terms of pixel coor-
dinates, scale and 2D orientation, they are mapped to the i-th view before
computing the appearance descriptor. The mapping is achieved by using
the method described in Section 4.1, resulting in a mapped reference object
region Rji

ref in the i-th view from the j-th view. For notational convenience,
Rii

ref = Ri
ref is used.

We choose region covariance matrices as the feature descriptor of ob-
ject appearance (see Section 2.2). Let the covariance matrix of reference
object in j-th view mapped to i-th view be C

R
ji

ref
. Then, the reference

model in i-th view Ciref is formed by a set of M component views Ciref =
{

CR1i
ref
, · · · , CRMi

ref

}

. The dissimilarity measure is based on the geodesic

on the Riemannian manifold that is computed between a candidate object
in Rji

t and the reference model Ciref by:

d(Ciref,CR
ji
t
) = min

k=1,··· ,M

∥

∥

∥
log(CRki

ref
)− log(C

R
ji
t
)
∥

∥

∥
(5)

Given the region of tracked object Rji
t (i.e., mapped from the j-th to

the i-th view), C
R

ji
t

is computed. Similarly, denote Rii
t = Ri

t and siit = sit.

The likelihood is computed from the Gaussian-distributed geodesic between
Ciref and C

R
ji
t

by:

p(C
R

ji
t
|Ciref) ∝ exp

(

−
d2(Ciref,CR

ji
t
)

2σ2
i,1

)

(6)

where d(·) is the geodesic defined in (5), and σ2
i,1 is empirically determined.

Then, the ML estimate in the i-th view is obtained by:

ŝit = s
j∗i
t , j∗ = arg max

j=1,...,M
p(C

R
ji
t
|Ciref) (7)

If j∗ 6= i, then, the individual tracker in the i-th view is re-initialized.

4.3 Online Learning of Object Appearances on theMan-

ifold

Online updating of reference model containing multi-view object appear-
ances is designed to mitigate tracking drifts due to object appearance changes
through video frames. The basic idea behind the proposed online updating
scheme is to apply Bhattacharyya coefficient to examine whether there is an
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indication of object occlusion. The reference object update is only applied
at frames where this metric indicates low possibility of occlusions. Fig. 8
shows the block diagram of online learning for an arbitrary i-th view.

Figure 8: A block diagram of the proposed online learning scheme in one
view. Without loss of generality, j-th view is selected.

Updating is only considered to the i-th view, where j∗ = i is the best view
obtained in (7) from the tracking result. We consider a simple criterion, the
Bhattacharyya coefficient between the currently tracked object and the i-th
view reference object in the model:

ρ(p, q) =

m
∑

l

√
plql ∈ [0, 1] (8)

where p and q are the normalized color histograms from the tracked object
and the i-th view reference object, m is the number of histogram bins. The
basic idea is that an occluded object is less correlated to its own clean
reference. If ρ(p, q) > T (T is a predetermined threshold value), it is an
indication that the object is unlikely to be occluded.
If the following conditions are satisfied:

j∗ ≡ i and ρ(p, q) > T (9)

Then, the i-th component C
R

ij

ref
in the reference model Cjref is updated as

follows:

C
(t+1)

R
ij

ref

= exp

(

ε logC
(t)

R
ij

ref

+ (1− ε) log
C

(t)

R
ij
ref

C
R

ij
t

)

(10)

where j = 1, · · · ,M , and ε ∈ [0, 1] is a weighting factor. The update rule

can be interpreted as the reference point C
(t)

R
ij

ref

moving to nearby point

C
R

ij
t

due to appearance change, with the traveling speed restrained by a

weighting factor ε.

5 Object Tracking in Individual Views

This section briefly describes the individual view-based tracker in the 1st
layer, for the sake of completeness.

In Layer-1 (see Fig. 4), appearance-based tracking is performed indepen-
dently in each view, using the multi-view tracking results from the previous
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frame. This corresponds to a single-view object tracker if one camera is
used.

To be consistent with the third layer, the region covariance is used to
model the object appearance (see Section 2.2). Using the state vector sit in
(3), a Brownian motion model is used between states:

sit = sit−1 +wi
t (11)

where wi
t ∼ N (0, Ωi), and

Ωi =
(

diag(σi
x, σ

i
y, σ

i
α, σ

i
β , σ

i
θ, σ

i
φ, σ

i
u, σ

i
v, σ

i
w)
)2

(12)

is the covariance containing diagonal elements, each corresponding to the
variance of individual parameters of sit. These variances are determined
empirically. A sequential importance sampling (SIS) particle filter with re-
sampling [25] is used to approximate the recursive Bayesian estimation. The

posterior pdf is estimated by p(sit|zi0:t) =
∑N

i=1 ω
i,n
t δ(sit − s

i,n
t ) where N is

the total number of particles. Assuming p(si,nt |si,nt−1) is equal to the proposal

q(si,nt |si,nt−1, z
i
t), particle weights ωi,n

t are updated by ωi,n
t ∝ ωi,n

t−1p(z
i
t|si,nt ),

followed by the normalization. Further, re-sampling is applied if Neff =
1/
∑N

n=1(ω
i,n
t )2 < Nth is satisfied [25]. The likelihood of observations in

candidate object regions {Ri,n
t }Nn=1 is defined as

p(zit|si,nt ) ∝ p(zit|g(si,nt )) = exp

(

−
d2(CRi

ref
,C

R
i,n
t

)

2σ2
i,2

)

(13)

where g(si,nt ) is the covariance matrix describing the object appearance
within the bounding box, σ2

i,2 is empirically determined, and d(CRi
ref
,C

R
i,n
t

) =

‖ log(CRi
ref
)−log(C

R
i,n
t

)‖ is the geodesic on the manifold. Finally, the MAP

(maximum a posteriori) estimate of the bounding box is computed accord-
ing to

sit ← s
i,n∗

t , n∗ = arg max
n=1,...,N

(ωi,n
t ) (14)

Further, anisotropic mean shift [26] is applied before using the particle
filter. Applying mean shift is aimed to guide the particles to a nearby local
mode, which leads to a reduced number of required particles due to smaller
variances in Ωi.

6 Experiments and Results

6.1 Experimental Setup

The proposed tracking method is tested on PETS 2001, 2006, 2007, 2009
[27] [28] [29] [30], TUG datasets [31] and EPFL datasets [32]. Each dataset
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contains synchronized videos from multiple cameras, where 11 sets of multi-
view videos containing full occlusion scenarios are selected for our exper-
iments. The tested videos contain 4 two-view scenarios and 7 three-view
scenarios. 9 different scenarios, included in the case-studies in this section,
are listed in Table 1.

Table 1: Information on the tested multi-view videos in case studies.

Dataset
No.
views

Tested
frames

No. full
occlusions

Full occlusion
frames: (shortest,

longest)
Case

PETS’01/S3.Ts 2 129 1 50 a
PETS’06/S7 3 300 1 182 b
PETS’07/S0 3 129 8 (6,39) c

PETS’09/S2.L1
2 39 3 (1,7) d
2 500 11 (4,43) e

TU Graz
3 719 19 (7,168) f
3 1000 14 (34,135) g
3 1000 27 (12,45) h

EPFL/Campus 3 290 10 (8,120) i

For all tested multi-view videos, the initial bounding box of target object
in each view is manually selected. Each object region is normalized to
32 × 64 pixels. For each single-view tracker, the number of particles is set
to N = 150, σ2

i,1 = σ2
i,2 = 0.1, and Neff = N/3 = 50 for re-sampling.

For the mean shift tracker, number of histogram bins is m = 16, the max-
imum number of iterations is n = 10. For online learning, the thresh-
old T in (9) is T ∈ [0.8, 0.85], the weighting factor ε = 0.6. For the
region covariance, the feature vector is formed as in (2). Variances Ωi

in (12) and ηi for bandwidth matrix in the mean shift are determined
empirically for each view. The ranges of these parameters are: (σi

x)
2,

(σi
y)

2 ∈ [3, 15]; (σi
α)

2, (σi
β)

2 ∈ [0.01, 0.03]; (σi
θ)

2 = 10−4; (σi
φ)

2 = 0; (σi
u)

2,

(σi
v)

2, (σi
w)

2 ∈ [10−6, 10−5]; ηi ∈ [0.001, 0.2]. These values are set as pro-
portional to the changing rate of parameters. To better evaluate the perfor-
mance of the proposed tracking method and to isolate the error caused from
the estimation of Homography and fundamental matrices, we use manually
marked 20 corresponding ground points in each video (from one starting
frame) in each view for computing the homography matrix, also marked 20
corresponding salient points in each view for computing the fundamental
matrix, and using Hough lines for estimating initial vertical lines in video.
For automatic estimating vertical axes of objects, readers are referred to [23]
for more details.

To quantitatively evaluate and compare the performance, the following
3 object criteria are applied:

(a) Euclidean distance: It is defined as the Euclidean distance between the
4 corners of tracked object bounding box and manually marked Ground
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Truth (GT) box:

dE =
1

4

4
∑

i=1

√

(x̂i − xGT
i )2 + (ŷi − yGT

i )2 (15)

where (x̂i, ŷi), (x
GT
i , yGT

i ) are the corresponding corner points.
(b) Bhattacharyya distance: It is defined between the tracked object image
and GT object image:

dB =
√

1− ρ(p, q) (16)

where ρ(p, q) is defined in (8), and dB ∈ [0, 1] (the smaller value the better).
(c) Geodesic distance: It is defined in (1) on the Riemannian manifold
between the two covariance matrices extracted from tracked and GT object
regions.

For each of these criteria, smaller values correspond to less errors hence
better tracking performance.

6.2 Test Results from the Proposed Scheme

Experiments were conducted on videos with a range of complexity and sce-
narios using the proposed tracker. Seven case studies included in this paper
are: campus (Case-a, d, e), train station (Case-b), airport (Case-c), and in-
door environment (Case-f, g), where objects experience a range of long-term
full occlusions and intersections. Some tracking results are included.

Figure 9: Proposed tracker: tracking results on videos in Case-e. Videos
are obtained from views 1-2 of PETS’09 S2.L1, where an object
experiences frequent occlusions and intersections. Tracked boxes
are marked in the image (magenta). Row 1-2: results in views
1-2. Key frames (# 19, 73, 157, 318, 491) in video are selected
(zoomed in for better inspection of target objects).

Fig. 9 (Case-e) shows the tracking results on the two-view videos in an
outdoor environment on campus, where several people are walking around.
In this scenario, the density of crowd is low and the background is nearly
homogeneous. The size of objects is small since they are located at large
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distances to both cameras. The target person is occluded by a post in
the 1st view for several times (short duration), and experiences frequent
intersections with other people. Observing the tracking results, one can see
that the proposed tracker is robust against occlusions and intersections for
small objects with tight and accurate bounding boxes.

Fig. 10 (Case-e) shows the resulting trajectory of object in the top view
from the proposed scheme as well as the ground truth trajectory (manually
marked). It is observed from Fig. 10 that the two trajectories overlap to a
great extent. Some jitters from the ground truth trajectory exist, however,
not significant.

Figure 10: Proposed tracker: trajectories of tracked moving object on video
PETS’09 S2.L1: test results and ground truth. The trajec-
tory of tracked object on the ground plane (from the top view)
through planer homography mapping. Magenta: from the pro-
posed tracker in View 2. Yellow: ground truth trajectory. ’×’
and ’◦’: starting and end points.

Fig. 11 (Case-b) shows the tracking results on the three-view videos in
a train station where a person with a suitcase is visible in the 3rd view,
but becomes partially occluded by a trolley in some frames, and reappears
afterwards in the 2nd view. The target is fully occluded with a long time
duration by the same trolley in the later part of frames, and reappears in
the end of the 1st view video. In this case, the crowd density is low and the
background is not very complicated. The target person is relatively large in
the 1st and 3rd views, but is small in the 2nd view. As we observed, even
when the person is fully occluded during frames [648, 829] in the 1st view,
and partially occluded in frames [580, 599] in the second view, the tracker
still follows the target person as long as it is visible in one view, despite of
different sizes appeared in each view.

Fig. 12 (Case-c) shows the tracking results on the three-view videos in an
airport, where a person walks through a dense crowd. In this scenario, the
crowd density is relatively high and the background is complicated. Further,
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Figure 11: Proposed tracker: tracking results on videos in Case-b. Videos
are obtained from views 1, 2, 4 of PETS’06 S7, where an object
experiences partial and long-term full occlusions. Tracked boxes
are marked in images (magenta). Rows 1-3: results in 3 views.
Key frames (# 574, 592, 775, 828, 839) in the video are selected
(zoomed in for better inspection of target objects).

illuminations are very different between the 3rd view and remaining views.
The target person experiences partial/full occlusion constantly in the 1st
and 2nd views. It can be seen from Fig. 12 that the proposed tracker is
effective for tracking objects in dense crowd with complex background.

Figure 12: Proposed tracker: tracking results on videos in Case-c. Videos
are obtained from views 1, 2 and 4 of PETS’07 S0, where an
object experiences frequent intersections. Tracked boxes are
marked in images (magenta). Row 1-3: results in the 3 views.
Key frames (# 1852, 1864, 1934, 1940, 1977) in the video are
selected (zoomed in for better inspection of target objects).
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Fig. 13 (Case-f) shows the tracking results on the three-view videos in an
indoor environment, where a person with others is walking around and ex-
periences frequent intersections. Since all persons are moving in a small
area, the frequency of intersections and occlusions are very high. The ob-
jects are near to the cameras, so it is more likely to cause full occlusions.
It is observed in Fig. 13 that the proposed tracker follows the object with
accurate and tight bounding box, despite the target person is invisible in
some views due to occlusion.

Figure 13: Proposed tracker: tracking results on videos in Case-f. Videos
are obtained from views 1-3 of TU Graz Multi-Camera dataset,
where an object experiences frequent intersections. Tracked
boxes are marked in images (magenta). Row 1-3: results in views
1-3. Key frames (# 3201, 3272, 3369, 3702, 3835) in the video
are selected (zoomed in for better inspection of target objects).

Fig. 14 (Case-g) shows the tracking results on the three-view videos in an
indoor environment, where a single person is walking around. An image of
a book is superimposed to each view for synthetic occlusion. The target
person then experiences frequent full occlusions with long time durations
in each view. It is observed in Fig. 14 that the proposed tracker is able
to follow the object with accurate and tight bounding box as long as it is
visible in one view, despite the long durations of full occlusion.

6.3 Performance Evaluation of the Proposed Scheme

To quantitatively evaluate the proposed tracking scheme as well as the ef-
fectiveness of the proposed online learning, Case-g is studied. Since the
occlusion is this case is synthetically added, the ground truth is available.
Tests are done separately for the proposed trackers with and without online
learning.
Online Learning: Fig. 15 shows the Bhattacharyya coefficient ρ(p, q) in
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Figure 14: Proposed tracker: tracking results on videos in Case-g. Videos
are obtained from view 1-3 of TU Graz Multi-Camera dataset,
where an object experiences long-term full occlusion. Tracked
boxes are marked in images (magenta). Row 1, Column 1-3:
results in views 1-3. Row 2: corresponding ground truth for
each view. Key frame # 533 is shown.

(8) between the single-view tracker and the reference object in each view.
Observing Fig. 15, one can also see that T is relatively easy to determine.
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Figure 15: Evaluation of proposed tracker: Bhattacharyya coefficients ver-
sus frame numbers on videos from Case-g (views 1-3 of TU Graz
Multi-Camera dataset), computed between the output of 1st
layer tracker in Fig.4 and the reference object. Top to bottom
plots: from views 1-3. The black bar indicates ground truth
occlusion frames.
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Fig. 16 shows selected tracking results within the tracked boxes from
the proposed scheme with/without online learning. One can see that with
online learning, the proposed tracker shows good tracking with visibly better
tracking performance as compared with the one without online learning.
Table 2 shows the mean and standard deviation of Euclidean distance in
(15), Bhattacharyya distance in (16) and geodesic distance in (1) on videos
in Case-g. Fig. 17 compares the error curves under each criterion averaged
over views for Case-g with and without online learning. Observing Table
2 and Fig. 17, one can see that under each criterion, good performance is
obtained, indicated by small error values with small variances, despite the
frequent occurrences of full occlusions. Further, results show that online
learning of object appearances has improved the tracking performance.

Figure 16: Proposed tracker: tracking results with/without online learning
on videos in Case-g. Videos are obtained from views 1-3 of TU
Graz Multi-Camera dataset). Odd rows: with online learning in
3 views; Even Rows: without online learning in 3 views. Key
video frames (# 1, 100, 199, 298, 397, 496, 595, 694, 793, 892,
991) are selected in the figure. Note that in the 2nd row, syn-
thetically added occlusions are removed for easy inspection on
whether tracked box is related to a true object location.
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Table 2: Evaluation of proposed tracker: tracking errors using the tracker
with/without online learning on videos in Case-g (views 1-3 of TU
Graz Multi-Camera datasets). Three objective criteria are used
to calculate the tracking errors: Euclidean distance in (15), Bhat-
tacharyya distance in (16) and geodesic distance in (1). The results
are averaged over all frames for each view. OL: online learning;
NOL: no online learning.

(a) Euclidean distance

Mean Standard deviation
View
1

View
2

View
3

View
1

View
2

View
3

OL 9.3302 13.2432 9.5677 4.6573 5.0377 3.5362
NOL 22.080 24.4718 20.480 12.289 16.171 15.442

(b) Bhattacharyya distance

Mean Standard deviation
View
1

View
2

View
3

View
1

View 2
View
3

OL 0.2950 0.3700 0.3608 0.0545 0.0675 0.0836
NOL 0.3348 0.4602 0.4611 0.0925 0.1286 0.1260

(c) Geodesic distance

Mean Standard deviation
View
1

View
2

View
3

View
1

View
2

View
3

OL 1.7916 1.8620 1.7404 0.3818 0.3605 0.4015
NOL 2.1127 2.7277 2.6967 0.6733 1.0778 1.1419

6.4 Comparisons with Three Existing Trackers

The proposed tracker is compared with three existing multi-camera tracking
methods:

• Tracker-1 in [9], which uses particle filter-based tracking and pixel
difference-based occlusion detection;

• Tracker-2 in [10], which uses particle swarm optimization-based track-
ing and covariance distance-based occlusion detection.

• Tracker-3 in [33], which performs object tracking through detection
and multiview co-training.

Qualitative Comparisons: Fig. 18 (Case-a) shows the tracking results on
occluded view of the two-view videos in an outdoor environment on cam-
pus, where a person is walking along the road, by the proposed tracker
and Tracker-1 in [9]. The person is fully occluded by a tree and does not
reappear. Comparing the results in Fig. 18, one can see that the proposed
tracker and Tracker-1 performs similarly well. Fig. 19 (Case-d) shows the
tracking results on the two-view videos in an outdoor environment on cam-
pus, where multiple persons are walking around, by the proposed tracker
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Figure 17: Evaluation of proposed tracker: tracking errors with/without
online learning on videos in Case-g. Videos are obtained from
views 1-3 of TU Graz Multi-Camera datasets. Tracking errors
are evaluated from: (Top) Euclidean distance in (15); (Middle)
Bhattacharyya distance in (16); (Bottom) Geodesic distance in
(1). Curve values are averaged over all views.

Figure 18: Comparison: tracking results from the proposed tracker and
Tracker-1 on two-view videos in Case-a. Videos are obtained
from views 1-2 of testing set of PETS’01 S3, where an object
experiences long-term full occlusion (only the occluded view is
shown). Row 1: from Tracker-1 [9] (red box); Row 2: from
the proposed tracker (magenta box). Key frames (# 5019, 5074,
5095, 5105, 5118) in the video are selected (zoomed in for better
inspection).

and Tracker-2 in [10]. The target person moves very fast, and experiences
short-term occlusion and intersections with other persons. Comparing these
results, one can see from Fig. 19 that the proposed tracker performs better
than Tracker-2 in terms of tracked object boxes, where both views contain
occlusions.



6 Experiments and Results A23

Figure 19: Comparison: Tracking results from the proposed tracker and
Tracker-2 on two-view videos in Case-d. Videos are obtained
from view 1 and 5 of PETS’09 S2.L1, where an object experiences
intersections. Row 1-2: from Tracker-2 in [10] (white box) for
the 2 views. Row 3-4: from the proposed tracker (magenta box)
for the 2 views. Key frames (# 130, 145, 151) in the video are
selected (zoomed in for better inspection of target objects).

Fig. 20 (Case-h) shows the tracking results on the three-view videos in
an indoor environment, where multiple persons are moving around, by the
proposed tracker and Tracker-3 in [33]. The target persons move frequently,
and experience short-term occlusion and intersections with each other. Since
the proposed multi-view tracking scheme is designed to track individual
object through videos, the results in rows 4-6 of Fig. 20 is a superposition
of individual object tracking results. Comparing the results, one can see that
the proposed tracker performs somewhat better than Tracker-3 in terms of
tightness of tracked object bounding boxes.

Fig. 21 (Case-i) shows the tracking results on the three-view videos in
an outdoor environment on campus, where multiple persons are walking
around, by the proposed tracker and Tracker-3 in [33]. The target per-
sons experience short-term and long-term occlusions and intersections with
each other. Comparing these results, one can see that the proposed tracker
performs somewhat better than Tracker-3 in terms of tightness of tracked
object boxes.
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Table 3: Quantitative performance comparisons: Comparing tracking errors
between the proposed tracker and Tracker-2 on Case-i videos, and
between the proposed tracker and Tracker-3 on Case-h and Case-i
videos. Sub-tables (a)-(c) show error values obtained from using
the criterion of Euclidean distance in (15), Bhattacharyya distance
in (16), and Geodesic distance in (1), respectively. Error values
are averaged over all objects and all key frames (i.e. video frames
shown in Fig. 19, Fig. 20 and Fig. 21) in each view.

(a) Euclidean distance
Videos Case-d View 1 View 2 Average

Proposed 5.3115 5.2957 5.3036
Tracker-2 12.243 16.153 14.198

Videos Case-h,i
View
1

View
2

View
3

Average

Proposed 8.1616 6.4158 6.4999 7.0258
Tracker-3 119.89 103.40 101.37 108.22

Proposed 6.0699 6.9204 7.3095 6.7666
Tracker-3 17.890 20.696 32.516 23.701

(b) Bhattacharyya distance

Videos Case-d View 1 View 2 Average
Proposed 0.1665 0.0782 0.1224
Tracker-2 0.3374 0.2743 0.3058

Videos Case-h,i
View
1

View
2

View
3

Average

Proposed 0.0639 0.0506 0.0503 0.0549
Tracker-3 0.4364 0.3360 0.2917 0.3547

Proposed 0.0689 0.1003 0.0608 0.0767
Tracker-3 0.2810 0.2678 0.3093 0.2860

(c) Geodesic distance
Video Case-d View 1 View 2 Average
Proposed 1.2982 0.8992 1.0987
Tracker-2 3.4105 3.4654 3.4379

Videos Case-h,i
View
1

View
2

View
3

Average

Proposed 0.5536 0.3805 0.5428 0.4923
Tracker-3 2.8850 2.5056 2.6074 2.6660

Proposed 0.9119 0.9196 0.8058 0.8791
Tracker-3 1.7674 1.4407 1.8271 1.6784

Quantitative Comparisons: To make quantitative comparisons between the
proposed tracking scheme and Tracker-2 and Tracker-3, three objective
criteria, Euclidean distance in (15), Bhattacharyya distance in (16) and
Geodesic distance in (1), are applied. Table 3 compares the proposed track-
ing scheme and Tracker-2, Tracker-3 under the criterion of Euclidean dis-
tance in (15), Bhattacharyya distance in (16) and geodesic distance in (1)
on videos in Case-d, h, i. Observing Table 3, one can see that under each
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Figure 20: Comparison: Tracking results from proposed tracker and
Tracker-3 on 3-view videos in Case-h. Videos are obtained from
views 1-3 of TU Graz Multi-Camera dataset, where objects ex-
periences intersections. Row 1-3: from Tracker-3 [33] (white
box) for views 1-3 (Column 1-3). Row 4-6: from the proposed
tracker (magenta box) for views 1-3 (Column 1-3). The video
frames (# 510, 1089, 1481) are chosen the same as those given
in Tracker-3.

criterion, better performance is obtained by the proposed tracker, indicated
by small error values. It is worth mentioning that, since tracking in Tracker-
3 is based on detection and learning classifiers that is rather different from
the proposed scheme, performance comparisons only give some rough indi-
cations.
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Figure 21: Comparison: Tracking results from proposed tracker and
Tracker-3 on 3-view videos in Case-i. Videos are obtained from
views 1-3 of EPFL Multi-Camera dataset, where objects expe-
riences intersections. Row 1-3: from Tracker-3 [33] (white box)
for view 1-3 (Column 1-3). Row 4-6: from the proposed tracker
(magenta box) for view 1-3 (Column 1-3). The video frames ( #
511, 692, 741) are chosen the same as those given in Tracker-3.

7 Conclusion

The proposed multi-view tracker, through mapping tracked object between
camera views, maximum likelihood estimation based on geodesics, and on-
line learning on the Riemannian manifold, is tested on videos containing
long-term full occlusion. Test results have shown the effectiveness and ro-
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bustness of the proposed tracking and online learning scheme, in terms of
tracking drifts and bounding box accuracy especially for long-term full oc-
clusion scenarios. Performance of the proposed tracker is evaluated using
three criteria, and qualitative and quantitative comparisons with three ex-
isting multi-view tracking methods have been made which provided further
support to the proposed scheme. Future work will be conducted on exten-
sive tests and evaluation on videos where occluding and target objects have
similar appearances.
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Abstract

This paper proposes a novel method for multi-view face pose classification
through sequential learning and sensor fusion. The basic idea is to use
face images observed in visual and thermal infrared (IR) bands, with the
same sampling weight in a multi-class boosting structure. The main con-
tribution of this paper is a multi-class AdaBoost classification framework
where information obtained from visual and infrared bands interactively
complement each other. This is achieved by learning weak hypothesis for
visual and IR band independently and then fusing the optimized hypothesis
sub-ensembles. In addition, an effective feature descriptor is introduced to
thermal IR images. Experiments are conducted on a visual and thermal IR
image dataset containing 4844 face images in 5 different poses. Results have
shown significant increase in classification rate as compared with an exist-
ing multi-class AdaBoost algorithm SAMME trained on visual or infrared
images alone, as well as a simple baseline classification-fusion algorithm.
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1 Introduction

Multi-view face pose classification has drawn increasing research interest in
recent years, largely driven by many applications such as robotic surveil-
lance [1], monitoring of driver attentiveness [2] or automating camera man-
agement [3].

Several face pose classification methods have been proposed and devel-
oped recently. Guo et al. [4] use PCA-based face features and soft margin
AdaBoost to detect the frontal views. Baluja et al. [5] extract features in-
spired by [6] and build five separate AdaBoost classifiers for face images
in each class. Huang et al. [7] present a nested cascade detector for face
poses in 5 classes using confidence-rated AdaBoost [8] based on Haar fea-
tures. Yang et al. [9] introduce a tree-structured classifier for face poses in
7 classes, and each node is a three-class classifier trained by AdaBoost.MH.
Islam et al. [10] suggest a subspace learning approach for feature extraction
and classify five different face poses by k-NN technique. Good results have
been achieved, however, these methods mainly adopt one-against-all or one-
against-one strategies for multi-class problems, so model complexities may
be increased.

To improve the classification of objects, approaches are proposed on fu-
sion of visual and infrared information. Hanif and Ali [11], Ulusoy and
Yuruk [12], Wang and Li [13] each present a fusion method at the sensor
level. Neagoe et al. [14] use decision fusion of neural classifiers for real time
face recognition. Apatean et al. [15] introduce fusion scheme at different lev-
els for SVM-based obstacle classification. These methods usually combine
multiple individual features or decisions in a one-off manner, however, the
interactive relations between visual and infrared observations are seldom
considered. Despite these efforts, classifying face poses using both visual
and infrared observations remains an open issue.

To tackle these problems, we propose a novel method fusing visual and
infrared information interactively within a boosting framework for multi-
view face pose classification. Different from one-against-all or one-against-
one strategies, our model is similar to SAMME [16] in true solution to
multi-class problems, however, a new part of sensor fusion is introduced.
The main contributions of this paper include using sub-ensemble learning for
fused hypothesis optimization and suggesting effective feature for thermal
IR image. Improved classification results are demonstrated by empirical
evaluation compared with SAMME using visual or infrared images alone,
as well as a simple baseline classification-fusion algorithm.

The rest of this paper is organized as follows: Section 2 gives a big pic-
ture of the proposed framework; Section 3 makes some review of AdaBoost
algorithms; Section 4 describes our fusion strategy; Section 5 describes fea-
ture extraction for thermal IR images; Section 6 shows experiment results on
a visual and thermal IR image dataset and comparisons with most relevant
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existing method; finally Section 7 concludes the paper.

2 Problem Formulation: The Big Picture

As shown in Fig. 1, the proposed framework consists of three major parts:
(a) independent weak hypothesis learning using visual and infrared features
with the same sampling weight; (b) fusion by optimizing hypothesis sub-
ensemble; (c) adding sub-ensemble to a final strong classifier and updating
sampling weight distribution with a scale factor.

Figure 1: Block diagram of proposed scheme. The dashed box represents
boosting structure. The notations x1

i , x
2
i , Ci denote visual fea-

tures, infrared features, and predicted class labels of i-th object,
respectively.

The essence for using the same sampling weight is to force weak classifiers
for both visual and infrared bands to focus on the same objects, therefore
weak hypotheses independently learned from visual and infrared features
match each other. The basic idea for hypothesis optimization is to add
hypotheses for both bands to the sub-ensemble, with sub-ensemble weights
according to their accuracies, so that hypothesis sub-ensemble may have
enhanced performance based on fusion of visual and infrared information.
In this way, the final strong ensemble may have further improved accuracy.
The main motivation for using a scale factor to update sampling weights
is to make weak classifiers focus on those difficult objects misclassified in
both visual and infrared bands. The main novelty lies in two-stage en-
semble learning within multi-class boosting framework, by using visual and
infrared information in this interactive manner, which may lead to better
classification results.

3 AdaBoost: Review

This section briefly reviews AdaBoost algorithms, with emphasis on SAMME,
which our proposed classification method is built upon.

AdaBoost is an ensemble learning method originally intended only for
binary problems. Many extensions of AdaBoost for multi-class problems
exist, and most of them have been restricted to using one-against-all or one-
against-one strategies [17]. SAMME, one of the true multi-class AdaBoost
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algorithms, is a true multi-class classifier that solves multi-class problems
without reducing them to multiple binary subproblems.

Let X = {xi}, i = 1, 2, · · · , N be the entire training set containing
feature vectors of objects. Let the class label (denoted by c) be represented
as a K-dimensional vector y = (y1, y2, · · · , yK)T , where yk = 1 if c = k,
otherwise yk = −1/(K − 1), k ∈ {1, 2, · · · ,K} and K ≥ 3 is the number
of classes. In such a way, Y = {yi} is an equivalent set of class labels
corresponding to X. The output of weak classifier for each feature vector is
encoded in the same way as the weak hypothesis h = (h1, h2, · · · , hK)T .

The goal is to minimize the objective function as exponential loss func-
tion L(Y,H) =

∑N
i=1 exp

(

− 1
K
yT
i H(xi)

)

by learning a strong ensemble

H(t)(xi) = H(t−1)(xi) + α(t)h(t)(xi) (1)

subject to the constraint
∑K

k=1 Hk(xi) = 0. Several boosting rounds t =

1, · · · , T is applied. In each boosting round, the sampling weight D
(t)
i for

each feature vector of objects, weighted errors ǫ(t) for the weak classifier and
the ensemble weight α(t) for each hypothesis that is added to the ensemble
are updated as follows:

D
(t)
i = exp

(

− 1

K
yT
i H

(t−1)(xi)

)

(2)

ǫ(t) =

N
∑

i=1

D
(t−1)
i I(yT

i h
(t)(xi) ≤ 0)/

N
∑

i=1

D
(t−1)
i (3)

α(t) =
(K − 1)2

K

(

log
1− ǫ(t)

ǫ(t)
+ log(K − 1)

)

(4)

where I(A) is an indicator function which equals 1 if event A is true, and 0
otherwise.

4 Multi-Class Boosting with Weak Hypothe-

sis Fusion
A sub-ensemble learning method fusing weak hypotheses learned from visual
and infrared features under multi-class AdaBoost framework is introduced in
this section. Each object feature vector xi contains two component feature
vectors {x1

i ,x
2
i }, corresponding to visual and infrared bands, respectively.

In the proposed method, we enforce a same set of sampling weights to
the weak classifiers for both visual and infrared bands on the same objects,
therefore weak hypotheses independently learned from visual and infrared
features match each other, yielding hm(xm

i ), m = 1, 2. Different from mul-
tiple AdaBoost classifiers trained on single-band features with independent
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sampling weights, the interaction between visual and infrared information in
our case is conducted at each boosting round inside the boosting structure.

The objective criterion of the proposed scheme is to minimize the expo-
nential loss function

L(Y,h) =

N
∑

i=1

exp

(

− 1

K
yT
i h

(t)(xi)

)

(5)

through learning a sub-ensemble of weak hypotheses

h(t)(xi) =

M
∑

m=1

β(t)
m h(t)

m (xm
i ) (6)

subject to the constraints
∑K

k=1 hk(xi) = 0 and
∑M

m=1 β
(t)
m = 1, M = 2.

The solution is shown to be:

β(t)
m =

log
(

1−ǫ(t)m

ǫ
(t)
m

(K − 1)
)

log
(

(K − 1)M
∏M

m=1
1−ǫ

(t)
m

ǫ
(t)
m

) (7)

where

ǫ(t)m =

N
∑

i=1

I(yT
i h

(t)
m (xm

i ) ≤ 0)/N (8)

βm is the sub-ensemble weight for each single-band weak hypothesis that
is added to the sub-ensemble and ǫm is the error rate for each single-band
weak hypothesis.

A scale factor γ
(t)
i is then introduced for xi, which is exponentially

proportional to the count of misclassification by the two weak classifiers

γ
(t)
i = 2ηi (9)

where ηi =
∑M

m=1 I(h
(t)
m (xm

i ) 6= yi). In such a way, objects correctly classi-
fied by weak classifiers in both visual and infrared bands lose more weights,
and objects misclassified by both weak classifiers are treated as difficult
objects by gaining more weights:

D
(t)
i = γ

(t)
i D

(t−1)
i exp

(

− 1

K
β(t)yT

i h
(t)(xi)

)

(10)

Table 1 summarizes the pseudo code of the proposed scheme.
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Table 1: Pseudo code of multi-class boosting with weak hypothesis fusion.

Training process:

Input: training set X, label set Y and #iteration T .

1. Initialization: sampling weights D
(0)
i = 1/N, i = 1, 2, · · · , N and ensemble

H(0)(xi) = 0 ∈ R
K .

2. For t = 1 to T (boosting round):

(a) Learn single-band weak hypothesis h
(t)
m (xm

i ) with D
(t−1)
i ;

(b) Compute error rate ǫ
(t)
m for each single-band weak hypothesis by (8);

(c) Set sub-ensemble weight β
(t)
m by (7);

(d) Fuse optimized hypothesis sub-ensemble h(t)(xi) by (6);
(e) Compute weighted error for fused hypothesis ǫ(t) by (3);
(f) Set ensemble weight for fused hypothesis α(t) by (4);
(g) Add to ensemble H(t) according to (1);

(h) Update sampling weights D
(t)
i by (10) and re-normalize, where the scale

factor γ
(t)
i is obtained from (9);

End

Output: parameters of trained classifier h
(t)
m , β

(t)
m , α(t).

Testing process:

Input: a new pair of test images xj in the test set
Repeat: the boosting round in Step 2 above, using fixed classifier’s

parameters obtained from the training process;
Output: class label k∗ = argmaxk Hk(xj) for xj .

5 Feature Descriptor for IR Image

Thermal infrared images present different characteristics from those in vi-
sual band images, e.g. blurred edges and lack of texture information (as
shown in Fig. 3).

Figure 2: A bank of Gabor wavelets in (a) frequency domain and (b) real
parts in spatial domain.

Viewing the special nature of thermal IR images, special feature descrip-
tors that are effective should be explored. We propose in this paper to use
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Gabor wavelet features. The idea here is that a bank of Gabor wavelets
with appropriately specified frequency bands and orientations is used to
characterize an IR image, which may extract salient features in thermal
IR images due to the spatial locality, frequency selectivity and orientation
selectivity [18]. DC component is added as a feature component covering
the lower frequency band. Fig. 2 shows the Gabor wavelets in frequency
domain and real part in spatial domain. To further reducing the feature
dimension, we then apply PCA (principal component analysis) to Gabor
features from each IR image.

6 Experimental Results

Dataset: A total of 2422 visual and 2422 thermal infrared images are used.
Detail about the dataset split to each class is given in Table 2. Fig. 3 shows
some example images.

Table 2: Visual and thermal IR face image dataset containing five poses.

Face pose #Visual images #IR images
Front 506 506
Left 500 500
Right 500 500
Up 456 456
Down 460 460

Figure 3: Example face images of visual and thermal IR bands with five
poses.

Setup: All face images are manually cropped and normalized to 32 × 32
pixels in gray-scale images. Gabor wavelets with 3 frequency bands (1.5
octave bandwidth) are used for extracting visual and infrared features. The
number of orientations is 8 for each image. The down-sampling rate is 4
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in each (horizontal/vertical) direction. PCA is applied to Gabor feature
vectors retaining average of 95% energy. Images in the dataset are parti-
tioned into 2 sets, i.e. 60% of images in each class are used for training, the
remaining 40% are used for testing.
Results and comparisons: Table 3 and 4 show the classification results
from the proposed scheme on the testing set by using visual and thermal IR
images as compared with (a) SAMME using visual images only; (b) SAMME
using infrared images only; (c) a simple baseline classification-fusion algo-
rithm. The simple baseline classification-fusion algorithm is obtained by
training sub-classifiers Hm(xm

i ) with independent sampling weights for vi-
sual features x1

i and IR features x2
i . The class label is then determined

according to k∗ = argmaxm,k Hm,k(x
m
i ), where Hm,k(x

m
i ) is the k-th ele-

ment of sub-classifierHm(xm
i ). Fig. 3 shows the curves of the corresponding

classification error as a function of boosting rounds for all these four cases
on the testing set.

Table 3: Comparison of different methods: average classification rate on the
testing set (V: Visual).

Method Dataset Classification rate (%)
SAMME(V) Visual 87.31
SAMME(IR) IR 92.44
Baseline classification-fusion Visual+IR 93.90
Proposed Visual+IR 96.20

Table 4: Comparison of different methods: false positive rate and false neg-
ative rate for each class on the testing set.

False positive rate (%)
Method Front Left Right Up Down
SAMME(V) 14.01 10.70 9.55 13.35 16.14
SAMME(IR) 12.18 5.30 3.70 8.30 8.42
Baseline classification-fusion 12.38 3.00 5.50 4.95 4.35
Proposed 6.09 2.20 1.90 4.62 4.29

False negative rate (%)
Method Front Left Right Up Down
SAMME(V) 15.10 7.03 7.28 11.35 22.19
SAMME(IR) 13.15 3.02 1.78 9.64 9.80
Baseline classification-fusion 9.23 1.52 3.08 8.95 7.85
Proposed 7.33 1.66 0.71 2.85 6.38

Results from Table 3 and 4 show that the proposed classifier improves the
average classification rate as comparing with SAMME(V), SAMME(IR) and
the baseline fusion-classifier. Observing Fig. 4 shows that the proposed
classifier has a fast convergence speed with the lowest classification errors.
Further, Fig. 5 shows that using the Gabor feature descriptor for IR images
is very efficient in the proposed classifier. It allows very low dimensional
features for IR images without significantly reducing the final classification
rate.
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Figure 4: Classification errors vs. boosting round for the proposed classifier
and 3 other classifiers on the testing set.
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Figure 5: Dimension of IR image features vs. the average classification rate.
Red curve: final classification rate from proposed scheme when the
feature dimension of IR images changes meanwhile the feature
dimension of visual band (386 in our tests) is fixed; Blue curve:
the classification rate when the classifier only uses IR images with
specified feature dimension.

7 Conclusion

The proposed multi-class classification method, using fused hypotheses from
visual and IR information in a unified multi-class AdaBoost, is shown to
be effective in obtaining high classification rate with low false alarm in our
experiments. Our results have also shown that the proposed feature descrip-
tor for IR images is very effective. Comparison with an existing and most
relevant AdaBoost algorithm SAMME on visual or IR face image dataset
alone as well as a baseline classification-fusion algorithm has provided fur-
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ther evidence on the effectiveness of the proposed method. Future work will
be conducted on testing on more datasets.
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