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Abstract

The two lines of sight towards the gravitationally lensed quasar PKS 1830-211 have been used as a probe for a number of cosmological parameters like the temperature of the cosmic microwave background, variations in the fundamental constants, and the Hubble constant. Apart from being used as a cosmological probe, this gravitational lens system also offers a unique opportunity to study both the interstellar medium of lens galaxy and the radio jet of the background quasar. Although numerous high resolution observations have been performed towards the source quasar, there is no one single lens model that can account for all the observed characteristics of this system. As a first step towards achieving a unified model for both the background source and the lens galaxy, in this thesis, we have built a refined lens model using high resolution observations performed over the last decade. Using the new lens model, we estimate a value for the Hubble constant \( H_0 = 76 \pm 28 \text{ km/s/Mpc} \). Though the uncertainty of \( H_0 \) is large, we found that it scales linearly with the uncertainty on the lens position and better constraints on the lens position through future observation could improve our \( H_0 \) estimate. We have also discussed several new methods – both observational and theoretical – with which the refined lens model can be greatly improved.

Keywords: (Galaxies:) quasars: individual: PKS 1830-211 – Gravitational lensing – (Cosmology:) cosmological parameters
“We are joined in a search for understanding, not grades.”
– P. J. E. Peebles, Principles of Physical Cosmology.
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Chapter 1

Introduction

Gravitational lensing is the bending or deflection of light from a source due to the presence of an arbitrary distribution of mass along its path. A schematic representation of gravitational lensing is shown in figure 1.1. The figure shows the deflection of light rays from a background galaxy by a galaxy cluster present in-between the source galaxy and the observer. The picture also shows that certain light rays (shown in orange) though follow different paths tend to converge at a specific location and the observer at that particular location will see two different images of a single background source. In the image, if the observer happens to be in the path of other light rays (which are shown in white), the observer will see a single, distorted image of the background source.

Though the relativistic formalism for gravitational lensing was presented in the beginning of the previous century (Chwolson, 1924; Einstein, 1936), the first gravitational lens was discovered almost half a century later (Walsh et al., 1979). However, even before the discovery of the first gravitational lens, Refsdal (1964) predicted that gravitational lenses could in principle be used to determine the value of Hubble constant ($H_0$) and masses of galaxies. If the background source being lensed happens to be intrinsically variable, images of the background source produced by the lens will exhibit a time delay with respect to one another. If the time delay between the lensed images can be measured precisely, and if one has a model for the gravitational lens, these two can be combined to estimate the value of $H_0$ (see chapter 2 for a review of the mathematical theory of gravitational lensing). Even though being conceptually simple, determining a precise value of $H_0$ using gravitational lenses over the years has proven to be challenging due to uncertainties associated with the lens model.

A robust model that overcomes the above mentioned uncertainties related to lens modelling can have several other useful consequences apart from having a precise estimate for the value of $H_0$. For example, Vegetti et al. (2012) modelled the lens JVAS B1938+666 and detected the presence of a dwarf satellite galaxy near the primary lens. Such systematic studies of a number of gravitational lenses could shed light on the “missing satellite problem” associated with the Cold Dark Matter (CDM) scenario for cosmological structure formation. Instead of being a stand-alone probe, gravitational lenses can also be used in combination with other cosmological probes such as galaxy clustering and the integrated Sachs-Wolfe effect to study cosmic gravity (see for example Jain and Khoury, 2010; Cabrè et al., 2012).

The uncertainties associated with the lens modelling procedure can be overcome either by analysing a statistically large ensemble of gravitational lenses to estimate the value of $H_0$ or by studying individual lenses in great detail in order to account for possible sources of error in the modelling procedure. With the latter point in mind, we have chosen a single gravitational lens as the subject for this study. The source studied in this thesis – PKS 1830-211 – is a gravitationally lensed quasar and is interesting not only due to gravitational lensing but also due to its uses as other cosmological probes. A brief account of its uses as a cosmological probe and why a robust lens model for this system is required are presented.
in chapter 3. In chapter 4, we first review some of the recent lens modelling attempts for PKS 1830-211 before presenting our refined lens model for this system. We finally conclude by suggesting observations and modelling techniques that can be used to improve the lens model presented in this study.

Throughout this work, we assume a flat $\Lambda$CDM cosmology with $\Omega_m = 0.279$, $\Omega_A = 0.721$ (Hinshaw et al., 2012) and $H_0 = 100h$ km/s/Mpc unless otherwise stated.
This chapter deals with the theory of gravitational lensing where relevant mathematics is introduced in section 2.1 and in section 2.2 we review some of the commonly used mass distributions for modelling spiral galaxies. In a realistic lensing scenario, the equations governing the lens “mapping” cannot be solved analytically and hence require numerical recipes. In section 2.3.1 we briefly review the commonly used numerical procedure that is used to solve the lens equation.

2.1 Lensing formalism

2.1.1 Lens equation

The theory of General Relativity predicts that a light ray passing close to a gravitating object gets deflected from its original path. If the ray impact parameter $\xi$ – defined as the shortest distance between the center of mass of the gravitating object and the light ray – is smaller than the Schwarzschild radius $R_S$ of the gravitating object, then the deflection angle $\hat{\alpha}$ can be written as

$$\hat{\alpha} = \frac{4GM}{c^2\xi}$$

if $\xi \ll R_S$ where $R_S = \frac{2GMc^2}{\xi^2}$. In the above equation, $M$ is the mass of the gravitating object, $G$ is the gravitational constant and $c$ is the velocity of light. It is easy to see that the equations for deflection angle predicted by General Relativity and Newton's law of gravity differ by a factor of 2.

The assumption $\xi \ll R_S$ implies that the deflection angle $\hat{\alpha} \ll 1$ and this allows one to denote the total deflection angle due to an ensemble of mass distribution as the sum of the deflection angles due to the individual mass elements present in that ensemble.

Thus equation 2.1 becomes

$$\hat{\alpha} = \frac{4G}{c^2} \int d^2\xi \int dr_3 \rho(\xi_1, \xi_2, r_3) \frac{\xi - \xi'}{|\xi - \xi'|^2}.$$  

The surface mass density is defined as

$$\Sigma(\xi) = \int dr_3 \rho(\xi_1, \xi_2, r_3)$$

where $r_3$ is the component along the line of sight.

Employing such a definition, the deflection angle can then be re-written as

$^1$This chapter relies heavily on Schneider et al. (2006).
Figure 2.1: Sketch of a typical gravitational lens system. Image taken from Schneider et al. (2006).

\[ \hat{\alpha} = \frac{4G}{c^2} \int d^2 \xi' \Sigma(\xi') \frac{\xi - \xi'}{|\xi - \xi'|^2}. \]  

(2.4)

Now, consider a typical gravitational lens system as the one shown in figure 2.1. Let \( D_d, D_s \) and \( D_{ds} \) be the lens-to-observer, source-to-observer and lens-to-source distances respectively. In all astrophysically significant cases, the above mentioned distances are much larger than the radial sizes of the lens and the source, and hence both the lens and the source can be approximated to lie on planes perpendicular to the line of sight. The thick broken line running perpendicular to both the lens and the source plane is called the “optical axis” and is used as a reference for identifying the positions of the unlensed source and the observed image. A ray of light originating from the source plane, with a position vector \( \eta \), passes through the lens plane at a point with a position vector \( \xi \) and is deflected from its original path by an angle \( \hat{\alpha} \).

As stated earlier, the above mentioned definition for the deflection angle \( \hat{\alpha} \) is valid only for the limit \( \xi \gg R_s \) which corresponds to \( \hat{\alpha} \ll 1 \). For small values of \( \hat{\alpha} \), the lens equation can be read off from the figure 2.1 using the small angle approximation as

\[ \eta = \frac{D_s}{D_d} \xi - D_{ds} \hat{\alpha}(\xi) \]  

(2.5)

In terms of the angular coordinates \( \eta = D_{ds} \beta \) and \( \xi = D_d \theta \), equation 2.5 can be written as

\[ \beta = \theta - \frac{D_{ds}}{D_s} \hat{\alpha}(D_d \theta) \]  

(2.6)

From equation 2.4, we have

\[ \hat{\alpha}(\xi) = \frac{4G}{c^2} \int d^2 \xi' \Sigma(\xi') \frac{\xi - \xi'}{|\xi - \xi'|^2} \]  

(2.7)
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\[ \Rightarrow \hat{\alpha}(\theta) = \frac{4G}{c^2} D_d \int d^2\theta' \Sigma(\theta') \frac{\theta - \theta'}{|\theta - \theta'|^2} \] (2.8)

Substituting this in equation 2.6, we rewrite the lens equation in terms of scaled deflection angle \( \alpha(\theta) \) as

\[ \beta = \theta - \alpha(\theta) \] (2.9)

where the scaled deflection angle formulated using the dimensionless surface mass density or convergence \( \kappa(\theta) \) as

\[ \alpha(\theta) = \frac{1}{\pi} \int d^2\theta' \kappa(\theta') \frac{\theta - \theta'}{|\theta - \theta'|^2} \] (2.10)

such that

\[ \kappa(\theta) \equiv \frac{\Sigma(D_d\theta)}{\Sigma_{cr}} \] (2.11)

and

\[ \Sigma_{cr} \equiv \frac{\kappa^2}{4\pi G D_d D_s}. \] (2.12)

In equations 2.11 and 2.12, \( \Sigma_{cr} \) is the critical surface mass density which depends only on the distances involved in defining the lens model. It can be seen that the equation 2.9 is simply a mapping between the position on the source plane \( \xi \) to the position on the image plane \( \theta \).

2.1.2 Image magnification

Since light is deflected differentially by the lens, the shapes of the images produced due to lensing will differ significantly from that of the source. If the source under consideration is much smaller than the scale on which the lens properties change, then the distortion of the images can be described using the Jacobian matrix

\[ A(\theta) = \frac{\partial \beta}{\partial \theta} = \left( \delta_{ij} - \frac{\partial^2 \psi(\theta)}{\partial \theta_i \partial \theta_j} \right) = \begin{pmatrix} 1 - \kappa - \gamma_1 & -\gamma_2 \\ -\gamma_2 & 1 - \kappa + \gamma_1 \end{pmatrix} \] (2.13)

where \( \gamma_1 \) and \( \gamma_2 \) are the components of shear \( \gamma = \gamma_1 + i\gamma_2 \) defined as

\[ \gamma_1 = \frac{1}{2}(\psi_{,11} - \psi_{,22}) \quad ; \quad \gamma_2 = \psi_{,12} \] (2.14)

such that

\[ \psi_{,ij}(\theta) = \frac{\partial^2 \psi(\theta)}{\partial \theta_i \partial \theta_j} \] (2.15)

and \( \psi \) is the deflection potential defined as

\[ \psi(\theta) = \frac{1}{\pi} \int_{\mathbb{R}^2} d^2\theta' \kappa(\theta') \ln |\theta - \theta'|. \] (2.16)

Furthermore, the deflection potential \( \psi \) is related to the convergence \( \kappa \) through the two-dimensional Poisson equation as

\[ \nabla^2 \psi = 2\kappa. \] (2.17)
The magnification $\mu$ of the lensed images, or the ratio between the flux observed from the images to the flux from the unlensed source, can be computed from the distortion matrix $A$ as

$$\mu = \frac{1}{\det A} = \frac{1}{(1 - \kappa)^2 - |\gamma|^2}$$

(2.18)

The sign and the magnitude of $\mu$, at each point on the image plane, can have important consequences for images formed at those points. Magnification $\mu$, as defined in equation (2.18), can have both positive and negative values. The sign on $\mu$ is called the parity of an image. If an image has negative parity, the observed image will be mirror-symmetric with respect to the source. Since the flux of the source is unknown in a typical lensing system, the magnification $\mu$, as defined above, is not an observable and hence the practice is to use the ratio of magnification of different images to constrain the lens model.

For any given lens model, the value of magnification $\mu$ can diverge at certain points on the image plane. These points are called critical points and the closed curves connecting the critical points on the image plane are called critical lines which form caustics when mapped onto the source plane. It is important to realize that while the critical lines divide the image plane into regions with positive and negative parity, the corresponding caustics divide the source plane into regions capable of producing different numbers of images.

When a gravitational lens is used a natural telescope to study sources located at higher redshifts, having a magnification map for a given mass distribution could be quite useful. For example, consider a scenario where sub-millimetre galaxies at higher redshifts are lensed or magnified by an intervening galaxy cluster. If one possesses a robust mass model for the galaxy cluster, this information can be used to generate the magnification maps for the cluster. By coinciding the generated magnification map with the observational data, one can simply read off the amount by which the background galaxies have been magnified which can then be used to extract the intrinsic brightness of those galaxies.

A MATLAB code was written to generate the above mentioned magnification maps and we checked the correctness of the code by comparing our results with the maps published in Schneider and Weiss (1986). Figures 2.2 and 2.3 show the comparison between the simulated and the published maps for a 2-point mass lens. The MATLAB code to simulate the magnification maps for a 2-point mass lens and a 2-SIS lens are included in appendices G and H respectively. The code can be used to generate magnification maps for any distribution of mass with very little modification.

### 2.1.3 Number of images

The total number of images produced by a given lens model depends on the position of the source with respect to the caustic lines on the source plane. For example, consider a simple lens model consisting of a Singular Isothermal Sphere (SIS) as the lens whose lens parameters are given in table 2.1 (See section §2.2 for more information on the SIS lens model). Figure 2.4 shows the position of three sources with respect to the caustics on the source plane and figure 2.5 contains images corresponding to each of the displayed source positions. It is easy to note that the outer caustic determines whether the source gets multiply imaged or not. The lens model produces multiple images for all sources residing inside the outer caustic whereas it produces a single image for sources lying outside the outer caustic. When the source is present inside both the caustics, as depicted by a red-coloured plus, the source gets lensed into five different images and when the source is present inbetween both the caustics, as shown using a black-coloured cross, it gets lensed into three images. It can also be seen that the third and the fifth image for the latter cases form very close to the center of the lens and is highly demagnified making it very difficult to observe in real lensing scenarios.
Figure 2.2: *Left:* Simulated magnification map for a two point source placed at 0''.707 apart. *Right:* Magnification map published in Schneider and Weiss (1986) for the same set up.

Figure 2.3: *Left:* Simulated magnification map for a two point source placed at 1'' apart. *Right:* Magnification map published in Schneider and Weiss (1986) for the same set up.

Table 2.1: SIS lens model parameters for figures 2.4 and 2.5. The redshifts are those of the PKS 1830-211 system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source redshift</td>
<td>2.507</td>
</tr>
<tr>
<td>Lens redshift</td>
<td>0.886</td>
</tr>
<tr>
<td>Lens ellipticity, $e$</td>
<td>0.5</td>
</tr>
<tr>
<td>Position angle of the lens</td>
<td>0°</td>
</tr>
<tr>
<td>1-D velocity dispersion of the lens</td>
<td>188 km/s</td>
</tr>
</tbody>
</table>
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Figure 2.4: Position of three sources on the source plane

Figure 2.5: Images corresponding to each source position in fig. 2.4
2.1.4 Time delay between images

In the case of gravitational lenses producing multiple images of the background source, the wavefront travelling along each of these lines of sight experience a time delay with respect to the “no-lensing” scenario and with respect to each other. Time delay induced between any two images in lensing is due to two physical effects: (i) since the two images under consideration are not always equidistant from the center of mass of the lens mass distribution, a small time delay is induced due to general relativistic effects, and (ii) as the lines of sight through these two images are different, light travelling through these images have different light-travel-time.

For a source located at angular position $\beta$ on the source plane, an image at angular position $\theta$ experiences a time delay $t(\theta, \beta)$ with respect to the “no lensing” scenario given as

$$t(\theta, \beta) = \frac{D_{\Delta t}}{c} \left[ \frac{(\theta - \beta)^2}{2} - \psi(\theta) \right],$$

(2.19)

where $c$ is the velocity of light, $D_{\Delta t}$ is the time delay distance and $\psi(\theta)$ is the deflection (or lens) potential. The time delay distance is related to the angular diameter distance between the lens and observer ($D_d$), source and lens ($D_{ds}$), and source and observer ($D_s$) as

$$D_{\Delta t} \equiv (1 + z_d) \frac{D_d D_s}{D_{ds}}.$$  

(2.20)

Now, using equation (2.19), time delay between two images $\Delta t_{ij}$ with angular positions $\theta_i$ and $\theta_j$ is given as

$$\Delta t_{ij} = \frac{D_{\Delta t}}{c} \left[ \frac{(\theta_i - \beta)^2}{2} - \psi(\theta_i) - \frac{(\theta_j - \beta)^2}{2} + \psi(\theta_j) \right].$$

(2.21)

By measuring the time delay between multiple images through long term monitoring and by modelling the lens potential with an appropriate mass distribution, the time delay distance $D_{\Delta t}$ can be computed. Since $D_{\Delta t}$ involves just the redshift and the angular diameter distances, it can be used to measure the value of the Hubble constant $H_0$ for a given set of cosmological parameters. As a special case, for isolated gravitational lenses with an isothermal mass distribution whose potential is of the form

$$\phi = r F(\theta)$$

(2.22)

where $F(\theta)$ is some arbitrary function of $\theta$, Witt et al. (2000) have shown that time delay between two images can be expressed as

$$\Delta t_{ij} = \frac{D_d D_s}{D_{ds}} \frac{(1 + z_d)}{2c} (r_j^2 - r_i^2)$$

(2.23)

where $r_i$ is the distance between the center of the lens and the $i^{th}$ image, $z_d$ is the lens redshift. The essence of the above equation is that for a lens whose mass distribution can be approximated as an isothermal mass distribution, the time delay between two images does not depend on the exact mass profile used to model the lens.

2.2 Simple Mass models

2.2.1 Singular Isothermal Sphere (SIS)

One of the simplest mass models that can be solved analytically is that of the singular isothermal sphere. Its surface mass density is given by the equation

$$\Sigma(\xi) = \frac{\sigma_r^2}{2G} \xi^{-1}$$

(2.24)
where \( \sigma_v \) is the line of sight velocity dispersion of the particles in the halo that is described using the SIS profile and \( \xi \) is given in polar coordinates \( (\xi \cos \phi, \xi \sin \phi) \). Convergence \( \kappa \) can then be written as

\[
\kappa \equiv \frac{\Sigma}{\Sigma_{cr}} = 2\pi \left( \frac{\sigma_v}{c} \right)^2 \frac{D_d D_{ds}}{D_s} \xi^{-1}
\]

(2.25)

where \( \Sigma_{cr} \) is defined in equation (2.12). If the Einstein radius \( \theta_E \) is defined as

\[
\theta_E = 4\pi \left( \frac{\sigma_v}{c} \right)^2 \frac{D_d D_{ds}}{D_s},
\]

(2.26)

equation (2.25) can be rewritten as

\[
\kappa(\xi) = \frac{\theta_E}{2\xi}.
\]

(2.27)

Making a change of variable defined as \( x \equiv \xi/\theta_E \), convergence \( \kappa \) and deflection angle \( \alpha \) can be written as

\[
\kappa(x) = \frac{1}{2x}; \quad \alpha(x) = \frac{x}{|x|}.
\]

(2.28)

Thus the lens equation for a singular isothermal sphere can be written as

\[
y = x - \frac{x}{|x|}
\]

(2.29)

where the angular position of the source on the source plane \( \eta \) is defined as \( \eta \equiv y \theta_E \). For an image appearing at position \( x \), its magnification \( \mu \) can be computed using equation (2.18) as

\[
\mu = \frac{|x|}{|x| - 1}.
\]

(2.30)

Due to its simple analytical nature and spherical symmetry, the SIS mass distribution has been used extensively to model gravitational lenses (Turner et al., 1984). However, modelling realistic gravitational lenses require more generalized mass distributions which are discussed in the following sections.

### 2.2.2 Singular Isothermal Ellipsoid (SIE)

One straightforward way to achieve a complex mass distribution is to generalize the singular isothermal sphere discussed in section §2.2.1. By replacing the radial coordinate \( \xi \) using an ellipsoidal coordinate \( \zeta \), it is possible to derive an isothermal profile with an ellipsoidal distribution called singular isothermal ellipsoid. In this section, a brief review of the equations concerning the SIE profile is presented. For a complete analysis of the SIE mass distribution, the reader is referred to Kormann et al. (1994).

Replacing \( \xi \) in equation (2.24) with \( \zeta \), the surface mass distribution of an SIE lens is

\[
\Sigma = \sqrt{\frac{f}{2G}} \frac{\sigma_v^2}{\zeta} = \sqrt{\frac{f}{2G}} \frac{1}{\zeta^2 + f^2 x_2^2}
\]

(2.31)

where \( f \) is the axis ratio whose value ranges within the interval \( 0 \leq f \leq 1 \). Using the same definition of the Einstein radius made in equation (2.26), convergence \( \kappa \) for SIE can be written as

\[
\kappa = \frac{\sqrt{f}}{2b}
\]

(2.32)

such that

\[
b = \frac{\zeta}{\theta_E} = \sqrt{x_1^2 + f^2 x_2^2}
\]

(2.33)
where \( x_1 \equiv \xi_1/\theta E \) and \( x_2 \equiv \xi_2/\theta E \). Using equations (2.17) and (2.32), the lensing potential \( \psi \) is

\[
\psi(x,\phi) = \frac{\sqrt{f} x}{f'} \left[ \sin \phi \arcsin \left( f' \sin \phi \right) + \cos \phi \sinh^{-1} \left( \frac{f'}{f} \cos \phi \right) \right]
\] (2.34)

where \( f' = \sqrt{1 - f^2} \). Computing the deflection angle using the formula \( \alpha = \nabla \psi \), the lens equation can be written as

\[
y = x - \frac{\sqrt{f}}{f'} \left[ \sinh^{-1} \left( \frac{f'}{f} \cos \phi \right) e_1 + \arcsin \left( f' \sin \phi \right) e_2 \right]
\] (2.35)

where \( e_1 \) and \( e_2 \) are unit vectors pointing along the directions \( x_1 \) and \( x_2 \).

One of the most important complications reached by generalising the simple equations of a singular isothermal sphere is that equation (2.35) cannot be solved analytically to find the lens position \( x \) for a given source position \( y \) thus requiring numerical root finding algorithms. An accurate and fast procedure to solving this equation is presented in Barkana (1998).

### 2.2.3 Navarro Frenk White (NFW) profile

Though the previous models discussed so far were first formulated on the basis of simplicity and not with any formal physical backing, the NFW profile was formulated based on results from N-body simulations (Navarro et al., 1997). As in the case of SIE, only the relevant lensing equations are given in this section. For an in-depth treatment of lensing due to the NFW profile can be found in Bartelmann (1996) and Golse and Kneib (2002). The three dimensional density distribution \( \rho \) for a spherical NFW profile is

\[
\rho(r) = \frac{\rho_c}{(r/r_s)^3 (1 + r/r_s)^2}
\] (2.36)

where \( \rho_c \) and \( r_s \) are characteristic density and scale radius respectively. The projected surface mass density in terms of dimensionless coordinates \( x = (x_1, x_2) = r/r_s \) is (Golse and Kneib, 2002)

\[
\Sigma(x) = \frac{2 \rho_c r_s}{f} \left( x \right)
\] (2.37)

with

\[
f(x) = \begin{cases} 
\frac{1}{x^2 - 1} \left( 1 - \frac{1}{\sqrt{x^2 - 1}} \cos^{-1} \frac{1}{x} \right) & (x > 1) \\
\frac{1}{x^2 - 1} & (x = 0) \\
\frac{1}{x^2 - 1} \left( 1 - \frac{1}{\sqrt{1 - x^2}} \cosh^{-1} \frac{1}{x} \right) & (x < 1)
\end{cases}
\] (2.38)

Convergence \( \kappa \) can be written using its standard definition as

\[
\kappa(x) = \frac{\Sigma(x)}{\Sigma_\infty} = 2 \kappa_s f(x)
\] (2.39)

where \( \kappa_s \equiv \rho_c r_s / \Sigma_\infty \) and the deflection angle \( \alpha(x) \) is

\[
\alpha(x) = 4 \kappa_s \frac{\theta}{x^2} g(x) e_x
\] (2.40)

where

\[
g(x) = \begin{cases} 
\ln \frac{x}{2} + \frac{1}{\sqrt{1 - x^2}} \cos^{-1} \frac{1}{x} & (x < 1) \\
1 + \ln \frac{x}{2} & (x = 1) \\
\ln \frac{x}{2} + \frac{1}{\sqrt{x^2 - 1}} \cos^{-1} \frac{1}{x} & (x > 1)
\end{cases}
\] (2.41)

and \( \theta \equiv r / D_d \).

Among the two most commonly used models in gravitational lensing, the SIE mass distribution is generally used to represent galaxies whereas the NFW profile is used to model galaxy clusters.
### 2.2.4 Component-wise models for spiral galaxies

As discussed in the previous sections, though smooth mass distributions like SIE and NFW profiles have been used successfully in modeling gravitational lenses, numerous authors have argued recently that lens mass distribution should take into account small scale mass substructures ($\sim 10^9 M_\odot$) in order to achieve a realistic lens model (Dalal and Kochanek, 2002). Following such a line of thought, a number of detailed lens models for spiral galaxies have been proposed by modeling each component of the spiral galaxy separately (Keeton and Kochanek, 1998; Koopmans et al., 1998). The general practice is to use a three-component lens (halo-bulge-disk) for spiral galaxies and a two-component (halo and stars) mass model for elliptical galaxies.

In the case of spiral galaxies, both the halo and the bulge are modeled using an SIE mass distribution while the disk is modeled either as a flattened SIE or an exponential disk. Such complex modeling can be realized using simple equations due to the additive nature of gravitational lensing (i.e.) the total deflection angle at a given point due to a complex distribution of mass can be written as a linear sum of deflection produced by the individual components constituting the total mass distribution. However, increasing the complexity of the lens simultaneously increases the number of free model parameters which is a cause for concern while performing lens model fitting.

### 2.3 Numerical lensing

As stated before, one of the important goals for building a strong lens model is to study how the shape and the surface brightness distribution of an unlensed source is distorted by the presence of a mass situated close to the line of sight. This is achieved by inverting the lens equation (eq. 2.9) for the appropriate mass models to find the set of image positions $\beta$ for a given source position $\theta$. Though the lens equations derived in section §2.2 for simple mass models are relatively easy to solve, the problem becomes more complicated for a realistic mass distribution owing to the non-linearity of the equation. The equation is impossible to solve for an arbitrary mass model either analytically or numerically due to the unavailability of any generic numerical algorithm to find all the roots of a two dimensional equation (Press et al., 1992). In order to overcome such a shortcoming, numerous techniques have been proposed over the years to perform the transformation from the source plane to the image. In section §2.3.1, we briefly review one such technique that is commonly used for solving the lens equation. For a thorough treatment of numerical lensing and for different imaging procedures for modeling extending sources, see chapter 10 in Schneider et al. (1992) and Kayser and Schramm (1988) respectively.

#### 2.3.1 Tiling mechanism

The tiling method or the grid search method attempts to solve the problem of solving the lens equation by simply inverting equation 2.9. If we recall the physical interpretation of equation 2.9, each point on the source plane $\beta$ is mapped to one or more points on the image plane $\theta$. If the interpretation of the equation is inverted such that any given point $\theta$ on the image plane is mapped to another point $\beta$ on the source plane, then the problem at hand becomes much easier to solve.

The algorithm for solving the lens equation using the tiling mechanism is as follows: The first step is to grid the entire image plane with required grid resolution. Each of these tiles forming the grid on the image plane can be readily mapped onto the source plane using equation 2.9. Now, a source on the source plane will lie on at least one of the mapped tiles. By remapping the tile that covers the point source to the image plane, the corresponding image position can be identified. If more than one tile covers the point source on the source plane, the solution is a set of points on the image plane that are mapped to the same point on the source plane.
plane, this results in two images whose positions would correspond to the positions occupied by those tiles on the image plane.

Since the tiles have a physical extent, the accuracy of the derived image positions will be limited by the grid resolution used to cover the image plane grid. The accuracy of the image positions can be improved significantly either by increasing the resolution of the image plane grid or by using any numerical root finder to refine the result based on the estimate provided by the tiling method.

Numerous software packages can be found in the literature that have been created to model different aspects of strong lensing. A systematic review of 12 such softwares can be found in Lefor et al. (2012). Throughout this thesis, lens modelling is done using the software package GRAVLENS. A brief introduction to the GRAVLENS software package and some of the relevant aspects of the package are reviewed in appendix B.
Chapter 3

Overview of PKS 1830-211

The gravitationally lensed blazar PKS 1830-211\(^1\) was first identified as a single, bright source in the Parkes survey (Shimmins \textit{et al.}, 1969). Although originally suspected to be a Phillips-Mutel type double (Phillips and Mutel, 1982), Pramesh Rao and Subrahmanyan (1988) suggested that the observed double structure with flat-spectrum cores was probably due to the gravitational lensing of a background compact radio source by a foreground galaxy. Using the twin epoch observations from Pramesh Rao and Subrahmanyan (1988) and new high resolution VLA observations at wavelengths \(\lambda = 6, 2\) and \(1.3 \text{ cm}\), Subrahmanyan \textit{et al.} (1990) decomposed the north-east (NE) and the south-west (SW) components into a core-jet-knot structure and built the first lensing model to validate the interpretation of Pramesh Rao and Subrahmanyan (1988). Although the model was able to explain some of the observed source structure, it was prone to being unlikely due to the unknown redshifts of the lens and the source. The first strong evidence for the lensing scenario came in 1991 with the discovery of an elliptical ring connecting the two components by Jauncey \textit{et al.} (1991) which was followed by extensive lens models replicating the observed Einstein ring and the two components (Kochanek and Narayan 1992; Nair \textit{et al.} 1993).

All lens models built thus far, though being successful to a certain extent, were handicapped due to the unknown values of the source and lens redshifts. Though some of these lens models were able to estimate the time delay between the two images, the estimated values ranged between one single day and several tens of days (for example see Nair \textit{et al.}, 1993). As the target object lies close to the Galactic plane (\(b = -5.7\))\(^\circ\)), searches for the optical counterpart was impossible due to Galactic dust extinction and hence most of the information came from the radio and mm observations. Absorption lines of 12 molecules were identified in the lensing galaxy by Wiklind and Combes (1996) and were used to derive the lens redshift. The determined lens redshift of \(z = 0.89\) was later confirmed with X-ray absorption lines using ROSAT (Mathur and Nair, 1997) and HI absorption (Chengalur \textit{et al.}, 1999). Based on the abundances of different molecular species at \(z = 0.89\) and the relative velocity components between the two lines of sight, Wiklind and Combes (1996) predicted that the lens is most probably a near-face-on spiral galaxy. Koopmans and de Bruyn (2005) performed the first kinematic lens modelling of PKS 1830-211 by combining 21 cm HI observations with the underlying lens model. Instead of choosing a single lens position, Koopmans and de Bruyn (2005) considered several lens positions that have been reported in the literature and derived an inclination angle of \((17^\circ - 32^\circ)\pm 2^\circ\) for the HI disk, which is consistent with a near-face-on spiral lens. Lovell \textit{et al.} (1996) reported a possible HI absorption at a redshift of \(z = 0.19\) while Wiklind and Combes (1998) found no molecu-

\(^1\)Terminology: Throughout the rest of this report, the term ‘PKS 1830-211’ when used without any qualifiers attached to it refers to the entire line of sight consisting of a spiral lens at \(z = 0.89\) and a quasar at \(z = 2.51\). The lens is usually referred to as ‘the lens towards PKS 1830-211’ and the source as ‘the background quasar’.
Figure 3.1: Lens positions used by different authors (Lehar et al. (2000), Nair et al. (1993) and Kochanek and Narayan (1992)) to model PKS 1830-211. The filled square is the lens position used by Winn et al.

lar absorption or emission at this redshift and also suggested that either the HI absorption at \( z = 0.19 \) could be reinterpreted as absorption of a heavier molecule at \( z = 0.89 \) or the second galaxy is located away from the line of sight towards the blazar causing no major contribution to the gravitational lensing.

Using a 13-month monitoring at 8.4 GHz and 15 GHz with the Very Large Array (VLA), van Ommen et al. (1995) estimated a time delay of \( 44 \pm 9 \) days between the two images. However, based on an 18-month monitoring using the Australia Telescope Compact Array (ATCA), Lovell et al. (1998) reported a much lower time delay of \( 26^{+4}_{-5} \) days which was later confirmed by Wiklind and Combes (2001) who reported a time delay of \( 24^{+5}_{-4} \) days. Recently, Barnacka et al. (2011) derived a time delay of \( 27.1^{+0.6}_{-0.6} \) days using gamma-ray observations from Fermi-LAT.

Finally, the much awaited source redshift was measured to be \( z = 2.51 \) using the infrared spectrograph SOFI on ESO’s New Technology Telescope (Lidman et al., 1999) using the H\(_\alpha\) and H\(_\beta\) emission lines. Using the time delay of \( 26^{+4}_{-5} \) days between the two lensed images reported by (Lovell et al., 1998), Lidman et al. (1999) estimated the value of Hubble constant as \( H_0 = 76^{+15}_{-9} \) for \( \Omega_m = 0.3 \) assuming that the barycenter of the lens galaxy is very close to the center of the Einstein’s ring. The large error bars in the derived value of the Hubble constant are due to the error bars in the measured time delay, but the uncertainty in the position of the lens galaxy will increase the error bars. Following this, in an attempt to determine the accurate position of the lens, numerous optical searches were performed. Lehar et al. (2000) were able to detect the lens galaxy but were unable to determine the exact lens positions. Using the same Hubble Space Telescope (HST) observation, Winn et al. (2002) and Courbin et al. (2002) reported two different lens position. Figure 3.1 shows various lens positions that have been used to model the gravitational lens towards PKS 1830-211.
CHAPTER 3. OVERVIEW OF PKS 1830-211

3.1 Variations in the lensed radio cores

On the arc second scale, the two lensed images of PKS 1830-211 can be decomposed into two components: a flat-spectrum core and a diffuse jet that is large enough to form a pseudo Einstein ring (see front cover). On this scale, the two images are point-inverse symmetric and the knots in both the images are aligned in such a way that they are nearly perpendicular to the line joining the two bright cores.

On the milli-arc sec scale, a \( \sim 12 \) mas jet is observed at 15 GHz (Garrett et al., 1998) in the NE image which has no discernable counterpart in the SW image. The same feature is also observed at 8.4 GHz (Guirado et al., 1999) and at 22 GHz (Jones et al., 1996) (see figure 3.2). An inner knot is also seen at 43 GHz (Jin et al., 2003) which appears to be lying on the same side of the core as the arc sec knot.

With multi-epoch VLBI observations over several months at 43 GHz, Jin et al. (2003) report that the angular separation between the two bright cores appears to shift by 10s-100s \( \mu \)as depending on the observed epoch. Figure 3.4 shows the change in the separation between the bright cores with respect to previous 43 GHz observations (denoted as ‘01’ in the figure) published in Garrett et al. (1997). An initial attempt to explain the observed change in the relative positions of the imaged cores due to millilensing effects resulted in an under estimation of the observed deviation (Jin et al., 2003). Also, based on the largest shift that appears between epoch 4 and 5 (see figure 3.4), Jin et al. (2003) estimated that the background blazar must exhibit relativistic beaming exceeding 10c.

Nair et al. (2005) try to interpret the variations seen by Jin et al. (2003) as events occurring due to the emissions of “plasmons” from the central core along a precessing jet. As plasmons are emitting along the quasar jet, the centroid of emission on the source plane shifts around which when lensed produces the observed changes in the separation between the two bright cores on the image plane. Based on the eight epoch observations from Jin et al. (2003), Nair et al. (2005) estimate a precessional period of \( \approx 1.08 \) yr assuming the axis of precession is aligned along the line of sight. They also claim that these “plasmons” cannot be the progenitors of the \( \sim 12 \) mas jet seen by Garrett et al. (1998).
3.1. VARIATIONS IN THE LENSED RADIO CORES

Figure 3.3: The 8-epoch 43 GHz monitoring of PKS 1830-211 performed by Jin et al. (2003).

Figure 3.4: Variations in the distance between the two images based on the 8-epoch observations at 43 GHz.
3.1.1 Absorption line measurements

An independent line of evidence for the origin of the observed variation between the two images comes from a decade-long, spectroscopic absorption line monitoring of the two lensed images. Muller and Guélin (2008) performed a 12-year monitoring of HCO$^+$ 2-1 absorption line towards both the images using the IRAM 30 m telescope and Plateau de Bure Interferometer (PdBI), and found drastic changes in the absorption depth during the entire observation period. The absorption spectra obtained as part of that monitoring program is shown in figure 3.5. In each spectrum, the large absorption trough at $v \sim 0$ km/s corresponds to the HCO$^+$ 2-1 absorption in the SW image and the faint absorption feature $v \sim -147$ km/s corresponds to the NE image. It can be noticed that the feature corresponding to the NE image is not visible throughout the monitoring period and Muller and Guélin (2008) also notice that changes in the NE feature at different epochs are correlated to the wings in the SW absorption feature leading to the argument that the variation must originate in the background quasar. They also noticed that the observed linewidth of the feature at $v \sim 0$ km/s defied any interpretation given that the lens galaxy is seen nearly face-on.

3.2 PKS 1830-211 as a cosmological probe

3.2.1 $T_{\text{CMB}}$ from absorption line measurements

Apart from being useful in determining $H_0$, PKS 1830-211 has also been used in several other cosmological studies like determining the temperature of the cosmic microwave background (CMB) at redshift $z = 0.89$. A recent, detailed review of the potential uses of the two lines of sight in PKS 1830-211 can be found in Muller (2011).
3.3. NEED FOR A DETAILED MODEL OF PKS 1830-211

Figure 3.6: Temperature of the cosmic microwave background measured using different probes shown as a function of cosmological redshift. The data point shown in red was obtained using PKS 1830-211 by Muller et al. (2013)

Temperature evolution of the cosmic microwave background as a function of redshift is a very important tool to differentiate between different dark energy models. Within the framework of the concordance cosmological model, the present temperature of CMB ($T_0$) can be related to its temperature at some redshift $z$ as

$$T(z) = T_0 (1 + z)^{(1-\alpha)}$$ (3.1)

where $\alpha = 0$ for the flat concordance cosmological model. By measuring the rotation temperature of many molecular species towards both the lines of sight in PKS 1830-211, Muller et al. (2013) estimate a value of $T_{\text{CMB}}(z=0.89) = 5.08 \pm 0.10$ K. Figure 3.2.1 shows the measured temperature of CMB at different redshifts and the data point indicated in red corresponds to value determined in the study being discussed here. The dotted line is the best fit curve for the temperature evolution of $T_{\text{CMB}}$ and is consistent with the value expected for a flat concordance cosmological model. The effectiveness of this method for determining the temperature of the background radiation can be realized from figure 3.2.1 by comparing the size of the error bars for this measurement with the values determined by other cosmological probes like the Sunyaev-Zeldovich effect (green data points) and absorption line studies towards other quasars (black and blue data points).

3.2.2 Variation of fundamental constants

The lines of sight towards PKS 1830-211 have also been used to study variations in the fundamental constants at high redshifts, namely variations in the proton-to-electron mass ratio ($\mu$). Using a number of inversion lines of ammonia (NH$_3$), an upper limit to the variation in the proton-to-electron ratio of ($\Delta \mu/\mu$) $\sim 10^{-6}$ has been estimated (Muller et al., 2011; Henkel et al., 2009). Given that a number of molecular species along with some of their isotopes have been detected towards the SW image, it has been possible to compare the isotopic ratios at $z = 0.89$ with the values found in the local universe (Muller et al., 2011, 2006). Though these measurements could be biased due to several environmental reasons, the existence of several observable molecular species at a relatively high redshift could have numerous implications in studies concerning astrochemistry.

3.3 Need for a detailed model of PKS 1830-211

It is clear from the arguments cited above (especially §3.1) that the background source cannot be modelled as a simple, stationary continuum source. If the observed variations
are due to a complex source structure as argued, then this would mean that different parts of the spiral arms of the lens are being illuminated by the constantly changing background continuum source. In order to use the lines of sight in PKS 1830-211 as a cosmological probe as discussed in §3.2, it is very important to understand the exact physical extent of the region being illuminated by the background source along both the lines of sight in PKS 1830-211 (i.e.) address model uncertainties on both the image/lens plane and the source plane.

In an attempt towards achieving a unified model for both the lens galaxy and the source quasar, using new observational constraints, we have refined the existing lens model and have estimated a new value for $H_0$ using the new model for the lens. Before proceeding to build a new lens model, a brief review of the recent attempts aimed at modelling the lens is presented in §4.1. The new lens model is described in §4.2 and in the later part of the same section, some possible sources of systematics are addressed.
Chapter 4

Modelling PKS 1830-211

4.1 Recent lens models of PKS 1830-211

Though a number of authors have attempted to model the lens towards PKS 1830-211, no model has been able to successfully reproduce the Hubble constant that is consistent with the value derived using other cosmological probes. Large uncertainties in the time delay measured between the two images and in the exact location of the lens galaxy are attributed as the reason for this discrepancy. Though the uncertainty in the time delay could in principle be reduced through long-term monitoring, tackling the problem of the lens position is not straightforward. Since the line of sight towards PKS 1830-211 traverses through the Galactic plane, deep optical imaging does not produce a clear picture of the lens galaxy and hence it is difficult to identify the exact barycenter of the lens. Thus, no two existing models agree on the location of the lens galaxy and the lens position adopted by various authors is displayed in figure 3.1. In this section, two latest works that model PKS 1830-211 using lens positions obtained from the same HST images are reviewed.

4.1.1 Winn et al. (2002)

Although Lehar et al. (2000) had detected the lens galaxy using HST observations, they were unable to determine the position of the lens itself. Winn et al. (2002) obtained V-band and I-band HST images of PKS 1830-211 and identified different objects in the field of view. Both the images are shown in figure 4.1. The bulge of the galaxy was detected in both the images and was used to determine the position of the lens galaxy. Using the derived lens position, and data from previous observations, the lens was modelled as a Singular Isothermal Ellipsoid (SIE). They obtained the best fit for the observed data using the method described in appendix C and derived a value of $44 \pm 8$ km/s/Mpc for the Hubble constant assuming $\Omega_m = 0.3$ and $\Omega_\Lambda = 0.7$ which is a relatively low value for $H_0$ compared with the value derived using other cosmological probes. Apart from modelling the lens using the new lens position, they also place the lens galaxy on the Tully-Fisher (TF) relation and find that the mass of the lens as determined from the lens modelling to be compatible with the local TF relation as determined by Sakai et al. (2000). Though their lens modelling is quite simple, they offer possible sources of error that could misrepresent the lens model. The primary source of concern is the unaccounted mass distribution in the vicinity of the primary lens. Lehar et al. (2000) identified four galaxies within 20" from the primary lens and had suggested that a systematic study of these galaxies is required to obtain a good lens model. Assuming a redshift of $z \approx 0.89$ for all the four galaxies, Lehar et al. (2000) showed that they could have significant influence on the mass model. However, using HST photometry of the nearest lens galaxy (marked G2), Winn et al. (2002) argue that this galaxy is located at a shallower redshift than the primary lens and hence has a smaller effect on the lens modelling, but still
emphasize that a spectroscopic study of these neighbouring galaxies need to be carried out. Additionally, they also suggest that the lens needs to be modelled in a more realistic fashion by taking into account the contributions from the bulge, the disk and the halo individually.

### 4.1.2 Courbin et al. (2002)

Independent of Winn et al. (2002), Courbin et al. (2002) identified different object along the line of sight towards PKS 1830-211 using the same HST data as Winn et al. (2002) and new observations using Gemini-North. By deconvolving the HST images using the MCS deconvolution algorithm (Courbin et al., 1998), they identified two lens galaxies which are marked G and SP in figure 4.2 with SP being the near-face-on spiral at \( z = 0.89 \). With these new information about the lens position, they first modelled the lens as a single Pseudo Isothermal Ellipsoid Mass Distribution (PIEMD) Kneib (1993) centered at different positions: G, SP and SA. The model provides a best fit only for the lens centered at G with time delay of 40 days and the lens centered at SA with a 31-day time delay. Next, they proceeded to model the lens with two galaxies centered at positions G and SP assuming both the galaxies to be at \( z = 0.89 \). They obtained a good fit with a predicted time delay larger than 40 days for \( \epsilon \sim 0.2 \) and \( \text{PA} = -50^\circ \) with G being 3.5 times more massive than SP. Upon moving one of the galaxies to a redshift of \( z = 0.19 \), a good fit was obtained only for time delays less than 10 days. Given such an uncertain modelling, they concluded that “PKS 1830-211 will remain of little interest in terms of modeling and for the determination of \( H_0 \)” in the absence of more observational constraints.

Though Winn et al. and Courbin et al. used the same data set, their independent analysis resulted in significant deviation in their final results which reiterates the fact that a more detailed observational programs supplemented with detailed modelling is required to build a better lens model of PKS 1830-211.
4.2 Refined lens model

As explained in chapter 2, a number of mass distributions have been used to model spiral galaxies. In order to find the best model that fits the spiral lens in PKS 1830-211, we model the lens system by considering a variety of lens configurations and single out the one that suits the observations best by minimising the $\chi^2$. Assuming that the source and the produced images are mathematical points, and using both the old and the new observational data published in the literature (table 4.1), we identify the best lens model by using the method of Least Square for each mass distribution. Using the refined lens model, we estimate the value of Hubble constant $H_0$ and study how the dynamical variations in the background quasar observed by Jin et al. (2003) influence the continuum covering fraction by the molecular clouds in the lens galaxy.

Since Winn et al. (2002) and Courbin et al. (2002) do not agree on a final lens position or lens configuration, we begin by considering all the lens positions discussed in those two papers. For the sake of comparison and better understanding, we use two sets of observations - ‘old’ and ‘new’ - to constrain the lens model. The ‘old’ data set corresponds to the image positions, time delay and the flux ratio measured between the two images that were obtained prior to 2002; the ‘new’ data set contains values for these parameters that have been observed since the publication of the above two papers. A list of all observational constraints and cosmological values required to compute the lens model is listed in table 4.1. Using these constraints, we perform model fitting for the lens parameters using the method described in appendix C.

One of the primary issues, apart from the uncertain lens position, that has largely affected the effectiveness of previous models is the lack of sufficient number of data points required to constrain the lens model. Hence to increase the number of data points as much as possible, we include the value of Hubble constant determined from other cosmological probes as a constraint. But it should be kept in mind that this is not the most optimistic approach to lens modelling since gravitational lens provides an independent verification for the value

---

1 A similar, independent $\chi^2$ fit was performed using the glafic lens modelling software (Oguri, 2010) and this independent check confirms the result obtained using lensmodel.
Table 4.1: Observational constraints for the lens model. All positions are measured with respect to the NE image.

<table>
<thead>
<tr>
<th>Constraints</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE Image</td>
<td>(0,0)</td>
<td></td>
</tr>
<tr>
<td>SW Image (Old)</td>
<td>(0''.642, -0''.728)±0.001</td>
<td>Jin et al. (1999)</td>
</tr>
<tr>
<td>Lens position W</td>
<td>(0''.328, -0''.486)±0.004</td>
<td>Winn et al. (2002)</td>
</tr>
<tr>
<td>Lens position G</td>
<td>(0''.519, -0''.511)±0.080</td>
<td>Courbin et al. (2002)</td>
</tr>
<tr>
<td>Lens position SP</td>
<td>(0''.285, -0''.722)±0.040</td>
<td>Courbin et al. (2002)</td>
</tr>
<tr>
<td>Lens position SA</td>
<td>(0''.300, -0''.610)±0.050</td>
<td>Courbin et al. (2002)</td>
</tr>
<tr>
<td>Old flux ratio (NE/SW)</td>
<td>1.52±0.05</td>
<td>Lovell et al. (1998)</td>
</tr>
<tr>
<td>New flux ratio (NE/SW)</td>
<td>1.35±0.14</td>
<td>Muller et al (Private communication)</td>
</tr>
<tr>
<td>Old time delay (SW - NE)</td>
<td>26±4 days</td>
<td>Lovell et al. (1998)</td>
</tr>
<tr>
<td>New time delay (SW - NE)</td>
<td>27.1±0.6 days</td>
<td>Barnacka et al. (2011)</td>
</tr>
<tr>
<td>Hubble constant</td>
<td>70.2±2.2 km/s/Mpc</td>
<td>Hinshaw et al. (2012)</td>
</tr>
</tbody>
</table>

of Hubble constant. In principle, gravitational lens systems can be used independently to constrain $H_0$, but we choose to use the value of $H_0$ determined by other cosmological means as an additional data point to constrain the lens model.

4.2.1 Results from model fitting

The results from performing model fitting for each of the lens position listed in table 4.1 are shown in appendix D in tables D.2 – D.5. Each of these tables correspond to model fitting with the SIE lens at four different positions considered above. The first two columns in these tables are the results due to the ‘old’ data set while the results for the ‘new’ data set is in the last two columns of these tables. Note that the model fitting procedure gives only the best-fit values and the uncertainties on each of the model fitting parameters were obtained by performing a Monte Carlo analysis.

The outcome of the model fitting procedure can be described in the following manner:

- In the case of position ‘W’, when $H_0$ is not used as a constraint, the $\chi^2$ fit is exact but predicts $H_0 = 44.25$ km/s/Mpc. When $H_0$ is used as a constraint, the best fit model gives a time delay of 16.25 which is significantly lower than the observed value. In the case of new observational constraints, the time delay improves slightly but is still inconsistent with the observed value.

- The results for both the lens positions ‘G’ and ‘SP’ are similar to that of ‘W’ except for the fact that they predict a time delay which is significantly larger than the observed value.

- In general, the lens positions ‘W’, ‘G’ and ‘SP’ produce $\chi^2 \geq 70$.

- In the case of lens position ‘SA’, we find $\chi^2 = 0.306$ for 1 degree of freedom which corresponds to 58% probability to exceed.

- Of the four lens models, the model with lens at position ‘SA’ appears to fit the ‘new’ data set best though giving a relatively high value for the lens ellipticity. In previous analysis (for example Winn et al. (2002)), it has been argued that since the lens galaxy is a near-face-on spiral galaxy, the lens galaxy must have a very low ellipticity. However, it is not clear if the orientation of the spiral disk can be used as a proxy for the ellipticity of the lens given the uncertain shape of the dark matter halo around the galaxy. Results from cosmological simulations also indicate that at higher redshifts,
4.2. REFINED LENS MODEL

Table 4.2: New lens model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE Image</td>
<td>(0,0)</td>
<td></td>
</tr>
<tr>
<td>SW Image</td>
<td>(0.642, 0.728)±0.003</td>
<td>Jin et al. (1999)</td>
</tr>
<tr>
<td>Lens position</td>
<td>(0°.300, -0°.610)±0.050</td>
<td>Position SA in Courbin et al. (2002)</td>
</tr>
<tr>
<td>Flux ratio</td>
<td>1.35±0.14</td>
<td>Muller et al (Private communication)</td>
</tr>
<tr>
<td>Time delay (t_{NE} - t_{SW})</td>
<td>27.1±0.6 days</td>
<td>Barnacka et al. (2011)</td>
</tr>
<tr>
<td>(H_0)</td>
<td>76 ± 28 km/s/Mpc</td>
<td></td>
</tr>
<tr>
<td>Einstein angle b (arcsec)</td>
<td>0.513 ± 0.028</td>
<td></td>
</tr>
<tr>
<td>Lens ellipticity e</td>
<td>0.29 ± 0.09</td>
<td></td>
</tr>
<tr>
<td>Lens position angle</td>
<td>97° ± 18°</td>
<td></td>
</tr>
<tr>
<td>Source position</td>
<td>(0.210, -0.504) ± 0.045</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.3: Uncertainties on each model parameter derived using a Monte Carlo analysis.

the angular momentum vectors of the disk and the dark matter halo are misaligned (van den Bosch et al., 2002).

When lensmodel is used to perform \(\chi^2\) fitting, it returns only the best fit values and not the error bars associated with each of the model parameters. In order to estimate the error bars on each of these best-fit model parameters, we first create a list of randomly drawn source-lens configurations using a Gaussian Random Number Generator such that each of the drawn value is restricted to be within the range dictated by observations. For each of the randomly drawn configuration, we then compute the corresponding values of model parameters. The final best fit values for the lens model at position ‘SA’ along with their uncertainties are presented in table 4.2.1.

Figure 4.4 shows the comparison between the value of \(H_0\) derived using our model of PKS 1830-211 with the value estimated using other gravitational lenses. The values of \(H_0\) determined using other gravitational lenses are also presented in table F.1.

4.2.2 Microlensing due to stars

A robust model of a galaxy-scale lens must account for possible microlensing effects by individual stars in the lens galaxy. Their influence is primarily felt in the flux ratios observed
between the images and possible distortions in the shapes of the critical and the caustic lines. In principle, it is possible to check whether a given point-like lens affects the lens modelling, without elaborate calculations, by simply comparing the angular size of the lens and the projected Einstein radius of the point source. If the background source is larger than the Einstein radius of each star, then microlensing effects on the images will be negligible and can be ignored in the modelling.

In our case, if the mass of each star is assumed to be within the range $1 \leq M_{\text{star}}/M_{\odot} \geq 30$ and if stars are modelled as a point mass lens, the Einstein radius of an individual star is

$$R_E = \begin{cases} 
1.58 \text{ uas} & M_{\text{star}}/M_{\odot} = 1 \\
4.2 \text{ uas} & M_{\text{star}}/M_{\odot} = 30
\end{cases} \quad (4.1)$$

These angles, on the image plane, correspond to 0.013 pc and 0.067 pc respectively. Thus, the Einstein angle of individual stars in the lens galaxy are much smaller than the AGN and hence microlensing effects can be neglected.

### 4.2.3 Lensing due to nearby galaxies

In order to have a robust lens model of any gravitational lens, it is important to estimate the influence of external mass present near the main lens galaxy. In figure 4.2, a spiral galaxy can be seen quite close to the two lines of sight towards PKS 1830-211. Apart from this lens, Lehar et al. (2000) identified 6 galaxies within a field of view of 20" from the main lens
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galaxy (see table 2 of Lehar et al. (2000)). Thus, it is important to estimate the magnitude of influence exerted by these galaxies at the position of the NE and the SW images. This can be done by computing the convergence $\kappa$ at the image positions due to some secondary lens. If $\kappa \geq 1$, the lens under consideration would certainly have a strong influence on the images and hence must be incorporated into the primary lens modelling; if not, the secondary galaxy contributes to the weak lensing and can either be included or neglected depending on the context under which the primary lens modelling is performed.

In the case of the secondary lens visible in figure 4.2, no dedicated observation have been performed for this galaxy and hence both the exact redshift and a good mass estimate is not available. Winn et al. (2002) Thus $\kappa$ is determined for both the NE and the SW images for a wide range of values for the mass and the redshift of the galaxy under consideration. Since this secondary lens is relatively far away from the image positions than the main lens galaxy, the exact mass model used to define this galaxy will not affect the outcome of this exercise significantly. Therefore, for the sake of simplicity, the secondary spiral lens is modelled as a singular isothermal sphere (SIS).

For an SIS lens, convergence $\kappa$ is given as (see section 2.2.1),

$$\kappa(\theta) = 2\pi \left( \frac{\sigma_v}{c} \right)^2 \frac{D_{ds}}{D_s} \frac{1}{\theta}$$  \hspace{1cm} (4.2)

where $\sigma_v$ is the 1-d velocity dispersion of the SIS model, $c$ is the velocity of light, $D_{ds}$ and $D_s$ are the source-to-lens observer-to-lens distances respectively, and $\theta$ is the two dimensional vector on the image plane. If $\theta_I$ and $\theta_L$ represent the image and the lens position, then the above equation becomes

$$\kappa(|\theta_I - \theta_L|) = 2\pi \left( \frac{\sigma_v}{c} \right)^2 \frac{D_{ds}}{D_s} \frac{1}{|\theta_I - \theta_L|}.$$  \hspace{1cm} (4.3)

Since $\kappa$ is a dimensionless quantity, the angular distance between the lens and the image $|\theta_I - \theta_L|$ must be in radians.

The spiral galaxy under question is located at (-0.24, -2.48)±0.02 with respect to the NE image. Using this secondary lens position, convergence is computed at the two image positions using the equation (4.3) by varying the lens redshift between 0.001 and 2.5, and velocity dispersion between 100 km/s and 300 km/s. The computed values for $\kappa$ is displayed in fig. 4.2.3 as a function of the lens redshift and the SIS velocity dispersion. Note that $\kappa$ is much smaller than 1 at both NE and SW image positions which leads us to conclude that this galaxy does not have any strong influence on the primary lens. It can also be noticed that the SW image has a slightly higher value of $\kappa$ for each $(z_{\text{lens}}, \sigma_v)$ pair. This is due to the fact that the secondary lens is situated closer to the SW image than the NE image. It can also be seen from the maps in fig. 4.2.3 that for a fixed velocity dispersion, $\kappa$ at a given image position decreases with increasing lens redshift. This is due to the fact that $\kappa$ is directly proportional to the distance between the lens and the source which in turn decreases with increasing lens redshift.

Since the closest galaxy in the field of view has negligible effect on the main lens towards PKS 1830-211, it can be inferred that the other lens candidates identified within 20" from the main lens by Lehar et al. (2000) have even smaller impact than the one considered above. However, it should be kept in mind that if the secondary galaxy considered above is relatively massive ($\sigma_v \geq 300$) km/s and at shallower redshifts ($z \approx 0.1$), the weak lensing effects start to become stronger and hence must be included in the lens modelling.
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Figure 4.5: Convergence due to the nearby spiral galaxy at the NE (left) and the SW (right) image positions. For a large part of the parameter space, $\kappa \ll 1$ and it approaches 1 only for a very massive ($\sigma_v \geq 300$ km/s) lens at shallower redshifts ($z \sim 0.2$).

Table 4.3: Results from model fitting using a multicomponent source as shown in epoch 1 of figure 3.3.

| Lens position | $\chi^2$ | $\sigma$ (km/s) | $e$ | PA | $|\Delta x|$ (mas) | $|\Delta y|$ (mas) |
|---------------|---------|----------------|----|----|-----------------|----------------|
| W             | 196.07  | 190.47         | 0.0902 | 88.23 | 3.7581          | 5.1048         |
| G             | 204.89  | 185.21         | 0.221  | -33.53 | 8.5548          | 8.358          |
| SP            | 513.3   | 202.71         | 0.551  | 103.1 | 0.2918          | 0.3217         |
| SA            | 0.044   | 194.8          | 0.344  | 99.74 | 0.3305          | 0.0004         |

4.3 Model fitting with a multicomponent source

As discussed in §3.1, it is clear from VLBI observations that the background source in PKS 1830-211 can be resolved into multiple milli-arc-sec components. Recently Suyu (2012) showed that if the positions of multiple components in both the images of a two-image lens can be determined with mas precision, they offer a much better constraint on the lens model than considering a single component source. Though the background quasar has been resolved into multiple components, the positions of each of these components must be known with mas precision and hence cannot be used to improve the lens model any further in the case of PKS 1830-211. However, they can be still be used to check the consistency of the results of the previous model fitting and, for a given lens model, can be used to find the unlensed position of each source component. In this section, we repeat the model fitting – for each lens position – with the additional positional information concerning the “knot” seen in both NE and SW images with respect to the “core” in the respective images at 43 GHz (see figure 3.3)\(^2\). The results from this analysis is shown in figure 4.3.

Once again, it can be seen that the lens at position SA fares better than all other lens positions. Though the analysis performed here does not improve the lens model, future observations (see section §5.1) will be able to resolve the background source with mas precision and hence will be able to provide additional constraints to improve the lens model.

---

\(^2\)Since the angular separation between the core and the knot is very small, lensmodel could not be used to perform model fitting. Instead, the software package glafic is used.
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Future Prospects

In this chapter, we discuss some of the key ideas that can be used in the near future to improve the lens and the source model of PKS 1830-211. There are two principle ways in which the lens model can be improved: (i) increasing the number of available observational constraints and (ii) using extended source features in the analysis. A brief discussion on using either of these ways for improving the lens model for PKS 1830-211 is presented in sections §5.1 and §5.2.

5.1 Additional observational constraints

From the content presented in chapter 3, though a smooth mass distribution like SIE appears to describe the macro-lens model well, a detailed lens model of a spiral galaxy requires representing each component of the lens using an individual mass distribution. Such a model should also account for the existence of dark matter sub-structure in the lens galaxy as well. Modelling a lens with such a complex internal structure increases the number of free parameters significantly and hence cannot be attempted with the current observations available (excluding the extended features) for PKS 1830-211. Recently Fadely et al. (2010) improved the lens model of the two-image lens Q0957+561 significantly by identifying 26 new lensed source components. In order to perform a similar analysis for PKS 1830-211, detailed high resolution observations are required to determine the positions of subcomponents in each lensed images with mas precision. Though we were able to attempt such a modelling using multiple components detected in Jin et al. (2003), we were unable to extract any scientific information from it. Given recent developments in high resolution radio telescopes and interferometers, it might be possible to detect more subcomponents in both the images of PKS 1830-211 with very high astrometric precision which can lead to a better constrained lens model. However, as Jin et al. (2003) detected time dependent variations in the background quasar, a long term monitoring of both the images is required to extract a detailed picture of the source plane.

In order to procure high resolution observations that would facilitate improved modelling of both the lens and the source structures, we have proposed a two-epoch dual-frequency VLBA observations of both the NE and SW images at 94.6 GHz and 23.65 GHz. Since the associated jet of the bright core has a steep spectral index, observations at two different frequencies will enable us to differentiate between the continuum emission contributed by both the core and the jet. At 94.6 GHz, the synthesized beam is $0.60 \times 0.15$ mas which has a physical extend of roughly a parsec at $z = 0.89$ thus making these observations the highest resolution observations ever performed for PKS 1830-211.

Apart from detecting multiple subcomponents in both the images, the twin-epoch VLBA observations offer very good resolution in both spatial and velocity dimensions and hence will enable us not only to study the background quasar but also to probe the molecular clouds.
in the lens galaxy that cover the background continuum source thereby putting a tight constraint on the systematics that could in principle affect previous cosmological measurements like the temperature of the cosmic microwave background.

5.2 Extended images

Though four-image lenses provide more data points/positional constraints than two-image lenses, four-image lenses cannot constrain the the slope of the radial profile of the lens mass distribution since all images form at roughly the same radii from the lens center. In the case of two-image lenses, since both the images generally form at different galactocentric radii, they provide additional information about the radial mass profile of the lens galaxy. However as both the images of a two-image lens and the center of the lens galaxy itself are roughly aligned along a straight line, these lenses cannot be used to study the angular profile of the lens mass distribution.

If the two-image lens has extended ring-like feature along with bright cores, the combination of the two can be used in unison to provide detailed information about both the radial and the angular profile of the lens mass distribution. Since all the lens models – including the one that is discussed in this thesis – have considered only the point-like images, employing the pseudo-Einstein ring observed at 5 GHz in the lens model could turn out to be quite interesting. In the model fitting procedure performed in the previous chapter, we had placed our SIE lens at four different lens positions and studied which of those lens positions provide a better fit to the observational data. If we have more observational constraints (like the pseudo Einstein ring) apart from what we have at the moment, the lens position can be allowed to vary within the region bound by the radio ring. Such a procedure would provide a better constraint on the lens position which in turn would reduce the uncertainty on the estimated value of $H_0$. The importance of including extending features in lens model fitting and the mathematical theory behind using Einstein rings as constraints can be found in Kochanek et al. (2001). There are numerous ways in which extended features can be included in the lens modelling and a short description about three such techniques are discussed in this section.

Including extended features in lens modelling can be done using lensmodel either by fitting a ring to the entire extended structure or by fitting curves corresponding to different images that are produced by the lens. Smith et al. (2005) had used the curve fitting feature of lensmodel to model strong lensing by the nearby elliptical lens ESO 325-G004. As a part of this thesis, we tried to improve the lens model of PKS 1830-211 by fitting a closed curve to the 5 GHz radio ring. However, due to technical difficulties with the lensmodel package, such an attempt was not fruitful and the exact reason for this failure is yet to be determined.

Soon after the above mentioned failed attempt to improve the lens model, Muller (Private communication) suggested a new approach to model fitting which when implemented increases the total number of available constraints significantly. The principle idea behind this approach is to simulate a vast number of mock observations of a lensed quasar by varying all model parameters and then compare each of the simulated images with the observed 5 GHz map of PKS 1830-211 using a simple $\chi^2$ statistic. Though such a procedure is computationally very expensive, the total number of available constraints is as large as the number of pixels in the images being compared. As a part of this thesis, the above mentioned procedure was implemented and a brief overview of the code is presented in appendix E. Though the algorithm has been implemented, we were unable to perform the required model fitting analysis for PKS 1830-211 due to the unavailability of the reduced 5 GHz Merlin image and hence the application of this code is left for future work.

Recently, Suyu (2012) (also see Suyu et al. (2006)) has shown through simulations that Bayesian techniques can be used to solve for both the source intensity distribution and the
lens mass distribution simultaneously for twin-imaged gravitational lenses thereby overcoming the so-called radial profile slope degeneracy. Though such techniques have been used extensively to reconstruct the lens and the source structures based on optical observations (see Suyu et al. (2009, 2013) and references therein), as far as we could find, such techniques have not been used for extended radio images. Given that there are more twin-imaged gravitational lenses than four-image lenses (Oguri, 2007) and that future surveys are expected to find more two-image lenses than four-image ones (Oguri and Marshall, 2010), applying such an analysis to the radio Einstein ring of PKS 1830-211 could be very interesting both for the lens and the source models of PKS 1830-211 and for the technique itself.
Chapter 6

Conclusion

Though initially appears as a simple two-image gravitational lens, the lensed quasar PKS 1830-211 appears to have quite a lot of interesting features hidden up its sleeve. Though the quasar was identified to be gravitationally lensed in the late 1980s, no lens model has been able to explain all the observed physical phenomena associated with the lens galaxy and the background source. As an initial attempt towards achieving a unified lens model for both the lens galaxy and the source in PKS 1830-211, we have refined the existing lens model based on high resolution observations that have been performed since the year 2002.

The primary outcome of the analysis performed in this thesis are:

- Of the four possible lens positions suggested in previous models (Winn et al., 2002; Courbin et al., 2002), the lens position ‘SA’ appears to fit the observational data better than the other positions.

- Though the best fit lens model has a large ellipticity ($e = 0.29 \pm 0.09$) for a near-face-on spiral galaxy, it does not contradict the findings as the spiral disks are generally misaligned with the dark matter halo and hence cannot be used as a tracer for the ellipticity of the halo, especially at higher redshifts (for example, see van den Bosch et al., 2002).

- Using the refined lens model, we estimate a value for the Hubble constant to be $H_0 = 76 \pm 28$ km/s/Mpc. The uncertainty on the value of $H_0$ scales linearly with the uncertainty on the lens position and hence reducing the uncertainty on the latter through future observations could improve the value of $H_0$ estimated using PKS 1830-211.

- The galaxy suspected to be at redshift $z = 0.19$ appears to exhibit no strong lensing effects at both image positions.

- Though we attempted to incorporate the pseudo-Einstein ring into the lens modelling, our attempt was futile due to technical difficulties with the gravlens software.

Finally, we conclude this thesis by strongly insisting that the complexity of the model for both the lens galaxy and the background quasar cannot be improved without either new high resolution observations or incorporating the pseudo-Einstein ring in the lens modelling procedure.
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Appendix A

Strong lensing in an expanding universe\(^1\)

Although the equations for gravitational lensing in chapter 2 were derived within the framework of Euclidean geometry, they can be used to model lensing in an expanding universe if the distances used in these equations are interpreted as the cosmological angular diameter distances. Angular diameter distance \(D_A\) between an object at redshift \(z\) and the observer is defined in terms of the transverse comoving distance \(D_M\) as

\[
D_A = \frac{D_M}{1 + z}.
\]

(A.1)

The transverse comoving distance of an object at redshift \(z\) can in turn be written using the cosmological parameters as

\[
D_M = \begin{cases} 
D_H \frac{1}{\sqrt{\Omega_k}} \sinh[\sqrt{\Omega_k} D_c / D_H] & \text{for } \Omega_k > 0 \\
D_c & \text{for } \Omega_k = 0 \\
D_H \frac{1}{\sqrt{\Omega_k}} \sin[\sqrt{\Omega_k} D_c / D_H] & \text{for } \Omega_k < 0
\end{cases}
\]

(A.2)

where \(D_H\) is the Hubble distance defined as \(D_H = c / H_0\) and the line-of-sight comoving distance \(D_c\) is given as

\[
D_c = \frac{c}{H_0} \int_0^z \frac{dz'}{\sqrt{\Omega_M(1 + z)^3 + \Omega_k(1 + z)^2 + \Omega_\Lambda}}.
\]

(A.3)

In equations A.2 and A.3, \(H_0\) is the Hubble constant, \(\Omega_M\), \(\Omega_k\) and \(\Omega_\Lambda\) are the cosmological density parameters for matter, curvature and dark energy respectively. For a flat universe, \(\Omega_k = 0\) and hence the angular diameter distance becomes

\[
D_A = \frac{c}{H_0(1 + z)} \int_0^z \frac{dz'}{\sqrt{\Omega_M(1 + z)^3 + \Omega_\Lambda}}.
\]

(A.4)

In an expanding universe, when the distances are interpreted as angular diameter distances, it is incorrect to relate the lens-to-observer, lens-to-source and source-to-observer distances simply as \(D_s = D_d + D_{ds}\) (see figure 2.1). The angular diameter distance between two objects at redshifts \(z_1\) and \(z_2\), for cosmologies with \(\Omega_K \geq 0\), is

\[
D_{A12} = \frac{1}{1 + z_2} \left( D_{M2} \sqrt{1 + \Omega_K \frac{D_{M1}^2}{D_H^2}} - D_{M1} \sqrt{1 + \Omega_K \frac{D_{M2}^2}{D_H^2}} \right)
\]

(A.5)

where \(D_{M1}\) and \(D_{M2}\) are the transverse comoving distances to the two objects at \(z_1\) and \(z_2\) as defined in equation A.2.

\(^1\)This section makes use of equations from Hogg (1999).
Appendix B

GRAVLENS

GRAVLENS was written by Charles R. Keeton originally for the CfA-Arizona Space Telescope LEns Survey (CASTLES). The algorithm used to solve the lens equation and the techniques used to constrain a lens model are presented in Keeton (2001). In this section, only the relevant aspects of GRAVLENS are discussed; a detailed manual of the software package can be downloaded from the software’s homepage\(^1\).

GRAVLENS contains two standalone applications: \textit{gravlens} and \textit{lensmodel}. All basic features required to perform lens modelling is built in \textit{gravlens} and it forms the backbone of the software package. More elaborate techniques used to constrain the modelled lens are included in \textit{lensmodel} which is built on top of \textit{gravlens}. Both applications are controlled using a set of variables and commands which can be given as input either individually in the application’s user-interface, or can be specified in a text file which can then be parsed to the applications as a whole. Behaviour of each command in turn is governed by a set of mandatory and optional parameters.

The applications contain a rudimentary documentation for all commands which can be accessed by executing

\texttt{help \langle\textit{command}\rangle}

Most of the variables used in both applications are set to a certain default value and the value of a particular variable can be displayed using the command

\texttt{set \langle\textit{variable}\rangle}

The square brackets indicate that that parameter is optional and if no variable is specified, a list of all variables with their default values is printed on the screen. To change the value of a given variable, the above command can be modified as

\texttt{set \langle\textit{variable}\rangle = \langle\textit{value}\rangle}

As GRAVLENS uses the tiling method (see section 2.3.1) to solve the lens equation, the first step is to specify the resolution of the grid to be laid on the source and the image plane. The variables used to specify the tiling of the source and the image plane is listed in table B.1. Once those variables are set, a polar grid centered on the main lens galaxy is laid. In order to improve the resolution of the grid near important locations like the critical lines and images, \textit{gravlens} uses recursive subgridding. The number of recursions near these points are specified using the variable ‘maxlev’ and ‘imglev’.

The next step is to specify the type of mass model to define the lens. A list of all mass models supported by GRAVLENS can be obtained using the command ‘listmodels’. The syntax for defining the lens is as follows:

\(^1\)http://redfive.rutgers.edu/keeton/gravlens/
Table B.1: Variables used to define the tiling of the source and the image plane

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>gridlo1</td>
<td>Lower and upper values of the radial extent of the grid</td>
</tr>
<tr>
<td>gridhi1</td>
<td></td>
</tr>
<tr>
<td>gridlo2</td>
<td>Lower and upper values of the angular extent of the grid</td>
</tr>
<tr>
<td>gridhi2</td>
<td>(measured in degrees East of North)</td>
</tr>
</tbody>
</table>

Table B.2: Parameters used in canonical mass models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1]</td>
<td>Mass scale of the lens</td>
</tr>
<tr>
<td>[2,3]</td>
<td>Lens position</td>
</tr>
<tr>
<td>[4,5]</td>
<td>Ellipticity and position angle of the lens</td>
</tr>
<tr>
<td>[6,7]</td>
<td>External shear parameters ($\gamma$, $\theta_\gamma$)</td>
</tr>
<tr>
<td>[8,9]</td>
<td>Scale radii (not used for all mass models)</td>
</tr>
<tr>
<td>[10]</td>
<td>Power law index (not used for all mass models)</td>
</tr>
</tbody>
</table>

In the above syntax, it is easy to spot the slightly confusing terminology that GRAVLENS uses to refer to individual components of a lensing system. GRAVLENS uses the term “mass models” to refer to each physical galaxy and the term “galaxy” to refer to mass distributions like SIS or NFW that are used to describe each component of a physical galaxy. For example, if the lens is made of two spiral galaxies and if each spiral galaxy is modelled as a combination of three components (disk, bulge and halo), then the first line of the syntax must be written as

```
setlens 3 2
```

GRAVLENS uses 10 parameters to define the type of each mass distribution and explanation for each parameter can be found in table B.2. The last three parameters are not used by all mass models but they must still be specified in the code. The use of ‘Flags’ varies between the two applications: gravlens does not use these values and hence all 10 flags must be set to zero. Flags play a very important role in lensmodel and will be discussed later.

With this information, a number of basic lensing calculations can be performed. For example, consider a gravitational lens system whose lens is described as a singular isothermal sphere (SIS) with a one dimensional velocity dispersion of 188 km/s. Let the source and lens redshift be 2.5 and 0.89 respectively. For such a lens configuration, the critical lines and caustics can be generated using the command

```
plothit (output_filename)
```

Similarly, the grid used to tile both planes can be displayed using the command
The critical lines and caustics along with the grid for this lens model are shown in figure B.1. It should be noted that the applications themselves do not generate any graphical output; instead the output is provided in the form of data files which can then be used to produce graphical output using any plotting software like gnuplot or MATLAB. Each data file contains a list of instructions on how it can be used to generate plots.

GRAVLENS also allows to find the total number of images, the magnification and the position of each image for a given unlensed source position \((u,v)\). This is achieved using the command

\[\text{findimg} \langle u \rangle \langle v \rangle\]

Two other commands - \textit{findimg2} and \textit{findimg3} - have the same functionality as \textit{findimg}, except for the way in which they handle the input and output. \textit{findimg2} facilitates specifying a series of source positions for each of which the application finds the corresponding number of images and their source position. \textit{findimg3} can read a series of source positions specified in an input file and writes the corresponding results to an output file.

Instead of using point sources, it is also possible to specify complex source models using three basic building blocks defined in the code: point sources, sources with constant surface brightness and sources with a Sersic brightness profile. The syntax used to specify a source model is

\[\text{setsource} \langle \# \text{ of sources} \rangle \langle \text{Type of source #1} \rangle \ldots \langle \text{Type of source #n} \rangle\]

Once a source model is specified, the \textit{SBmap2} command can be used to generate the lensed surface brightness map of the specified source. A simple source and its lensed image are displayed in figure B.2. The source is modelled as the sum of a central component with uniform surface brightness to represent the core and an extended, two dimensional ellipsoidal component with a Sersic profile to represent a jet.

Apart from calculating the positions of the images and generating the lensed surface brightness maps, GRAVLENS can also be used to find the best model that fits the specified observational constraints. GRAVLENS finds the best fit for the specified observational data in the following way: for a given mass distribution, the code varies each free parameter and for each configuration of free parameters, the code simulates the observables which are then used along with the specified observational constraints to compute the \(\chi^2\) values. Then, the code identifies the parameters that produce the least \(\chi^2\) as the best fit model. This is done by the application \textit{lensmodel} and since \textit{lensmodel} is built on top of gravlens, all the commands and variables discussed so far are valid within \textit{lensmodel} as well. The first step in doing model fitting using \textit{lensmodel} is to give the observational constraints in a separate file. This file can then be loaded into \textit{lensmodel} using the command

\[\text{data} \langle \text{Data File} \rangle\]

Once the observational constraints are specified, the next step is to define the lens model and the syntax is exactly the same as what was used for gravlens. The only difference is that \textit{lensmodel} takes the flags into account whereas gravlens ignores them even though they must be written down. If a particular model parameter is to be allowed to float freely, the corresponding \text{\textit{\texttt{vary flag}}} is set to ‘1’.

Finally, the three most important commands that are used to produce the best fit model are \textit{varyone}, \textit{varytwo} and \textit{optimize}. As the names suggest, the first two commands are used
Figure B.1: Source plane and image planes for a singular isothermal ellipsoid with ellipticity 0.5 and position angle 0°. Top: Source plane grid (blue) with the two caustics (red). Bottom: Image plane grid (blue) with the two critical lines (red). Three levels of recursive subgridding can be seen along the critical lines.
to vary either a single or two free parameters within a specified range and for each interval the $\chi^2$ values are computed. These two commands are used to obtain a first guess as to where the global $\chi^2$ minimum is present in the parameter space. Once that is identified, the final refinement is done using optimize. Apart from computing the total $\chi^2$, the application also outputs the $\chi^2$ for different observational constraints (i.e. position, flux, and time delay). These values are computed using the simple statistic defined as Keeton (2001):

**Position $\chi^2$:**

\[
\chi^2_{\text{position}} = \sum_i \delta x_i^T \cdot S_i^{-1} \cdot \delta x_i
\]

\[
\delta x_i = x_{\text{obs},i} - x_{\text{mod},i}
\]

where $x_{\text{obs},i}$ and $x_{\text{mod},i}$ are the observed and modelled positions of the $i^{th}$ image. The covariance matrix $S_i$ is

\[
S_i = R_i^T \begin{pmatrix} \sigma^2_{1,i} & 0 \\ 0 & \sigma^2_{2,i} \end{pmatrix} R_i
\]

where

\[
R_i = \begin{pmatrix} -\sin \theta_{\sigma,i} & \cos \theta_{\sigma,i} \\ -\cos \theta_{\sigma,i} & -\sin \theta_{\sigma,i} \end{pmatrix}
\]

where $\sigma_{1,i}$ and $\sigma_{2,i}$ measure the error ellipses and $\theta_{\sigma,i}$ represents the position angle.

**Flux $\chi^2$:**

\[
\chi^2_{\text{flux}} = \sum_i \left( \frac{f_i - M_i f_{\text{src}}}{\sigma_{f,i}} \right)^2
\]

where $f_i \pm \sigma_{f,i}$ is the observed flux of the $i^{th}$ image, $M_i$ is the magnification of the $i^{th}$ image and the $f_{\text{src}}$ is the intrinsic source flux.

**$\chi^2$ contribution due to time delay:**

\[
\chi^2_{\text{tdel}} = \sum_i \left( \frac{\tau_{\text{obs},i} - h^{-1} \bar{t} \bar{\tau}_{\text{mod},i}}{\sigma_{t,i}} \right)^2
\]
where
\[
    t_0 = \frac{1 + z_l D_{ol} D_{ls}}{c D_{ls}} \tag{B.7}
\]

\[
    \bar{\tau}_{mod,i} = \frac{1}{2} \left( |x_i - u|^2 - |x_{lead} - u|^2 \right) - \left( \phi(x_i) - \phi(x_{lead}) \right) \tag{B.8}
\]

where \( x_i \) and \( x_{lead} \) are the image plane positions of the \( i^{th} \) image and the "leading" image respectively, \( u \) is the unlensed source position and \( \phi \) is the potential of the lens mass distribution.

The three above mentioned commands produce different outputs that are saved under files with different file extensions. The bestfit model (that has the least \( \chi^2 \)) is stored under a file with extension ‘.best’ and a summary of the results for each interval in the specified parameter range is stored in a ‘.dat’ file.

Performing model fitting using lensmodel is demonstrated in appendix C by replicating the results published in Winn et al. (2002).
Appendix C

Replicating Winn *et al.* (2002)

For the sake of better understanding and to demonstrate our ability to use GRAVLENS, we replicate in this section the results of Winn *et al.* (2002) who model PKS 1830-211 using a singular isothermal ellipsoidal lens (a brief discussion of the results of Winn *et al.* is presented in §4.1.1). The observational constraints used in Winn *et al.* (2002) are shown in table C and the data file where these values are described is shown below:

| # No. of lens | 1 |
| No. of sources | 1 |
| # No. of images produced | 2 |

```
# No. of lens
0.328 -0.486 0.004 # Lens position with error
0.5 1000
0.0 1e4 # Position angle of the lens
0.0 1e4 # Lens ellipticity

# No. of sources
2 # No. of images produced

#xpos ypos flux pos_error flux_error delay delay_error
0 0 1.52 0.001 0.05 0 4 # NE image
0.642 -0.728 -1.0 0.001 0.05 26 4 # SW image
```

Note that the error bars on the observed values of lens ellipticity, lens orientation are very high in order to force the code not to use them as constraints. Once the constraints are declared, the next step is to define the lens model to be used. This is done exactly the same way as in *gravlens* except that the flags are taken into consideration in *lensmodel*. Since we are fitting an SIE lens, the free parameters are mass of the lens, lens ellipticity and position angle. Therefore the lens is described as

```
setlens 1 1
```

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE image</td>
<td>(0&quot;,0&quot;)</td>
</tr>
<tr>
<td>SW image</td>
<td>(0&quot;.642,-0&quot;.728)±0&quot;.001</td>
</tr>
<tr>
<td>Lens position</td>
<td>(0&quot;.328,-0&quot;.486)±0&quot;.004</td>
</tr>
<tr>
<td>Flux ratio (NE/SW)</td>
<td>1.52±0.05</td>
</tr>
<tr>
<td>Time delay (SW - NE)</td>
<td>26±4 days</td>
</tr>
<tr>
<td>Lens redshift</td>
<td>0.886±0.001</td>
</tr>
<tr>
<td>Source redshift</td>
<td>2.507±0.002</td>
</tr>
</tbody>
</table>

Table C.1: Observational constraints used in Winn *et al.* (2002)
As explained earlier, in order to identify the region of the parameter space that might contain the global $\chi^2$ minimum, we first generate a two dimensional grid by varying the lens ellipticity and lens orientation from 0.0 to 0.5 and from 0° to 180° respectively. This is implemented using the command

```
varytwo 1 4 0.0 0.5 25 1 5 0 180 25 vary_e_pa
```

This command instructs `lensmodel` to vary the 4th and the 5th parameters (ellipticity and position angle) of the 1st ‘galaxy’, compute the $\chi^2$ for each of the combination and write the output to the file specified at the end of the line. Once this is done, the fit can be refined using the command ‘optimize’. The complete `lensmodel` script used to perform model fitting is appended below:

```
set omitcore = 0.05 # core radius to avoid the singularity at r = 0
set nobflip = 1
# First choose source plane chisq
set chimode = 0 # 0 - source plane chi
set gridflag = 0
set checkparity = 0
# Load the data file
data Winn.et.al.data
# Cosmology
set lambda = 0.7
set omega = 0.3
set hval = 0.5
# A large uncertainty on H0 prevents the code from using it as a constraint
set hvale = 1E6
set zsrc = 2.507
set zlens = 0.889
setlens 1 1
alpha 1.0 0.328 -0.486 0.1 10.0 0 0 0 0 1.0
1 0 0 1 1 0 0 0 0 0
varytwo 1 4 0.0 0.5 25 1 5 0 180 25 vary_e_pa
setlens vary_e_pa.start
optimize srcPlane
# Switch to image plane statistic
set gridflag = 1
set chimode = 1
set checkparity = 1
```
Table C.2: Comparison between the results produced in Winn et al. (2002) and the analysis replicated in this section.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Winn et al.</th>
<th>Replicated results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Einstein ring radius</td>
<td>0''.491±0''.001</td>
<td>0''.491±0''.0004</td>
</tr>
<tr>
<td>Ellipticity</td>
<td>0.091±0.009</td>
<td>0.0917±0.005</td>
</tr>
<tr>
<td>Lens orientation</td>
<td>86.1±3.1</td>
<td>86.17°±1.2°</td>
</tr>
<tr>
<td>Unlensed source position</td>
<td>(0''.264,-0''.418)±0.005</td>
<td>(0''.264,-0''.418)±0.005</td>
</tr>
<tr>
<td>Magnification of NE</td>
<td>5.9±0.6</td>
<td>5.81±0.4</td>
</tr>
<tr>
<td>Hubble constant</td>
<td>44±9</td>
<td>44.14±2.5</td>
</tr>
</tbody>
</table>

The above script, in its entirety, works in the following way: The cosmological parameters are set and the observational data files are loaded. `lensmodel` is instructed to avoid the demagnified third image using the ‘omitcore’ variable; the ‘nobflip’ variable forces the value of Einstein’s radius to remain positive. When the mass distribution for the lens is specified, Einstein ring radius, lens ellipticity and position angle are allowed to vary. Note that the first optimization is done using the source plane $\chi^2$ and then the parameters are refined using the image plane $\chi^2$ to identify the best fit model. The results of our analysis along with the ones produced by Winn et al. (2002) are shown in table C.2.
Appendix D

Single lens model fitting of PKS 1830-211: Results

Results from the single lens model fitting discussed in section §4.2 is presented in this appendix. Table D.1 lists the two sets of observational data used to constrain the lens model and the results from those model fitting runs are shown in Tables D.2 – D.5. For a detailed discussion of the model fitting procedure, refer to the text on page 23.

Table D.1: Observational constraints for the lens model. All positions are measured with respect to the NE image.

<table>
<thead>
<tr>
<th>Constraints</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE Image</td>
<td>(0,0)</td>
<td></td>
</tr>
<tr>
<td>SW Image</td>
<td>(0'.642, -0'.728)±0.001</td>
<td>Jin et al. (1999)</td>
</tr>
<tr>
<td>Lens position W</td>
<td>(0'.328, -0'.486)±0.004</td>
<td>Winn et al. (2002)</td>
</tr>
<tr>
<td>Lens position G</td>
<td>(0'.519, -0'.511)±0.08</td>
<td>Courbin et al. (2002)</td>
</tr>
<tr>
<td>Lens position SP</td>
<td>(0'.285, -0'.722)±0.04</td>
<td>Courbin et al. (2002)</td>
</tr>
<tr>
<td>Lens position SA</td>
<td>(0'.3, -0'.61)±0.05</td>
<td>Courbin et al. (2002)</td>
</tr>
<tr>
<td>Old flux ratio (NE/SW)</td>
<td>1.52±0.05</td>
<td>Lovell et al. (1998)</td>
</tr>
<tr>
<td>New flux ratio (NE/SW)</td>
<td>1.35±0.14</td>
<td>Muller et al (Private communication)</td>
</tr>
<tr>
<td>Old time delay (SW - NE)</td>
<td>26±4 days</td>
<td>Lovell et al. (1998)</td>
</tr>
<tr>
<td>New time delay (SW - NE)</td>
<td>27.1±0.6 days</td>
<td>Barnacka et al. (2011)</td>
</tr>
<tr>
<td>Hubble constant</td>
<td>70.2±2.2 km/s/Mpc</td>
<td>Hinshaw et al. (2012)</td>
</tr>
</tbody>
</table>
Table D.2: Results from model fitting for single mass models with lens positioned at W and constraints from old observations.

<table>
<thead>
<tr>
<th>Observational constraints</th>
<th>SIE$_{old}+H_0$</th>
<th>SIE$_{old}$</th>
<th>SIE$_{new}+H_0$</th>
<th>SIE$_{new}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lens position</td>
<td>(0°,0')</td>
<td>(0°,0')</td>
<td>(0°,0')</td>
<td>(0°,0')</td>
</tr>
<tr>
<td>NE Image</td>
<td>(0°,464.1',-0°,418')</td>
<td>(0°,464.1',-0°,418')</td>
<td>(0°,464.1',-0°,418')</td>
<td>(0°,464.1',-0°,418')</td>
</tr>
<tr>
<td>SW Image</td>
<td>(0°,464.1',-0°,418')</td>
<td>(0°,464.1',-0°,418')</td>
<td>(0°,464.1',-0°,418')</td>
<td>(0°,464.1',-0°,418')</td>
</tr>
<tr>
<td>Flux ratio</td>
<td>1.52±0.05</td>
<td>1.52±0.05</td>
<td>1.52±0.05</td>
<td>1.52±0.05</td>
</tr>
<tr>
<td>Time delay</td>
<td>26±2.2</td>
<td>26±2.2</td>
<td>26±2.2</td>
<td>26±2.2</td>
</tr>
<tr>
<td>H$_0$</td>
<td>70.0±2.2</td>
<td>70.0±2.2</td>
<td>70.0±2.2</td>
<td>70.0±2.2</td>
</tr>
<tr>
<td>Source position</td>
<td>(0°,264.1',-0°,418')</td>
<td>(0°,264.1',-0°,418')</td>
<td>(0°,264.1',-0°,418')</td>
<td>(0°,264.1',-0°,418')</td>
</tr>
<tr>
<td>f$<em>{source}$/f$</em>{source}$</td>
<td>5.81</td>
<td>5.81</td>
<td>5.81</td>
<td>5.81</td>
</tr>
<tr>
<td>Einstein radius</td>
<td>0°,401</td>
<td>0°,401</td>
<td>0°,401</td>
<td>0°,401</td>
</tr>
<tr>
<td>h</td>
<td>0.4423</td>
<td>0.6906</td>
<td>0.374</td>
<td>0.5906</td>
</tr>
<tr>
<td>c</td>
<td>0.091</td>
<td>0.092</td>
<td>0.089</td>
<td>0.094</td>
</tr>
<tr>
<td>PA</td>
<td>86.19°</td>
<td>84.91°</td>
<td>87.98°</td>
<td>87.98°</td>
</tr>
<tr>
<td>Degrees of Freedom</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Model values</td>
<td>NE Image</td>
<td>(0°,464.1',-0°,418')</td>
<td>(0°,464.1',-0°,418')</td>
<td>(0°,464.1',-0°,418')</td>
</tr>
<tr>
<td>SW Image</td>
<td>(0°,464.1',-0°,418')</td>
<td>(0°,464.1',-0°,418')</td>
<td>(0°,464.1',-0°,418')</td>
<td>(0°,464.1',-0°,418')</td>
</tr>
<tr>
<td>NE flux</td>
<td>1.52</td>
<td>0</td>
<td>1.52</td>
<td>-1.0</td>
</tr>
<tr>
<td>SW flux</td>
<td>-1.0</td>
<td>0</td>
<td>-1.0</td>
<td>0</td>
</tr>
<tr>
<td>t$<em>{SW} - t</em>{NE}$</td>
<td>26 days</td>
<td>16.52 days</td>
<td>27.1 days</td>
<td>19.51 days</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>$7.5 \times 10^{-10}$</td>
<td>$5.4 \times 10^{-10}$</td>
<td>$6.0 \times 10^{-10}$</td>
<td>$4.3 \times 10^{-10}$</td>
</tr>
<tr>
<td>Total</td>
<td>2.83</td>
<td>2.83</td>
<td>2.83</td>
<td>2.83</td>
</tr>
<tr>
<td>Position</td>
<td>112.75</td>
<td>2.38</td>
<td>2.38</td>
<td>3.18</td>
</tr>
<tr>
<td>Flux</td>
<td>$7.4 \times 10^{-10}$</td>
<td>$5.3 \times 10^{-10}$</td>
<td>$5.3 \times 10^{-10}$</td>
<td>$7.3 \times 10^{-10}$</td>
</tr>
<tr>
<td>Time delay</td>
<td>27.1 days</td>
<td>19.51 days</td>
<td>19.51 days</td>
<td>19.51 days</td>
</tr>
</tbody>
</table>
Table D.3: Results from model fitting for single mass models with lens positioned at G.

<table>
<thead>
<tr>
<th></th>
<th>SIE_{old}</th>
<th>SIE_{old}+H_0</th>
<th>SIE_{new}</th>
<th>SIE_{new}+H_0</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Observational</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>constraints</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lens position</td>
<td>(0''.519,-0''.511)±0.08</td>
<td>(0''.519,-0''.511)±0.08</td>
<td>(0''.519,-0''.511)±0.08</td>
<td>(0''.519,-0''.511)±0.08</td>
</tr>
<tr>
<td>NE Image</td>
<td>(0,0)</td>
<td>(0,0)</td>
<td>(0,0)</td>
<td>(0,0)</td>
</tr>
<tr>
<td>SW Image</td>
<td>(0''.642,-0''.728)±0.001</td>
<td>(0''.642,-0''.728)±0.001</td>
<td>(0''.642,-0''.728)±0.003</td>
<td>(0''.642,-0''.728)±0.003</td>
</tr>
<tr>
<td>Flux ratio</td>
<td>1.52±0.05</td>
<td>1.52±0.05</td>
<td>1.35±0.14</td>
<td>1.35±0.14</td>
</tr>
<tr>
<td>Time delay</td>
<td>26±4</td>
<td>26±4</td>
<td>27.1±0.6</td>
<td>27.1±0.6</td>
</tr>
<tr>
<td>H_0</td>
<td>70.0±2.2</td>
<td>70.0±2.2</td>
<td>70.0±2.2</td>
<td>70.0±2.2</td>
</tr>
<tr>
<td><strong>Best fit</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Source position</td>
<td>(0''.366,-0''.330)</td>
<td>(0''.366,-0''.330)</td>
<td>(0''.365,-0''.330)</td>
<td>(0''.365,-0''.331)</td>
</tr>
<tr>
<td>i_{NE/source}</td>
<td>2.22</td>
<td>2.22</td>
<td>2.14</td>
<td>2.14</td>
</tr>
<tr>
<td>Einstein radius</td>
<td>0''.457</td>
<td>0''.457</td>
<td>0''.451</td>
<td>0''.451</td>
</tr>
<tr>
<td>h</td>
<td>1.11</td>
<td>0.7131</td>
<td>1.065</td>
<td>0.9197</td>
</tr>
<tr>
<td>e</td>
<td>0.298</td>
<td>0.298</td>
<td>0.328</td>
<td>0.328</td>
</tr>
<tr>
<td>PA</td>
<td>-31.66</td>
<td>-31.66</td>
<td>-33.89°</td>
<td>-33.85°</td>
</tr>
<tr>
<td><strong>Degrees of Freedom</strong></td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Model values</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NE Image</td>
<td>(0.0,0.0)</td>
<td>(-0.0,-0.0)</td>
<td>(0,0)</td>
<td>(0.0,0.004,-0.0004)</td>
</tr>
<tr>
<td>SW Image</td>
<td>(0.642,-0.728)</td>
<td>(0.642,-0.728)</td>
<td>(0.642,-0.728)</td>
<td>(0.6421,-0.7282)</td>
</tr>
<tr>
<td>NE flux</td>
<td>1.52</td>
<td>1.52</td>
<td>1.35</td>
<td>1.35</td>
</tr>
<tr>
<td>SW flux</td>
<td>-1.0</td>
<td>-1.0</td>
<td>-1.0</td>
<td>-1.0</td>
</tr>
<tr>
<td>t_{SW}−t_{NE}</td>
<td>26 days</td>
<td>40.5 days</td>
<td>27.1 days</td>
<td>31.3 days</td>
</tr>
<tr>
<td><strong>χ^2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>4.03*10^{-9}</td>
<td>6.89</td>
<td>9.63*10^{-10}</td>
<td>82.99</td>
</tr>
<tr>
<td>Position</td>
<td>5.35*10^{-19}</td>
<td>0.00363</td>
<td>8.08*10^{-10}</td>
<td>0.368</td>
</tr>
<tr>
<td>Flux</td>
<td>2.87*10^{-19}</td>
<td>3.61*10^{-9}</td>
<td>1.55*10^{-11}</td>
<td>1.90*10^{-6}</td>
</tr>
<tr>
<td>Time delay</td>
<td>6.69*10^{-14}</td>
<td>6.89</td>
<td>5.76*10^{-14}</td>
<td>82.63</td>
</tr>
</tbody>
</table>
Table D.4: Results from model fitting for single mass models with lens positioned at SP.

<table>
<thead>
<tr>
<th>SIE_{old}</th>
<th>SIE_{old} + H_0</th>
<th>SIE_{new}</th>
<th>SIE_{new} + H_0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observational constraints</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lens position</td>
<td>(0''.285,-0''.722) ± 0.04</td>
<td>(0''.285,-0''.722) ± 0.04</td>
<td>(0''.285,-0''.722) ± 0.04</td>
</tr>
<tr>
<td>NE Image</td>
<td>(0.0)</td>
<td>(0.0)</td>
<td>(0.0)</td>
</tr>
<tr>
<td>SW Image</td>
<td>(0''.642,-0''.728) ± 0.001</td>
<td>(0''.642,-0''.728) ± 0.001</td>
<td>(0''.642,-0''.728) ± 0.003</td>
</tr>
<tr>
<td>Flux ratio</td>
<td>1.52 ± 0.05</td>
<td>1.52 ± 0.05</td>
<td>1.35 ± 0.14</td>
</tr>
<tr>
<td>Time delay</td>
<td>26 ± 4</td>
<td>26 ± 4</td>
<td>27.1 ± 0.6</td>
</tr>
<tr>
<td>H_0</td>
<td>70.0 ± 2.2</td>
<td>70.0 ± 2.2</td>
<td></td>
</tr>
<tr>
<td>Best fit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Source position</td>
<td>(0''.180,-0''.587)</td>
<td>(0''.180,-0''.587)</td>
<td>(0''.180,-0''.587)</td>
</tr>
<tr>
<td>f_{NE/source}</td>
<td>1.74</td>
<td>1.74</td>
<td>1.68</td>
</tr>
<tr>
<td>Einstein radius</td>
<td>0''.465</td>
<td>0''.465</td>
<td>0''.465</td>
</tr>
<tr>
<td>h</td>
<td>1.136</td>
<td>0.7142</td>
<td>1.089</td>
</tr>
<tr>
<td>e</td>
<td>0.618</td>
<td>0.618</td>
<td>0.61</td>
</tr>
<tr>
<td>PA</td>
<td>-77.34</td>
<td>-77.35</td>
<td>-77.33°</td>
</tr>
<tr>
<td>Degrees of Freedom</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Model values</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NE Image</td>
<td>(-0.0123,-0.0040)</td>
<td>(-0''.0123,-0''.0041)</td>
<td>(0.0124,-0.0040)</td>
</tr>
<tr>
<td>SW Image</td>
<td>(0.6372,-0.7553)</td>
<td>(0.6372,-0.7553)</td>
<td>(0''.6370,-0''.7552)</td>
</tr>
<tr>
<td>NE flux</td>
<td>1.62</td>
<td>1.62</td>
<td>1.4806</td>
</tr>
<tr>
<td>SW flux</td>
<td>-0.8</td>
<td>-0.8</td>
<td>-0.74</td>
</tr>
<tr>
<td>t_{SW} - t_{NE}</td>
<td>26 days</td>
<td>40.5 days</td>
<td>27.1 days</td>
</tr>
<tr>
<td>χ^2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>955.9</td>
<td>963.65</td>
<td>941.48</td>
</tr>
<tr>
<td>Position</td>
<td>937.16</td>
<td>937.16</td>
<td>937.1</td>
</tr>
<tr>
<td>Flux</td>
<td>18.75</td>
<td>18.74</td>
<td>4.37</td>
</tr>
<tr>
<td>Time delay</td>
<td>7.21 × 10^{-14}</td>
<td>7.74</td>
<td>6.27 × 10^{-14}</td>
</tr>
</tbody>
</table>
Table D.5: Results from model fitting for single mass models with lens positioned at SA.

<table>
<thead>
<tr>
<th></th>
<th>SIE\textsubscript{old}</th>
<th>SIE\textsubscript{old} + H\textsubscript{0}</th>
<th>SIE\textsubscript{new}</th>
<th>SIE\textsubscript{new} + H\textsubscript{0}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observational constraints</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lens position</td>
<td>(0\textdegree 3.0, 0\textdegree 6.1) ± 0.05</td>
<td>(0\textdegree 3.0, 0\textdegree 6.1) ± 0.05</td>
<td>(0\textdegree 3.0, 0\textdegree 6.1) ± 0.05</td>
<td>(0\textdegree 3.0, 0\textdegree 6.1) ± 0.05</td>
</tr>
<tr>
<td>NE Image</td>
<td>(0, 0)</td>
<td>(0, 0)</td>
<td>(0, 0)</td>
<td>(0, 0)</td>
</tr>
<tr>
<td>SW Image</td>
<td>(0\textdegree 6.42, 0\textdegree 7.28) ± 0.001</td>
<td>(0\textdegree 6.42, 0\textdegree 7.28) ± 0.001</td>
<td>(0\textdegree 6.42, 0\textdegree 7.28) ± 0.001</td>
<td>(0\textdegree 6.42, 0\textdegree 7.28) ± 0.001</td>
</tr>
<tr>
<td>Flux ratio</td>
<td>1.52 ± 0.05</td>
<td>1.52 ± 0.05</td>
<td>1.35 ± 0.14</td>
<td>1.35 ± 0.14</td>
</tr>
<tr>
<td>Time delay</td>
<td>26 ± 4</td>
<td>26 ± 4</td>
<td>27.1 ± 0.6</td>
<td>27.1 ± 0.6</td>
</tr>
<tr>
<td>H\textsubscript{0}</td>
<td>70.0 ± 2.2</td>
<td>70.0 ± 2.2</td>
<td>70.0 ± 2.2</td>
<td>70.0 ± 2.2</td>
</tr>
<tr>
<td>Best fit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Source position</td>
<td>(0\textdegree 0.202, -0\textdegree 0.504)</td>
<td>(0\textdegree 0.202, -0\textdegree 0.504)</td>
<td>(0\textdegree 0.205, -0\textdegree 0.500)</td>
<td>(0\textdegree 0.205, -0\textdegree 0.500)</td>
</tr>
<tr>
<td>f\textsubscript{NE/source}</td>
<td>2.66</td>
<td>2.66</td>
<td>2.56</td>
<td>2.56</td>
</tr>
<tr>
<td>Einstein radius</td>
<td>0\textdegree 0.492</td>
<td>0\textdegree 0.492</td>
<td>0\textdegree 0.487</td>
<td>0\textdegree 0.487</td>
</tr>
<tr>
<td>h</td>
<td>0.7854</td>
<td>0.7020</td>
<td>0.754</td>
<td>0.7276</td>
</tr>
<tr>
<td>e</td>
<td>0.368</td>
<td>0.368</td>
<td>0.377</td>
<td>0.37</td>
</tr>
<tr>
<td>PA</td>
<td>-0.8196</td>
<td>-0.8196</td>
<td>-79.35\degree</td>
<td>-79.36\degree</td>
</tr>
<tr>
<td>Degrees of Freedom</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Model values</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NE Image</td>
<td>(0.0, 0.0)</td>
<td>(-0\textdegree 0.0, -0\textdegree 0.0)</td>
<td>(0.0, 0.0)</td>
<td>(-0\textdegree 0.0, 0\textdegree 0.0)</td>
</tr>
<tr>
<td>SW Image</td>
<td>(0.642, -0.728)</td>
<td>(0.642, -0.728)</td>
<td>(0.642, -0.728)</td>
<td>(0.6421, -0\textdegree 0.7280)</td>
</tr>
<tr>
<td>NE flux</td>
<td>1.52</td>
<td>1.52</td>
<td>1.35</td>
<td>1.35</td>
</tr>
<tr>
<td>SW flux</td>
<td>-1.0</td>
<td>-1.0</td>
<td>-1.0</td>
<td>-1.0</td>
</tr>
<tr>
<td>t\textsubscript{SW} - t\textsubscript{NE}</td>
<td>26 days</td>
<td>29.1 days</td>
<td>27.1 days</td>
<td>28.04 days</td>
</tr>
</tbody>
</table>
\hline
\chi^2                        |                         |                                 |                         |                                 |
| Total                        | 9.57 \times 10^{-10}    | 0.306                           | 9.75 \times 10^{-10}    | 2.73                            |
| Position                     | 9.55 \times 10^{-10}    | 1.71 \times 10^{-4}             | 8.78 \times 10^{-10}    | 0.029                           |
| Flux                         | 1.19 \times 10^{-12}    | 5.18 \times 10^{-11}            | 9.74 \times 10^{-11}    | 2.16 \times 10^{-08}            |
| Time delay                   | 5.8 \times 10^{-15}     | 0.3066                          | 2.48 \times 10^{-15}    | 2.69                            |
Appendix E

Lens modelling through mock simulations

As noted in section §5.2, images of extended sources provide better constraints for modelling the lens than point sources. In this section, we briefly explain the code that was written as a part of this thesis to identify the source and the lens structure that reproduces the observed extended features best.

As explained already, the essential idea behind the code is to simulate a large number of mock observations for different combinations of lens and source parameters within the defined parameter space, and then identify the best source-lens configuration by comparing the simulated images with the observed image. The range of parameters for both the lens and the source are defined in two separate files whose format is given below. In the current version of the code, only a singular isothermal ellipsoid lens mass distribution and a sersic profile for the source brightness distribution have been implemented. More models for the lens and the source will be added with time.

Each lens model is defined by a set of six numbers – lens mass, lens position, lens ellipticity and position angle, and power law index – and the structure for the lens file is

\[
\text{[No. of lens models]}
\]

\[
\begin{align*}
\text{[For each lens model:]} & \\
\text{[mass (min)] [mass (max)]} & \\
\text{[xpos (min)] [xpos (max)]} & \\
\text{[ypos (min)] [ypos (max)]} & \\
\text{[e (min)] [e (max)]} & \\
\text{[PA (min)] [PA (max)]} & \\
\text{[\(\alpha\) (min)] [\(\alpha\) (min)]} & \\
\end{align*}
\]

In the case of the source, seven parameters – intrinsic source flux, unlensed source position, source ellipticity and position angle, half light radius of the source, and source sersic index – are used to define a single source component and the structure of the source file is

\[
\text{[No. of source components]}
\]

\[
\begin{align*}
\text{[For each source component:]} & \\
\text{[flux (min)] [flux (max)]} & \\
\text{[xpos (min)] [xpos (max)]} & \\
\text{[ypos (min)] [ypos (max)]} & \\
\text{[e (min)] [e (max)]} & \\
\text{[PA (min)] [PA (max)]} & \\
\end{align*}
\]
For a given number of intervals, the code generates all possible lens-source configurations and generates parameter files which are then executed using *gravlens* to produce the simulated image. Once all the images are generated, the code then compares the generated images with the observed image and identifies the best fit model using a simple $\chi^2$ statistic. FITS images are manipulated using the functions provided by the CFITSIO library (Pence, 1999) and numerical integrations required in the code are performed using the GNU Scientific Library (GSL)$^1$. Though the code is very expensive in terms of memory usage$^2$ and computation time, the code results in a better lens model than what is produced by point images.

---

$^1$[https://www.gnu.org/software/gsl/](https://www.gnu.org/software/gsl/)

$^2$Memory usage can be reduced significantly by making minor modifications to the existing code.
Appendix F

Previous $H_0$ estimates
## Table F.1: Previous $H_0$ estimates using gravitationally lensed quasars.

<table>
<thead>
<tr>
<th>Quasar</th>
<th>$H_0$</th>
<th>Cosmology</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDSS J1650+4251</td>
<td>51.7$^{+4.0}_{-3.0}$</td>
<td>A 0.3 0.7</td>
<td>(a)I</td>
</tr>
<tr>
<td>WFI J2033-4723 (non-parametric)</td>
<td>67$^{+13}_{-10}$</td>
<td>– – –</td>
<td>(b)I</td>
</tr>
<tr>
<td>WFI J2033-4723 (SIS model)</td>
<td>63$^{+7}_{-3}$</td>
<td>– – –</td>
<td>(b)I</td>
</tr>
<tr>
<td>RXJ 1131-1231 + WMAP</td>
<td>80$^{+5.8}_{-5.7}$</td>
<td>D –</td>
<td>0.79 ± 0.03</td>
</tr>
<tr>
<td>RXJ 1131-1231 and B1608+656 + WMAP</td>
<td>75.2$^{+1.4}_{-1.2}$</td>
<td>D –</td>
<td>0.76$^{+0.02}_{-0.03}$</td>
</tr>
<tr>
<td>B0218+357</td>
<td>78 ± 6</td>
<td>A 0.3 0.7</td>
<td>(d)</td>
</tr>
<tr>
<td></td>
<td>70 ± 5</td>
<td>A 0.27 0.73</td>
<td>(e)</td>
</tr>
<tr>
<td></td>
<td>61 ± 7</td>
<td>A 0.27 0.73</td>
<td>(e)</td>
</tr>
<tr>
<td>FBQ0951+2635</td>
<td>60$^{+9}_{-7}$ ± 2</td>
<td>A 0.3 0.7</td>
<td>(f)</td>
</tr>
<tr>
<td>Q0957+561</td>
<td>77$^{+29}_{-24}$</td>
<td>– – –</td>
<td>(g)</td>
</tr>
<tr>
<td>PG 1115+080</td>
<td>59$^{+3}_{-3}$ ± 3</td>
<td>A 0.3 0.7</td>
<td>(h)</td>
</tr>
<tr>
<td>SDSS J1206+4332</td>
<td>73$^{+4}_{-3}$</td>
<td>A 0.3 0.7</td>
<td>(i)</td>
</tr>
<tr>
<td>SBS 1520+530</td>
<td>51 ± 9</td>
<td>A 0.3 0.7</td>
<td>(j)</td>
</tr>
<tr>
<td>B1600+434</td>
<td>52$^{+14}_{-5}$</td>
<td>A 0.3 0.7</td>
<td>(k)</td>
</tr>
<tr>
<td>B1608+656</td>
<td>75$^{+7}_{-6}$</td>
<td>A 0.3 0.7</td>
<td>(l)</td>
</tr>
<tr>
<td>HE 2149-2745</td>
<td>66 ± 8 ± 6</td>
<td>A 0.3 0.7</td>
<td>(m)</td>
</tr>
</tbody>
</table>

**References:**

a. Vuissoz et al. (2007); b. Vuissoz et al. (2008); c. Suyu et al. (2013); d. Wucknitz et al. (2004); e. York et al. (2005); f. Jakobsson et al. (2005); g. Bernstein and Fischer (1999); h. Treu and Koopmans (2002); i. Paraficz et al. (2009); j. Burud et al. (2002b); k. Burud et al. (2000); l. Koopmans et al. (2003); m. Burud et al. (2002a)

**Notes:**

I. Part of the COSMOGRAIL project.
II. ‘A’ and ‘D’ stand for assumed and derived cosmological parameters respectively.
Table F.2: Recent estimations of Hubble constant using different cosmological probes. All measurements are obtained assuming a flat $\Lambda$CDM cosmological model.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Description</th>
<th>$H_0$</th>
<th>$\Omega_m$</th>
<th>$\Omega_\Lambda$</th>
<th>Cosmology</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Hubble Key Science Project:</td>
<td></td>
<td></td>
<td></td>
<td>Model independent</td>
<td>(1)</td>
</tr>
<tr>
<td></td>
<td>– Type Ia SNe</td>
<td>$71 \pm 2 \pm 6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>– TF relation</td>
<td>$71 \pm 3 \pm 7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>– SB fluctuation</td>
<td>$70 \pm 5 \pm 6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>– Type II SNe</td>
<td>$72 \pm 9 \pm 7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>– Fundamental plane</td>
<td>$82 \pm 6 \pm 9$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>– Combined</td>
<td>$72 \pm 8$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>Wilkinson Microwave Anisotropy Probe (WMAP):</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td>– WMAP9 only</td>
<td>$70.0 \pm 2.2$</td>
<td>$D$</td>
<td>$0.279 \pm 0.025$</td>
<td>$0.721 \pm 0.025$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– WMAP9 + BAO</td>
<td>$68.65 \pm 0.93$</td>
<td>$D$</td>
<td>$0.295 \pm 0.011$</td>
<td>$0.705 \pm 0.011$</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>Planck satellite:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3)</td>
</tr>
<tr>
<td></td>
<td>– Planck only</td>
<td>$67.4 \pm 1.4$</td>
<td>$D$</td>
<td>$0.314 \pm 0.020$</td>
<td>$0.686 \pm 0.020$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– Planck + Lensing</td>
<td>$67.9 \pm 1.5$</td>
<td>$D$</td>
<td>$0.307 \pm 0.019$</td>
<td>$0.693 \pm 0.019$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– Planck + WP</td>
<td>$67.3 \pm 1.2$</td>
<td>$D$</td>
<td>$0.315^{+0.016}_{-0.018}$</td>
<td>$0.685^{+0.018}_{-0.016}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– Planck + WP + highL</td>
<td>$67.3 \pm 1.2$</td>
<td>$D$</td>
<td>–</td>
<td>$0.685^{+0.018}_{-0.016}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– Planck + lensing + WP + highL</td>
<td>$67.9 \pm 1.0$</td>
<td>$D$</td>
<td>–</td>
<td>$0.693 \pm 0.013$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>– Planck + WP + highL + BAO</td>
<td>$67.8 \pm 0.77$</td>
<td>$D$</td>
<td>–</td>
<td>$0.692 \pm 0.010$</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Megamaser Cosmology Project</td>
<td>$68.0 \pm 4.8$</td>
<td></td>
<td></td>
<td>Model independent</td>
<td>(4)</td>
</tr>
<tr>
<td>5.</td>
<td>Baryon Oscillation Spectroscopic Survey</td>
<td>$90.8 \pm 6.2^{+1}$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>(5)</td>
</tr>
<tr>
<td>6.</td>
<td>Cosmic Flows-2</td>
<td>$74.4 \pm 3.0$</td>
<td></td>
<td></td>
<td>Model independent</td>
<td>(6)</td>
</tr>
<tr>
<td>7.</td>
<td>Tip of the Red Giant Branch (TRGB) method</td>
<td>$68.4 \pm 2.6 \pm 3.7$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>(7)</td>
</tr>
<tr>
<td>8.</td>
<td>The Carnegie Hubble Program</td>
<td>$74.3 \pm 2.1$</td>
<td></td>
<td></td>
<td>Model independent</td>
<td>(8)</td>
</tr>
<tr>
<td>9.</td>
<td>The 6dF Galaxy Survey</td>
<td>$67 \pm 3.2$</td>
<td></td>
<td></td>
<td>Model independent</td>
<td>(9)</td>
</tr>
<tr>
<td>10.</td>
<td>WiggleZ Dark Energy Survey:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(10)</td>
</tr>
<tr>
<td></td>
<td>– $z = 0.44$</td>
<td>$82.6 \pm 7.8$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>– $z = 0.6$</td>
<td>$87.9 \pm 6.1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>– $z = 0.73$</td>
<td>$97.3 \pm 7.0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Notes: 1. Given value is for $z = 0.57$. II. ‘A’ and ‘D’ stand for assumed and derived cosmological parameters respectively.
Appendix G

Magnification map for a 2-point mass lens

The MATLAB code used to generate the magnification maps for a 2-point mass lens is presented in this appendix. The lens model and the cosmological model are defined in functions `modelParam` and `cosmoParam` respectively. The main code is written in the file `Code.m`. This MATLAB code can be extended to generate magnification maps for any canonical mass distribution with very little modification to the code in the file `Code.m`. See appendix H for the MATLAB code to generate the magnification maps for a double SIS lens.
% Name: Code.m
% Purpose:
% Code to simulate the magnification maps due to a 2-point mass lens
% Reference: Schneider & Weiss (1986)

clear all;

model = modelParam();
cosmo = cosmoParam();

% 2D Identity matrix
I_2D = [1 0; 0 1];

% Check for the validity of the input parameters
flag = checkModel();
if flag == 1
    disp('Incorrect model parameters. Execution terminated!!!');
else
    disp('Input parameters verified. Proceeding to build the model');
end

% Compute the required cosmological distances

disp('Computing the cosmological distances');

Observer-to-lens
D_d = getCoMovDist(model.z_lens)/(1+model.z_lens);

Observer-to-source
D_s = getCoMovDist(model.z_source)/(1+model.z_source);

lens-to-source
D_ds = (getCoMovDist(model.z_source) - getCoMovDist(model.z_lens))/(1+model.z_source);

% Critical surface mass density
critDensity = ((cosmo.c^2)/(4*pi*cosmo.G)) * (D_s/(D_ds * D_d));

% Create matrices for the Jacobian
A = zeros(2);
A1 = zeros(2);
A2 = zeros(2);

% Generate the grid
nSteps = abs(model.gridSize/model.stepSize);
mu = zeros(nSteps);

RA_Lens1 = model.RA_Lens1;
Dec_Lens1 = model.Dec_Lens1;
RA_Lens2 = model.RA_Lens2;
Dec_Lens2 = model.Dec_Lens2;

% Find the coordinate (x1Start, x2Start) of the top left cell in the grid
% The starting position is defined from the mid-point on the line joining the two point masses
RA_Center = RA_Lens1 - ((RA_Lens1 - RA_Lens2)/2);
Dec_Center = Dec_Lens1 - ((Dec_Lens1 - Dec_Lens2)/2);
x1Start = RA_Center + abs(model.gridSize/2);
x2Start = Dec_Center + abs(model.gridSize/2);

string = sprintf('%nLens 1 = (%f,%f)nLens2 = (%f,%f)nOrigin = (%f,%f)nStart point = (%f,%f)nNo. of steps = %d
', RA_Lens1, Dec_Lens1, RA_Lens2, Dec_Lens2, RA_Center, Dec_Center, x1Start, x2Start, nSteps);
disp(string);

disp('Generating the magnification map');

% Process the grid for lens 1
x2This = x2Start; % x2 coordinate of the current cell
for i=1:nSteps
  x1This = x1Start; % x1 coordinate of the current cell
  for j=1:nSteps
    % Compute surface mass density for this point (x1, x2)
    surfDensity = model.M_lens * Delta(x1This-RA_Lens1, x2This-Dec_Lens1);
    % Compute convergence for this point
    kappa = surfDensity / critDensity;
    % Find distance between this point and the lens
    x1 = RA_Lens1 - x1This;
    x2 = Dec_Lens1 - x2This;
    x = sqrt(x1^2 + x2^2);
    % Compute the first matrix in A
    norm1 = (1/(x^4));
    Mat1(1,1) = norm1*((x2^2) - (x1^2));
    Mat1(1,2) = norm1*(-2*x1*x2);
    Mat1(2,1) = Mat1(1,2);
    Mat1(2,2) = norm1*((x1^2) - (x2^2));
    % Compute the second matrix in A
    norm2 = (2*x*kappa) / (x^3);
    Mat2(1,1) = norm2 * (x1^2);
    Mat2(1,2) = norm2 * x1 * x2;
    Mat2(2,1) = Mat2(1,2);
    Mat2(2,2) = norm2 * (x2^2);
  A1 = I_2D−Mat1−Mat2;
  % Clear the required variables in order to compute A of the second lens
  clear surfDensity kappa x1 x2 x norm1 Mat1 norm2 Mat2;
  % Start computing the Jacobian matrix for Lens 2
  % Compute surface mass density for this point (x1, x2)
  surfDensity = model.M_lens * Delta(x1This-RA_Lens2, x2This-Dec_Lens2);
% Compute convergence for this point
kappa = surfDensity / critDensity;

% Find distance between this point and the lens
x1 = RA_Lens2 - x1This;
x2 = Dec_Lens2 - x2This;
x = sqrt(x1^2 + x2^2);

% Compute the first matrix in A
norm1 = (1/(x^4));
Mat1(1,1) = norm1*((x2^2) - (x1^2));
Mat1(1,2) = norm1*(-2*x1*x2);
Mat1(2,1) = Mat1(1,2);
Mat1(2,2) = norm1*((x1^2) - (x2^2));

% Compute the second matrix in A
norm2 = (2*x*kappa) / (x^3);
Mat2(1,1) = norm2 * (x1^2);
Mat2(1,2) = norm2 * x1 * x2;
Mat2(2,1) = Mat2(1,2);
Mat2(2,2) = norm2 * (x2^2);

% Jacobian Matrix for Lens 2
A2 = I_2D-Mat1-Mat2;

% Add both the Jacobian matrices
A = A1 + A2;

% Compute mu for this point
mu(i,j) = abs(1 / ((A(1,1)*A(2,2)) - (A(2,1)*A(1,2))));

% Decrement x1This per j loop as RA decreases towards the right
x1This = x1This - model.stepSize;

% Decrement x2This per i loop as Dec decreases downwards
x2This = x2This - model.stepSize;

% Plot the magnification matrix
pcolor(mu);
shading('interp');
colorbar;
caxis([-2 2])
end
% Input parameters for the lens model
% 
% function y = modelParam()
% 
% Redshift of the lens
z_lens = 0.46;
% Redshift of the source
z_source = 2.15;
% Mass of the lens [solar mass]
M_lens = 1.25E9;
M_lens = M_lens * 1.99E30;
% Specify the size of the grid [arcsec]
gridSize = 4;
% Step size [arcsec] - Angular separation between neighbouring grid cells
stepSize = 0.005;
% RA and dec of Lens 1 [arcsec]
RA_Lens1 = 2.0; % 2.05
Dec_Lens1 = 0;
% RA and dec of Lens 2 [arcsec]
RA_Lens2 = 0;
Dec_Lens2 = 0;
% DO NOT MODIFY BELOW THIS LINE %%%
y = struct('z_lens',z_lens,'z_source',z_source,'M_lens',M_lens,'gridSize',gridSize,'stepSize',stepSize,'RA_Lens1',RA_Lens1,'Dec_Lens1',Dec_Lens1,'RA_Lens2',RA_Lens2,'Dec_Lens2',Dec_Lens2);
function y = cosmoParam()
    % Energy density of dark energy
    Om_lambda = 0.728;

    % Energy density of baryonic and non-baryonic matter
    Om_m = 0.272;

    % Energy density due to spatial curvature
    Om_k = 0;

    % Hubble constant [km/s/Mpc]
    H_0 = 70.2;
    H_0 = H_0/(3.08E19);

    % Velocity of light [m/s]
    c = 299792458;

    % Gravitational constant
    G = 6.673E−11;

    y = struct('Om_lambda',Om_lambda,'Om_m',Om_m,'Om_k',Om_k,'H_0',H_0,'c',c,'G',G);
% Compute the LoS co-moving distance to the specified redshift

function y = getCoMovDist(z)
    cosmo = cosmoParam();
    X = 0:z/50:z;
    fun = 1./sqrt(((cosmo.Om_m.*((1+X).^3))) + cosmo.Om_lambda + (cosmo.Om_k.*((1+X).^2)));
    Integ = trapz(X,fun);
    y = (cosmo.c/cosmo.H_0)*Integ;
end

% Convert [y] from [m] to [Mpc]
y = y/(3.09E22);

% Dirac Delta function

function y = Delta(A,B)
    if ((A == 0) & (B == 0))
        y = 1;
    else
        y = 0;
    end
end

% Code to check the validity of the lens model parameters defined in modelParam.m

function y = checkModel()
    model = modelParam();
    if model.z_lens>=model.z_source
        y = 1;
    elseif model.M_lens < 0
        y = 1;
    else
        y = 0;
    end
end
Appendix H

Magnification map for a double SIS lens

The MATLAB code used to generate the magnification maps for a double SIS lens is presented in this appendix. The lens model and the cosmological model are defined in functions \texttt{modelParam} and \texttt{cosmoParam} respectively. The main code is written in the file \texttt{Code.m}. This MATLAB code can be extended to generate magnification maps for any canonical mass distribution with very little modification to the code in the file \texttt{Code.m}. Note that in the current version of the code, both SIS lenses are assumed to be at the same redshift.
% Code to generate magnification maps for a 2-SIS lens
% Based on Shin & Evans (2008)

clear all;

model = modelParam();

% Scale all distances by 1 Kpc
scale = 1; % [Kpc]

% Check for the validity of the input parameters
flag = checkModel();

if flag == 1
    disp('Incorrect model parameters. Execution terminated!!');
else
    disp('Input parameters verified. Proceeding to build the model');
end

% Compute the required cosmological distances

% Computing the cosmological distances
D_d = getCoMovDist(model.z_lens)/(1+model.z_lens);

D_s = getCoMovDist(model.z_source)/(1+model.z_source);

D_ds = (getCoMovDist(model.z_source) - getCoMovDist(model.z_lens))/(1+model.z_source);

% Compute the Einstein radii for both the spheres - Both spheres are at the same redshift
E_1 = 4 * pi * ((model.velDisp_1/cosmo.c)^2) * ((D_d*D_ds)/D_s);
E_2 = 4 * pi * ((model.velDisp_2/cosmo.c)^2) * ((D_d*D_ds)/D_s);

% Write Einstein radii in dimensionless units by scaling with 1 Kpc
E_1 = (E_1 * 1000)/scale;
E_2 = (E_2 * 1000)/scale;

% Convert the specified grid size to scaled units
scaledGridSize = (model.gridSize/206264.81) * D_d * 1E3;

% Convert the step size to scaled units
scaledStepSize = (model.stepSize/206264.81) * D_d * 1E3;

% Convert the core radii to dimensionless units
R_core_1 = model.R_core_1 / 1000;
R_core_2 = model.R_core_2 / 1000;
% Find the coordinate of the top left cell in the grid
xStart = -scaledGridSize/2;
yStart = scaledGridSize/2;

% No. of steps
nSteps = abs(scaledGridSize/scaledStepSize);

mu = zeros(nSteps);

y = yStart;
for i = 1:nSteps
    x = xStart;
    for j = 1:nSteps
        % Compute r1 and r2 as defined in Shin & Evans (2008)
        r1_squared = (model.a + x)^2 + y^2;
        r2_squared = (model.a - x)^2 + y^2;

        % Shear at each point
        gamma_1 = ((E_1/2)*((y^2)-(model.a+x)^2)/power((R_core_1^2 + r1_squared),3/2)) + ((E_2/2)*((y^2)-(model.a-x)^2)/power((R_core_2^2 + r2_squared),3/2));
        gamma_2 = (E_2 * y * (model.a - x))/power((R_core_2^2 + r2_squared),3/2) - (E_1 * y * (model.a + x))/power((R_core_1^2 + r1_squared),3/2);
        gamma = sqrt(gamma_1^2 + gamma_2^2);

        % Compute kappa at each point
        kappa = ((E_1/2) * (2*(R_core_1^2)+r1_squared)/power(R_core_1^2 + r1_squared,3/2)) + ((E_2/2) * (2*(R_core_2^2)+r2_squared)/power(R_core_2^2 + r2_squared,3/2));

        % Determinant of the magnification matrix
        detA = (1-kappa)^2 - gamma^2;
        %mu(i,j) = abs(1/detA);
        mu(i,j) = 1/detA;

        % Decrement x per loop
        x = x + scaledStepSize;
    end
    % Decrement y per loop
    y = y - scaledStepSize;
end

% Plot the magnification matrix
pcolor(mu);
shading('interp');
colormap('jet');
colorbar;
title('Magnification map');
caxis([-64 64]);
end
function y = modelParam()

% Input parameters for the lens model

% Redshift of the lens
z_lens = 0.46;

% Redshift of the source
z_source = 2.15;

% Specify the size of the grid [arcsec]
gridSize = 8;

% Step size [arcsec] - Angular separation in arcsec between two neighboring grid cells
stepSize = 0.01;

% Core radius for both the sphere [pc]
R_core_1 = 100;
R_core_2 = 100;

% Rotational velocities of stars in both the galaxies [km/s]
velDisp_1 = 200;
velDisp_2 = 200;
    velDisp_1 = velDisp_1 * 1000; % [m/s]
    velDisp_2 = velDisp_2 * 1000; % [m/s]

% Separation between the two spheres - use same units as in Shin & Evans (2008)
a = 4;

%% DO NOT EDIT BELOW THIS LINE %%
    y = struct('z_lens',z_lens, 'z_source',z_source, 'gridSize',gridSize, 'stepSize',stepSize, 'R_core_1',R_core_1, 'R_core_2',R_core_2, 'velDisp_1',velDisp_1, 'velDisp_2',velDisp_2, 'a',a);
function y = cosmoParam()
    % Energy density of dark energy
    Om_lambda = 0.728;
    % Energy density of baryonic and non-baryonic matter
    Om_m = 0.272;
    % Energy density due to spatial curvature
    Om_k = 0;
    % Hubble constant [km/s/Mpc]
    H_0 = 70.2;  
    H_0 = H_0/(3.08E19);
    % Velocity of light [m/s]
    c = 299792458;
    % Gravitational constant
    G = 6.673E−11;
    y = struct('Om_lambda',Om_lambda,'Om_m',Om_m,'Om_k',Om_k,'H_0',H_0,'c',c,'G',G);
function y = getCoMovDist(z)
    cosmo = cosmoParam();

    X = 0:z/50:z;
    fun = 1./sqrt(((cosmo.Om_m.*((1+X).^3))) + cosmo.Om_lambda + (cosmo.Om_k.*((1+X).^2)));
    Integ = trapz(X,fun);
    y = (cosmo.c/cosmo.H_0)*Integ;

    % Convert [y] from meter to Mpc
    y = y/(3.09E22);
end

function y = Delta(A,B)
    if ((A == 0) & (B == 0))
        y = 1;
    else
        y = 0;
    end
end

function y = checkModel()
    model = modelParam();

    if model.z_lens>=model.z_source
        y = 1;
    elseif (model.velDisp_1 < 0 | model.velDisp_2 < 0)
        y = 1;
    else
        y = 0;
    end
end