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Retrieval of ocean surfacewindsand currentsusing satellite
synthetic apertureradar and infrared radiometry

GISELA KARINA CARVAJAL
Department of Earth and Space Sciences
Chalmers University of Technology

Abstract

This thesis focuses on the development, analysis and ewmalued methods for the retrieval of
ocean surface winds with synthetic aperture radar (SAR}arfdce currents with infrared (IR)
radiometer sensors.

The SAR wind speed retrievals are based on geophysical nimdeions using wind di-
rections obtained with two approaches. The first approatdrmiénes wind directions from the
spatial detection of image features. This method detecédl-smmale variations in the wind di-
rections. This work includes a validation against in-siiedand an assessment of the retrievals
at different resolutions with respect to wind data from attetameter sensor and a weather
prediction model (WPM). The assessment results show teadl¢bection of small-scale wind
features is improved by using the wind direction retriefas the SAR data. In polar regions,
however, the approach is limited by the stability of the maratmospheric boundary layer,
which results in a lack of features for the wind directiorrietal. Thus, the second approach
uses wind directions from a WPM to produce wind maps of the Adsen Sea in Antarctica.
Time series of wind maps from both SAR and WPM data were catedl with components
of the deep water velocities measured by an acoustic Dogpleent profiler at 725 and
116.3W during 2010 and 2011. This evaluation showed that the SARIwlata have cor-
relations up toRs4r = 0.71, with larger statistical significance than wind datarfra WPM
(Rwpa = 0.41). Thus, SAR surface winds can be highly correlated vatiations in the warm
deep water currents, which in previous studies has beenrstwole related to the basal melting
of the ice shelves in the Amundsen Sea.

A method for surface current retrieval with IR sensors wagetiged from the maximum
cross correlation (MCC) technique, which correlates twanh@ges of the same region acquired
at different times and assumes that the current field is pediby the horizontal advection of
surface temperatures measured by the IR sensors. The nvedisaa/aluated in cloud free days
and was qualitatively compared with surface current datafa WPM. The results show that
the MCC retrievals are largely in agreement with the modeladents for 3 h of time delay
between the IR images. However, for longer time delays (60td)l the agreement of the
current fields depreciates.

In summary, this work resulted in the development and quakisessment of algorithms



for the retrieval of ocean surface winds and currents frotellda data with possible uses in
meteorological and oceanographic applications.

Keywords: surface winds, wind direction, synthetic-aperture radarface currents, infrared
radiometry, maximum cross correlation.



List of appended papers

This thesis is based of the work described in the followinggs:

Carvajal, G.K., Eriksson, L.E.B., and Ulander, L.M.H., ‘tReval and quality assessment
of wind velocity vectors on the ocean with C-band SAR”, at¢edor publication iIHEEE
Transactions on Geoscience and Remote Sensing

. Wahlin, A., Kalén, O., Arnborg, L., Bjork, G., Carvajdg.K., Ha, H., Kim, T., Lee, S.,

Lee, J., and Stranne, C., “Variability of warm deep wateowfln a submarine trough on
the Amundsen Sea shelf”, accepted for publicatiodaarnal of Physical Oceanography

Carvajal, G.K., Wahlin, A., Eriksson, L.E.B., and UlandeimM.H, “Correlation between
synthetic aperture radar surface winds and deep water itielocthe Amundsen Sea,
Antarctica”,Remote Sensingol. 5 no. 8, pp. 4088-4106, 2013.

Carvajal, G.K., Eriksson, L.E.B., Ulander, L.M.H. and Be#Ay, “Comparison between
current fields detected with infrared radiometry and madielerrents around Sweden”,
accepted for publication iProc. IEEE International Geoscience and Remote Sensing
Symposium (IGARSSYlelbourne, Australia, July 21-26, 2013.






Other publications (not appended)

Besides the appended papers, the author has contributbd following publications. They
are listed for completeness but have not been appendedtbegeepresent an early stage of
the research presented in this thesis, consist of partallylapping material, or are research
papers done previous to the Doctoral studies.

1.

Johansson, A. M, Eriksson, L.E.B., Hasselldv, I., Landgui., Berg, A., and Carvajal,
G., “Remote sensing for risk analysis of oil spills in the #.i¢cOcean”, accepted for
publication inProc. ESA Living Planet Symposiuidinburgh, UK, September 9-13,
2013.

. Carvajal, G., “Retrieval of wind velocity vectors over theean surface with spaceborne

synthetic aperture radar: Implementation and qualitysssent”, Technical report No.
6, Department of Earth and Space Sciences, Chalmers UityveiJechnology, March,
2011.

. Carvajal, G., Eriksson, L.E.B., and Ulander, L.M.H., “Retal and assessment of sub-

mesoscale wind velocity vectors with synthetic apertudarg in Proc. International
Geoscience and Remote Sensing Symposium (IGAR88puver, Canada, July 24-29,
pp. 2041-2044, 2011.

. Carvajal, G., Eriksson, L.E.B., Kononov, A., and Dokken,"Operational retrieval of sea

surface dynamics from SAR data for safety and securityRioc. Third International
Workshop SeaSAR5-29 January 2010, Frascati, Italy, ESA SP-679, 2010.

. Carvajal, G. K., Duque, D. J., and Zozaya, A. J., “RCS esimomatf 3D metallic targets

using the moment method and Rao-Wilton-Glisson basis fonst, Applied Computa-
tional Electromagnetics Society Journabl. 24 no. 5, pp. 487-492, 2009.

. Carvajal, G., Penna, B., and Magli, E., “Unified lossy andrressless hyperspectral

image compression based on JPEG 200PEE Geoscience and Remote Sensing Letters
vol. 5 no. 4, pp. 593-597, 2008.

Vii






Contents

Abstract

List of appended papers

Other publications

Contents

1 Introduction

2 Sensorsused in satellite oceanography

2.1 ACHVESENSOIS . . . . . . o e e e
2.1.1 Syntheticapertureradar . . . . . . .. ... ... L.
2.1.2 Scatterometer. . . . . . . . ... e e
2.1.3 Otheractivesensors . . . . . . . . . . .. . i

2.2 PasSIVESENSOIS . . . . . . . v v i e e e e
2.2.1 Infrared Radiometer. . . . . . . . .. ... .. .. ... ... ...
2.2.2 Otherpassivesensars . . . . . . . . . . . v ..

3 Surfacewind retrieval from synthetic apertureradar

3.1 Backscatter properties of the oceansurface . . . . .. ... ... ... ..

3.2 Wind speed from geophysical model functions. . . . . . ... ... ....

3.3 Wind direction from SAR image streaks. . . . . . . ... ... ... .. ..

3.4 Computation of surfacewinds . . . . . .. ... ... ... .. ...

3.5 Referencedata. . . . . . . . . . ...
3.5.1 In-SItUSENSOrS. . . . . . . . . .
3.5.2 ASCAT scatterometer. . . . . . . . . . ..o
3.5.3 Weather predictionmodels. . . . .. ... ... .. .........

iX



4 An application of surface windsfor oceanography in Antarctica

4.1 Review of key concepts on ocean circulation. . . . . .. .. ... .. ...
4.1.1 Ekmantransport. . . . . . . ... e
4.1.2 Barotropic and baroclinic conditions . . . . . ... ... ... ...
4.1.3 Upwellinganddownwelling . . . . ... .. ... ... .......

4.2 Factors affecting the deep currents circulation . . . . . . . ... ... ...
4.2.1 Temperatureandsalinity. . . . .. ... ... ... .........
4.2.2 Upslope benthic Ekman transport. . . . . . .. ... ... ... ..
4.2.3 Surfacewind. . . . .. ...

4.3 Correlation between surface winds and deep currents. . . . . . .. .. ..
431 Data . . . . . . .
432 Method. . . . . . . .

44 Results . . . . . .

5 Surfacecurrent retrieval from infrared radiometry
5.1 Brightness temperature of the ocean surface. . . . . . ... .. ... ...
5.2 Maximum cross correlationmethod . . . . . . ... ... ...
53 Data. . . . . . . e e
53.1 AVHRR. . . . . .. e
532 HIROM-B . . . . . . . . . .
54 MCCevaluation . . . . . . . . . . . . . . e

6 Conclusions and outlook
Acknowledgements

Bibliography

33
34
34
35
36
37
37
38
39
39
39
40
41

43
44
45
a7
47
47
a7

49

o1

53



Chapter

Introduction

Oceans and climate are inextricably linked as oceans plap@aimental role in mitigating cli-
mate change by serving as a major heat and carbon 8. [ Human activities related to
oceans include maritime transport, which accounts for 9®%ternational trade with more
than 100,000 commercial ships worldwide; energy develayifeeg. conversion of tidal, wave,
thermal and wind energy); exploration and extraction ofgals, gravel, sand and mineral min-
ing from the coast to deep water; fishing and aquaculturegambsal of waste from land (e.qg.
sewage, non-point sources, carbon dioxide sink). Theseatas require a regular monitor-
ing of the oceans in order to observe and predict ocean aatidn, sea level increase, and
changes in water temperature and currents, all of whichrnm iimpact the health of marine
species, ecosystems, and coastal communities throudiewtarid [3-6].

The large scale three dimensional ocean circulation antbth@ation of water masses cre-
ate pathways for the transport of heat, freshwater and lgsgg@ases such as carbon dioxide
from the surface ocean into a density stratified deeper d@&aifio gain increased knowledge
about this complex system, monitoring of numerous varaideequired. According to the
Ocean Observations Panel for Climate (OOPC) oceanic ohtseng are currently feasible in
the following essential climate variables (ECV):[ 1) Surface atmosphere: air temperature,
precipitation, evaporation, sea level pressure, surfadation budget, surface winds (speed
and direction), surface wind stress, water vapor; 2) Ocadace: sea surface temperature, sea
surface salinity, sea level, sea state, sea ice, oceamgtuoezan color, carbon dioxide partial
pressure; 3) Ocean subsurface: temperature, salinitgnocerrent, nutrients, carbon, ocean
tracers, phytoplankton.

This thesis contributes to the applicability of remote sggsdata for the study of the ocean.
For this, it focuses on two of the mentioned ECV: surface wiadd ocean currents.

Wind is moving air. As air molecules are dragged across thesgadace, they collide with
water molecules creating a pressure gradient. The enexggfar by frictional drag, if pro-
longed, raises waves and generates currents. Surfacemdoagentum exchanges, fluxes of
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Chapter 1. Introduction

sensible heat and moisture also depend on the wind speed, eusurface wind field is a
sensitive measure of the state of the global coupled clisygeem and is valuable for climate
change and climate model evaluatigh [

Ocean currents are the central core of dynamical oceanmgréps the overall movement
of the ocean which transports heat poleward from the lowldés and contributes to the control
of Earth’s climate and which tends to exert a stabilizinguefice upon long term climatic
fluctuations of the atmosphere. Besides the wind, at glaadésthe circulation is also governed
by the distribution of water masses with different tempamat&nd salinity, the Coriolis effect,
and tides caused by the gravitational pull of the Moon andSbte. Also, depth contours,
shoreline configurations and interaction with other culsenfluence a current’s direction and
strength.

The use of Earth orbiting satellites as platforms for ocaawwmg sensors offers the oppor-
tunity to achieve wide synoptic coverage at fine spatialitetal a repeated regular sampling
to produce time series of dat&{10]. Because of this, the methods developed in this thesis use
data acquired by satellite-borne sensors.

For surface winds, an algorithm to retrieve wind directiod apeed from satellite synthetic-
aperture radar (SAR) data has been developed, evaluateatidrnessed in terms of quality and
limitations. SAR data have been used since it allows to detex wind information at higher
resolution than most of the commonly used sensors for susacd. Furthermore, wind data
have been used to study deep water ECV. For surface cureentdgorithm for the retrieval
of current fields with satellite infrared (IR) radiometrytddnas been implemented and a first
comparison has been conducted with data from a weather model

The main objectives of this thesis include: 1) the studyettgyment and implementation of
methods for retrieval of surface winds with SAR and surfageents from IR; 2) the evaluation
and assessment of those methods with respect to other dateesp3) the evaluation of the
relationship of surface winds with deep water ECV.

The main work of this thesis is included in the following pepe

Paper A “Retrieval and quality assessment of wind velocity vectorshe ocean with C-band
SAR”, presents the implementation of a wind retrieval allfpon for C-band SAR, com-
pares its performance at 5 km resolution with respect tatinrseasurements, and at 5,
10 and 20 km resolution with wind data from a scatterometeranumerical weather
model. A significant contribution of this work is to assessdifference between the SAR
wind retrievals and other wind sources at different resohst.

Paper B “Variability of warm deep water inflow in a submarine trough the Amundsen Sea
shelf”, presents a study of the deep water inflow in the Amand3ea basin during 2010
and 2011. The research was based on using measurementsrfrAooastic Doppler
Current Profiler (ADCP) located in the Amundsen Sea. Data fieep water velocities,
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temperature and salinity were correlated with surface wiindm a weather prediction

model to investigate the wind as the forcing variable of ttespnce of warm deep waters
melting the ice shelves from below. This work identifies arelation between one of the

components of the deep current velocity and the surface.wind

Paper C “Correlation between synthetic aperture radar surfacelsvand deep water velocity
in the Amundsen Sea, Antarctica”, presents an extendegsasalf the correlation be-
tween the deep water velocities registered by the ADCP o¢PR@and SAR wind speed
retrievals during the months with minimum ice coverage.retgrence, correlations were
also computed with modeled wind data. The comparison itekscan improvement in the
significance of the correlations of SAR data with respechtsé derived purely from the
model.

Paper D “Comparison between current fields detected with infrasiametry and modeled
currents around Sweden”, presents the results from theemmgahtation of an algorithm
for the retrieval of surface currents from IR data and a campa with estimates from a
weather prediction model.
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Chapter 2

Sensors used In satellite oceanography

The satellite sensors used to measure oceanic parametetse adassified according to the
nature of the received signal, the measurement method hairdtequency of operation. The
broadest classification into active and passive sensorgspmnds to the nature of the received
signal which can either be backscattered or emitted froro¢lean surface. This chapter consist
of a brief review of the main sensors used in satellite ocgeaphy, with focus on the sensors
used in this thesis.

2.1 Activesensors

The active sensor most broadly used in Satellite Oceanbgrigpadar. The term radar stands
for RAdio Detection And RangingA radar is basically an electromagnetic system for the de-
tection and location of reflecting objectk]].

The basic interaction between radar sensors and targettehgedescribed by the radar
equation 11]:

PG, 11
= o — .
ATRI N~ 4T R? L ~~

—— ) = ()
0} @iy W

P, (2.1)

where P, and P, [W] represent the transmitted and the received po@eirdimensionless] is
the gain of the transmitting antenn@, and 2, [m] are the distances from the transmitting and
receiving antennas to the target[m?] is the target’s radar cross sectiah,[dimensionless]
stands for the propagation losses in the atmosphere Aarjth?] is the effective area of the
receiving antenna.

The factor (i) in eq. 2.1 represents the power density [WWhthat the radar transmitter
produces at a target. This power density is scattered byatigettwith radar cross section,
which has units of area [th The factor (iii) represents the isotropic spreading &f scattered
power from the target back to the radar receiving antennais The product (iii) -(iii) - (iv)
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Chapter 2. Sensors used in satellite oceanography

represents the reflected power density at the radar red¥iVar?]. The receiver antenna then
collects this power density with effective arda[m?], yielding the power received by the radar
[WI.

The radar cross section is an effective scattering arealwdan be either larger or smaller
than the geometrical cross section of a target. The exceithe large (radius-wavelength)
metallic sphere which has a radar cross section equal tedsgtrical cross section. However,
the radar cross section is a useful concept because it ispenycof the target alone which
may be measured or calculated. Thusallows the performance of a radar system with a
given target to be analysed independent of the radar pagasnelhis property is, in general,
a strong function of the orientation of the radar and target,for the bi-static case (radar
transmitter and receiver not co-located), a function ofttaasmitter-target and receiver-target
orientations. A target's depends on its size, the reflectivity of its surface, theativey of the
radar reflection caused by the target’s geometric shapeth@nfilequency and polarization of
the electromagnetic signal used for its detectibh LL2].

The polarization of an electromagnetic signal is definedHy drientation of its electric
field. For linear polarization, a vertical (V) or a horizohtdl) polarization implies an electric
field aligned in the vertical of horizontal planes. Thus,csithe emitted signal can change
polarization state after interacting with the target, tlaeKkscattered signal is referred to as
having a HH, HV, VH or VV polarization, reflecting the trandted and received states.

Radar sensors can be used to measure the backscatter fre@ath@face. This is quantified
in terms ofoy, the normalised radar cross section of the groundl 8s [

o = E{Ai} (2.2)

where, for an illuminated portion of the ocean surfaf@?] represents it's radar cross section,
E{ } represents the ensemble averadgm?] is it's area, and, is dimensionless, but often
expressed in decibels.

2.1.1 Synthetic apertureradar

A SAR is a sensor capable of producing high resolution imaf#s Earth surface nearly inde-
pendent of the weather conditions. The independence oheeabnditions applies when using
electromagnetic signals between 1 and 10 GHz, which aresilomaffected by absorption in
the atmosphere.

The cross track resolutioir of SAR sensors is achieved by a modulated pulse with band-
width B (generally achieved with a technique called pulse commessasir = ;5 (see Fig.
2.1), with ¢ = 3 x 10® m/s being the speed of light?]. This resolution projects into a ground

range resolutiody = 5% - 55, With 6; being the incidence angle in an horizontal ground
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2.1. Active sensors

Figure 2.1: Viewing geometry of a SAR sensor. Horizontal ground geometry is assumed for simplicity.

geometry.

For the azimuth (along track) resolution SAR uses a priecgalled aperture synthesis
to construct an effective antenna dimension in the diracibmotion much larger than its
physical dimension, hence its name. It accomplishes thisamgmitting a sequence of highly
repeatable, stable signals and coherently adding up thteezh returns over an integration
time¢; (typically on the order of a second for satellite SAR). Dgrthis coherent integration
process, the platform moves a distari¢e= v - ¢;, which is the synthetic aperture length. The
effective beam width is approximately the reciprocal of siyathetic aperture length in terms
of half wavelengths, i.e2D’/ ), and hence results in a significantly improved resolutiothe
along track direction]2-14].

The construction of a SAR image requires a coordinate syfterie acquisitions in the
range and azimuth directions. In the range direction theljpiasitions are assigned proportional
to the time delay to the ground point in question. The otherdimate is assigned according to
the Doppler shift of the received signal, which is due to a bwration of the platform velocity
and, in the case of an orbiting satellite, the appropriatepgmment of the Earth’s surface rota-
tional velocity. Thus, théz, y) coordinates in the SAR image are established by locations of
constant time delay and constant Doppler shift, a non-gahal coordinate system. It can be

IFor the satellite case the look direction in which the raadeana is pointing is not the same as the incidence
angle at the ground due to the curved Earth.
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shown that the Iso-Doppler contours are defined by

T2 9 fpo ? y\?
) () -] - @3
whered fpg is the Doppler shift in frequency in the direction of the fdat motion, and’ [ is

the Doppler shift elsewhere.
The transmitted frequencyj, is Doppler shifted by the platform’s motion at velocityy

_ 2fw x
¢ a?+y*+ H?

The maximum Doppler frequency comes from the direction efghbsitivex axis; the fre-
guency shifts are positive in the approaching directiogatige in the receding, and zero along
the direction orthogonal to the flight path. This impliestthay relative motion between trans-
mitter and target will induce a Doppler shift, which for SARages will cause positional off-
sets, e.g. moving trains off tracks and moving ships awaw fiteeir wakes. This phenomenon
Is important for understanding SAR images of the moving nceapecially rapid propagating
surface waves. A point target moving with a radial velocitynponenty,., will be displaced
from its true position by an amoudtx in the azimuth coordinate given by

dfp (2.4)

Ax = ZVT (2.5)
1%

Satellite SAR systems in L-band (1 GHz), C-band (5 GHz) artshXe (10 GHz), have been
and are currently used to investigate the ocean, reveadfogmation about surface winds, sur-
face currents, surface and internal waves, bathymetrtares, oil spill and other parameters.
These include: the L-band SAR on the early Seasat, the Jegp&tath Resources Satellite 1
(JERS-1) and more recently the Phased Array type L-band $2R) sensor on the Advanced
Land Observing Satellite (ALOS); the wide selection of GubeéSAR sensors on the Euro-
pean remote sensing satellites (ERS) ERS-1 and ERS-2, f2é¢daand Radarsat-2, the Radar
Imaging Satellite 1 (RISAT-1) and the Advanced SAR (ASAR)s® on the Environmental
Satellite (Envisat). Data from ASAR has been used for thedwatrieval evaluation in Pa-
pers A, B, and C; X-band sensors on Terrasar-X, its add-oBigital Elevation Measurement
(TanDEM-X), the COnstellation of small Satellites for theetiiterranean basin Observation
(COSMO-Skymed), and the Korea Multi-Purpose Satellit&GNPSat-5).

Surface wind speed and wind direction have been relatectoabkscatter of the ocean sur-
face, and independently, streak features on SAR imagesiesrerelated to the wind direction.
These phenomena are presented in Chaptemere the physical background of the relation-
ships between SAR measurements and surface winds is dascRbrthermore, it is described
how these relationships are used in Papers A, B and C for theagement and implementation
of algorithms for surface wind retrieval using C-band SARadd@he Doppler velocity variation
of egs. @.3) and @.4) is used in the literature to detect information about si&faurrents.

8



2.1. Active sensors

For this, mainly two different techniques have been dewdophe along-track interferometry
(ATI), which requires two SAR antennaty, 16|, and the Doppler centroid anomaly analysis,
which requires one SAR antenn&/[ 18]. However, so far both techniques are restricted to
the retrieval of only one component of the current field. SARace wave parameters include
wave spectrall9, 20|, significant wave heigRf mean wave period and wave pow@{24].
Internal waves, produced in stratified waters, have beatiestun [25, 26]. Bathymetry, re-
flected by long swell wave refraction governed by underwsterctures in shallow areas has
been observed ir2[7, 28]. Techniques for detection of the oil spill damping of cégoy waves
have been proposed i29-31].

2.1.2 Scatterometer

A scatterometer is an oblique viewing radar pointed towHrdsea from an aircraft or a satellite
at incidence angles normally betwe2t and70°. The receiver simply measures the backscat-
tered power from the field of view (FOV) of the antenna beanrdeoto determine,. There is
no attempt to preserve the phase information after dembdgléne microwave signal. There-
fore scatterometers do not resolve variationsoin range and azimuth in a detailed way and
cannot generate high resolution imag8p [At the most basic level, as a device to measure
backscatter, there is essentially little difference beva scatterometer deployed on a satellite,
on an aircraft, or from a static point above the ground.

The primary function that dictates the form of a scatter@nistthe requirement to measure
oo across a grid of relatively coarse cells (typically 25-50resolution for satellites). Over such
wide area, the backscatter is averaged over a large numbeteggendent scattering elements,
and so an ensemble average measure of roughness is achieztdcted by speckle.

Scatterometers are mainly designed to measure wind spekdiction over the ocean
surface. Thus, for this purpose they are designed to viewahee ground patches from several
directions. Figure.2 shows two different configurations for satellite scatteetens. For the
configuration in Fig2.2(a) used currently by the Advanced SCATterometer (ASCAT) 8ex)s
ASCAT-A (used for comparison in Paper A) and ASCAT-B, opiaigaat C-band and on-board
the MetOp-A/B satellites, two different swaths are obsérig three different antennas with
different squint angles with respect to the satellite pathus for each resolution cell there are
three different observations. In Fi@.2(b)the antennas have a rotating platform from where
there can be up to 4 viewing of the same resolution cell. Thissed by the current Oceansat,
operating at Ku-band (13.5 GHz). In both cases a measurarhepnis done with:

e A particular microwave frequency,. A scatterometer that measures at a range of fre-
guencies is called a spectrometer, but so far they have eatibglemented in satellites.

2Thesignificant wave height, /3, represents the average height of the highest one-thirtiwéees occurring
in a particular time period [21].
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Figure 2.2: Geometries for scatterometer sensors.

e A polarization state for transmitting and receiving. Thetioment may measure one or
all: HH, VV, HV or VH.

e A known incidence anglef, which may or may not vary between the measurements
depending on the instrument design.

e Two or more different azimuth orientations, defined as the direction of the projection
onto the earth surface of boresight of the radar beam, me@dsarelation to the geo-
graphical north. This is crucial for retrieving the windelition information.
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2.1. Active sensors

The resolution changes according to the geometry of theuim&nt. For fan beams as in
Fig. 2.2(a)the azimuth resolution is given by the beamwidth of the amtemwhile the Doppler
shift is achieved to discriminate between ranges. For ebfieams as in Fig2.2(b)the spot
beam is used to achieve both azimuth and range resolutiobotincases the viewing of the
same cell is separated by a time lag (of few minutes) in whietwtind is assumed to not change
its characteristics.

2.1.3 Other active sensors

Other sensors used to measure ocean parameters includeltadaters and lidar sensors.

A radar altimeter is a vertically viewing, narrow pulse, piédlbeam device that can be
used to make a variety of geophysical measurements (seeeR2g@ Since satellite orbits are
determined with submetric accuracies, altimeter measeméitan be used to determine several
oceanic and geodetic quantities as the sea surface topggeapface elevation and geostrophic
currents. The slope of the ocean surface with respect todbe @long the nadir path can be
considered as a measure of the component of the surfacentatraght angles of the path,
and the elevation is a measure of the absolute dynamic tapbgrwith respect to the geoid
[13]. The determination of geostrophic current informatioguiees, among others, a precise
correction for tidal variation pressure and wind stressusl the geostrophic current information
from satellites with a high inclination orbit (as Poseid®donn Jason-1 and Poseidon-3 on Jason
2) can be averaged over time with the crossing orbits (asegrashd descending paths) giving
the two components of the surface current vec8ir [From these, the surface geostrophic
current field can be determined on a spatial grid with dinm@msion the order of a hundred
kilometers and average time of several days.

nadir path

Figure 2.3: Geometry of altimetric measurements of the sea surface.

Lidar sensors measure distances by illuminating a targt avilaser and analyzing the
reflected light. Satellites-borne lidars have generallgrbdesigned to measure aerosols (e.g.

11



Chapter 2. Sensors used in satellite oceanography

Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Ozagons, CALIPSO). However, wind
speed information may also be deriva®]

2.2 Passive sensors

Passive sensors differ from active sensors in the detecfinatural radiation that is emitted or
reflected by an object or its surrounding areas. Thus theg arexternal source of radiation
which in most cases is the Sun or the thermal emission of tearoc

2.2.1 Infrared Radiometer

All bodies radiate electromagnetic energy. Planck’s latestthat an ideal black-botisadiates

according to 83
2hc? 1

A° exp (A£§T> —1
whereB [W/(sr-m?)] denotes the spectral radiand@e[K] the temperaturekp = 1.38 x 10~
[J/K] the Boltzmann constank, = 6.62 x 10~34 [J-s] the Planck’s constant.

The solar emitted energy has a peak in the visible part of &tremagnetic spectrum,
which can pass trough the atmosphere. In contrast, the scearface emission peak lies
between about @m and 11um [8]. This makes the thermal infrared an optimal region for
monitoring the radiation of the ocean’s surface since thatedradiance is a maximum there
and it varies rapidly with temperature changes.

An infrared (IR) radiometric sensor records the detectddarace in specific wavebands.

The individual measurements in each channalan be expressed as an equivalent black-body
brightness temperature of the surfaég, [10]. The brightness temperature is obtained as a
function of the surface temperatufg, the emissivity of the watet,, and the temperature of
the atmospheric emissidhn [10, 34]. The radiance intercepted by a particular spectral channe
is obtained with the integration of eg2.6) with respect to the wavelength over the measured
waveband and convolved with the spectral sensitivity ofsésor.

The atmosphere allows the infrared radiation to pass thravig two “windows”. These
are found between 3om and 4.1um and between 10.0m and 12.5:m. The latter is often
used for two separate wavebands, generally referred asphieWwindow channels”.

Data from thermal channels of IR sensors flown on polar-odpiind geostationary meteo-
rological satellites have been used for the determinatice® surface temperature at depth less
than 0.1 mm 9, 35] and to estimate surface current velocities as studied ap@h5.

(2.6)

BO\T) =

3A black body is an idealized body that absorbs all incidesttbmagnetic radiation, regardless of frequency
or angle of incidence, and, in thermal equilibrium (constamperature), emits electromagnetic radiation accord-
ing to Planck’s law.
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2.2. Passive sensors

Swath

Figure 2.4: General geometry of the AVHRR sensor.

Currently used IR sensors to measure the ocean surfacel@nttie Advanced Very High
Resolution Radiometer version 3 (AVHRR/3) sensors on btad\ational Oceanic and At-
mospheric Administration (NOAA) family of polar orbitindatforms (POES) and MetOp-A/B
satellites as well as the MODerate-resolution Imaging 8pewter (MODIS) on-board the
Terra and Aqua satellites. FiguBe4 shows the general geometry for AVHRR sensors. With
a nominal height off = 833 km the footprint at nadir is 1.1 km, and with a cross-trackisca
0 = +£55.4° the swath width is about 2500 kr8][ AVHRR data have been used for the evalua-
tion of the algorithm for surface currents retrieval expéad in Chapteb, which has been used
in Paper D.

2.2.2 Other passive sensors

Microwave radiometers and color scanner radiometer serse also been used to measure
oceanic parameters.

Typical applications of microwave radiometry concernimgans are: sea salinity, sea sur-
face temperature, wind speed and direction, sea ice dateantid classification. However, in an
attempt to measure properties of the sea from space, threeniag atmosphere will disturb the
process when operating at high microwave frequencies {€16.GHz), and corrections might
be required. Also, at some frequencies and for some apipisathe Faraday rotation in the
lonosphere must be taken into accouhtdg|.

The most significant product of color scanner radiometaside the collection of so-called
ocean color imagery. The “color” of the ocean comes from &utzes in the water, particularly
phytoplankton (microscopic, free-floating photosyntbetiganisms), as well as inorganic par-
ticulates B, 10].
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Chapter 3

Surface wind retrieval from synthetic
aperture radar

In Chapterl surface winds were introduced as an essential parametidefgtudy of the ocean.
In Chapter2 several satellite sensors were described which producen@tion about ocean
surface winds. From these, SAR sensors are the ones whovadimer resolution indepen-
dently of the weather conditions.

The relationship between SAR measurements and surfacs yésath the case of scatterom-
eters, is determined by changesijof the ocean surface. The availability of C-band SAR data
from satellites for civilian applications (e.g. ERS-1/adarsat-1/2 and Envisat), and the direct
interaction of the C-band wavelengths (5-6 cm) with the acearface (see Sectidhl) has
made C-band the favorite frequency for SAR wind estimat®#A$p1]. However, some work
has also been done on wind retrieval with L-band and X-bang 8ata p2, 53).

Although previous work has studied C-band SAR surface wiRdper A contributes with
the retrieval at different resolutions, being validateddtishore areas, with an explicit assess-
ment for both wind direction and wind speed with respect taleied and scatterometer data.
Moreover, the algorithm developed in Paper A aims for an ajpanal retrieval in mid-tropical
latitudes worldwide.

The SAR wind retrieval of Papers A and B used both wind dicectind wind speed in-
formation derived from the SAR image, which are related ® studies performed ir3[—
42, 45, 46]. However, the retrieval in the polar latitudes of Paper Bswaited by the con-
ditions in the marine atmospheric boundary layer. Thuswbek in Paper C used modeled
surface wind directions, as id3, 48, 50], for the determination of SAR wind speeds.

This Chapter summarizes the background and methodologydtte determination of sur-
face winds with SAR data used in Papers A, B and C, dividederfaHowing manner: Section
3.1 describes the relationship between the backscatter ofdbanowith SAR measurements;
Section3.2 explains the wind speed retrieval from geophysical modettions; Sectior8.3
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Chapter 3. Surface wind retrieval from synthetic aperture radar

explains the relationship between surface wind directans streak features in SAR imagery;
and Section8.4 and 3.5 refer to the general procedure and data used for the windadiem,
evaluation and assessment of Papers A, B and C.

3.1 Backscatter properties of the ocean surface

The o, (see eq. Z.2)) of the ocean surface is measured by the average interfsitye SAR
return signal. In general, radar return is related to sefaseiroughness. This roughness, in
turn, is usually indicative of and driven by the local winchelchanges in backscattered power
as a function of wind speed and direction form the basis of¢n@ote sensing of wind speed
and direction from spaceborne rada4]

Incident
ray

Incident

Scattering Scattering

ray pattern pattern
AW AW AW A Y. WA W)
oSS oS e —-"-h A
Smooth surface (h < v 9) 0 Slightly rough surface (intermediate h)
(@) (b)

Scattering
pattern

Incident
ray

Rough surface (h >»

)

8 cos O
(c)

Figure 3.1: Schematic representation of microwave scattering of the ocean surface.

At very low wind speeds and at microwave frequencies, thamserface is smooth. Under
these conditions, the electromagnetic (EM) wave from a kidking radar will reflect at an
angle equal and opposite to the incidence angle and yidkl ¢it no backscattered power (see
Fig. 3.1(a). The Rayleigh criterion defines a surface as smoothf |

A

8 cos b
whereh is the surface roughness, defined as the root-mean-squase l{eight relative to a

perfectly smooth surface, is the wavelength of the wave afids the angle of incidence. Using

h < (3.2)
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3.1. Backscatter properties of the ocean surface

the Rayleigh criterion, for instance, with a SAR operating’a= 5 GHz with an incidence
angle of50°, an ocean roughness with< 11 mm will have most of its energy in the specular
component.

As the wind speed increases, the surface roughness andchtiekgpower increases (see
Figs. 3.1(b)3.1(c). Thus, for an obliquely viewing instrument the amount otkscatter
increases as the roughness increases.

For a homogeneous medium with a slightly rough surface @4))( the scattering can be
described using the Bragg mod&H]. The Bragg model is therefore useful for describing the
backscatter from the ocean surface. The periodic struocfureean waves modulates the radar
waves p5]. This modulation is often referred as resonance of therra@d&es. In first order
Bragg theory the resonant water wave lengtis related to electromagnetic wavelengthy

A
A= 2sinf

In the range of microwaves of about 1 to 18 GHz a radar is seasd small perturbations
(ripples) on the ocean surfac8, [66]. The Bragg wavelengths vary from approximately 1-
20 cm, a range which includes capillary and short gravityesav

(3.2)

A a b

0o(dB)

Low\\
wind N S~
0O 20 40 60 80
Incidence angle, 6 (°)

Figure 3.2: Sketch of variation of o with the incidence angle and wind speed.

Figure 3.2 illustrates the variation of, with the incidence anglé, under different wind
conditions B, 14, 57]. At low incidence angles, the (a) region, specular reftects the dom-
inant process. For a very calm sea there is a narrow angudpomse giving high return at
0° which rapidly drops off as the incidence angle increases.aFsmewhat rougher surface
under moderate winds the response is weaker, but does ret decapidly with the increasing
incidence angle. At high winds, is even lower, but with very little drop-off with the incidea
angle. At incidence angles between ab2it and70°, the (b) region, the behaviour of is
quite simply described. At a givehit increases with the sea state, while there is an approxi-
mately linear reduction aof, in dB with the incidence angle. Finally, at high incidencegles,

17



Chapter 3. Surface wind retrieval from synthetic aperture radar

the (c) region, the value af, appears to drop off more rapidly with reaching very low values
when approaching t90°.

Because the dependence on wind speed is so different beage®ito low and moderate-
to-high incidence angles it is important to treat them safedy when seeking useful algorithms
to relate the wind behaviour ang). In general, the first (a) region is used to estimate wind
speed by altimeter sensors, while the second (b) region éas exploited by side looking
sensors as scatterometer and SAR. Modeling approachgssbbuld also consider the effects
of frequency, polarization and the wind direction.

3.2 Wind speed from geophysical model functions

The nearly linear variation of, with the wind speed at moderate-to-high incidence angles
for a given frequency, polarization and wind direction hasmempirically established in the
derivation of Geophysical Model Functions (GMFs). Thedatienships are generally defined
for vertically polarized (VV) EM waves in the following way

O'XV = A(Q, UlO) [1 + B(e, UlO) COSs gb + C’(Q, UlO) CcOos 2@5]7 (33)

whereUy, is the neutral wind speed at the height 106nms the local incidence angle, ards
the wind direction with respect to the radar look directioh. B, C, are functions of/;, and
0, incorporating the upwind-downwind and upwind-crosswaffects. The powet effectively
generates high order Fourier terms in the definitioaf

The wind directiony) is normally expressed as the direction from where the windeso
from with respect to the North (meteorological conventi@g). However, a correct parametriza-
tion of oy requires the wind direction expressed in terms of the amstéowk directiony as¢ by
using (see Fig3.3

P=v—X (3.4)

Widely used GMFs for C-band SAR data include CMOB9|[ CMOD-IFR2 [60], CMOD5
[61], and CMODS5.N p2]. Figure3.4illustrates CMOD-IFR2 and CMODS5.N for an incidence
angle off = 35°. The backscatter power is greatest when the radar looktitineand the wind
direction are aligned. However, there is a slight asymm@diing backscattered power for winds
blowing directly toward the radar is greater than the povweendinds blowing directly away
from the radar.

The asymmetry in the GMFs is normally used by scatterometes@'s in order to determine
the wind speed and direction through measurements, at different look directions (e.g. 2
with Seasat, 3 with ERS1-2 and MetOp-A, see Secidn?. However, the fact that SAR
measures the ocean backscatter with only one look diredtioiows an indetermination of
eq. 3.3. Thus, it is necessary to obtain a priori information irheitwind direction or wind
speed in order to invert the GMFs as €8.3.
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3.2. Wind speed from geophysical model functions

Figure 3.3: Geometry for the determination of the wind direction. For a sidelooking SAR geometry
the wind direction with respect to the north (meteorological convention) is represented by «, while with
respect to the radar look direction it is represented by ¢. The radar look direction with respect to the
north is given by .

The retrieval ofU/;, can be accomplished in the following manner. Selecting a GMF
lookup table ofr)V may be produced for each subimagefpand¢. Then, a value of}" is
obtained for the considered wind cell. Finallyy, is inverted by applying a linear curve fitting
arounds’" from the available points of the corresponding lookup table

The nominal accuracy on wind speed retrievals2sm/s and GMFs functions are valid for
wind speeds betweehand28 — 50 m/s, and incidence angles 26° — 60° [59-62]. GMFs
apply to open oceans with a near-neutral atmospheric gyabil

In a simplified way, the near-neutral stability conditiorgigsen when the air in the atmo-
sphere keeps a constant heat. This is represented as abraguildue to the balance between
a driving scale pressure gradient forctine Coriolis force due to the rotation of the Earth, and
the dissipating frictional force6@]. In this case the wind profile is defined as a logarithmic

1The pressure gradient force is produced when there is aeiffe in pressure across a surface. This difference
then implies a difference in force, which can result in anedemation according to Newton’s second law, if there
is no additional force to balance it. The resulting forceligags directed from the region of higher-pressure to the
region of lower-pressure.
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Figure 3.4: The CMOD-IFR2 and CMODS5.N geophysical model functions for an incident angle 6 = 35°.
The values of o'V, are modeled as a function of the wind speed, U;o[m/s], and the wind direction with
respect to the radar look direction (4[°]).
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3.3. Wind direction from SAR image streaks

function of the height?

Uz) = % (3) (3.5)

K 20

whereu, is the friction velocity, the von Karman'’s constantis= 0.4, andz, is the roughness
lengttt.

However, the radiation balance of the surface and thernealianof the water leads to tem-
perature differences between the surface and the air. Teeg®erature differences lead to the
formation of an either stable or unstable boundary layea $table boundary layer the atmo-
sphere is cooled from below, which normally occurs at nigi fnd in the Polar region$p).

In contrast, in a unstable boundary layer the heat input foetow dominates. Here marine
boundary layer rolls and cellular convection patterns caretbp b7]. Thus, the stability has a
large impact on turbulence structure and the vertical tianaof wind and temperatur&§].

3.3 Wind direction from SAR image streaks

The friction at the surface and the transport of sensibldatedt heatacross the ocean surface
defines the lower part of the atmosphere as the marine atrosploundary layer (MABL)TO,
71]. Here there are frequent horizontal layers distinguidhedifferences in speed or direction
or both B3, 67, 72]. Such layers may form when fluid masses with different envinental
histories meet; or a single layer may stratify when, for egkenthe air at the Earth’s surface
becomes heated and moistened. Any sharp variation in htynidmperature, or density is
generally accompanied by a change in flow velocity. The disriorce may turn the flow when
it is in balance with a horizontal density gradient or witle triscous force, as occurs next to a
solid boundary (e.g. the ocean’s surface and air interfaceg¢re Ekman layers are developed
(see Sectiod.1.]).

When one layer of a certain velocity is adjacent to a flow offeed#nt velocity, the flow at
the interface changes with height, sometimes very shadgaging to local vorticity extremes
associated with an inflection point in the mean velocity peofl he inability of the fluid to sup-

2The logarithmic wind profile for a neutral atmospheric boarydayer is usually applicable for heights below
the Prandtl height,,. A scale analysis allows to defing as a function of the friction velocity.. and the coriolis
parameterf with z, ~ 0.01u./f. Putting in numbersu, = 0.5 m/s, f = 0.0001 s~1) gives a typical height
zp = 50 m [63, 64].

3The friction velocity represents a reference wind velodigfined by the relation, = \/T/_p wherer is the

Reynolds stress andis the density [65].
4Roughness length:{) is a parameter of the vertical wind profile equations thatleidhe horizontal mean

wind speed near the ground; in the logaritmic wind profilés kquivalent to the height at which the wind speed

theoretically becomes zero [63].
SThe transport of sensible and latent heat fluxes to the atineospact as a second positive feedback mechanism

effective in the thermal interaction processes througtt fiem exchange. As a result, the atmosphere obtains
energy from the ocean, which intensies atmospheric mat[68%.
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port these local extremes in vorticity produces the physiechanism leading to readjustment
in the flow pattern. If the frictional forces are not strongegh to support the local strains in
the fluid, the flow becomes unstable of all perturbati®¥% 73]. Here the water and air inter-
act until they change the basic flow into a more stable pateerralteration that may involve
equilibrium secondary flows or local patches of turbuler&® §7]. This turbulence modifies
the wind profile of eq. 3.5) as

U(z) = 1; [m <ZZO) — (Li)} (3.6)

whereL, is the Obukhov length, anél represents a correction function of the logarithmic wind
profile.

Roll wavelenght

S~o =~

-

@X@X@

Roll |nduced transverse
flow

Roll
Height

Figure 3.5: Schematic of idealized roll vortices above the sea surface.

In a seminal papeferling[74] observed linear features following the direction of thagvi
on the scale of a few kilometers in Seasat imagery. Thesarésahave been more recently
associated, in most of the cases, to the signature of ralicesr[70, 71, 75, 76]. Figure 3.5
shows a schematic view of an idealized field of roll vortic&se axes of the boundary layer
rolls are oriented nearly parallel to the mean boundaryrlayed shear vector. The ascending
and descending regions of circulation lead to a decreasgthareased sea surface roughness,
which results in lines of enhanced (downward flow) and desmeégupward flow) backscatter
[54, 71, 74, 76-78]. Moreover, other processes (e.g. Langmuir cells, swuafacttreaks, wind
shadowing) have also been reported to produce streaks irRari8age nearly aligned with the
wind direction [/9, 80]. These processes are usually associated to variationgfece wind
speed and roughness produced by the vertical transport miemioim in the MABL.
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Figure 3.6: Example of a SAR image acquired by ASAR sensor onboard Envisat. The data was acquired
in the West of the English Channel (asc., VV pol).

Numerous studies have analyzed rolls in the MABL.8t][a method was developed for de-

termining roll characteristics in radar data and relatededangth and aspect ratio (width/height)
of observed rolls to convective instability and MABL deptim [73] it was shown that the
parameter:/ L. is useful to determine the duration of the rolls. The analysith weather
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Figure 3.7: As 3.6. The data was acquired at the Baltic Sea (desc., VV pol.).

surveillance radar in7[1] identified rolls in 35% to 69% of the radar volumes of four tcaine
rainfalls. These rolls had typical wavelengths of 1450 npeas ratios of 2.4 and with an in-
duced transverse flow et 7 m/s (see Fig3.5). The rolls were nearly aligned with the surface
wind vector. The mean wind direction minus the roll direnti@ried from approximately-30°

to 10° with a mean of—4° and a most probable orientation efil0°. Negative angles imply
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Figure 3.8: As 3.6. The data was acquired at the Southwest of Japan (asc. VV pol.).

that the downwind axis of the rolls is oriented towards tleeratcenter. InT8] is is concluded
that the MABL is ideally suited for roll formation becauseaf instability associated with an
inflection point that is characteristically present in thdial component of the wind profiles.
The results from the comparison between aircraft and SARsareanents in{6] verified typi-
cal roll wavelengths of 900 m and a heights of 500 m, givingseat ratio of about 1.8. Thus
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it can be concluded that rolls consistently occur in modevands (greater than 5 m/s) and
slightly unstable stratificatior6[/]. When convection is a dominant mechanism, the angle of
the rolls is nearly)°. The characteristic scale length is 1 to 4-km separationdet bands with
lengths in the hundred of kilometer87, 71]. Nevertheless, the probability of roll occurrence
can vary between 10% and 80% depending of the geographozdida and seasonal conditions
[82.

Figures3.6-3.8 show different images acquired by the Advanced SAR (ASARsseON-
board the Envisat Satellite in different locations worlde/iduring September-October 2010.
The backscatter variations in the English Channel areagn &6 suggest a wind pattern ori-
ented along the coastline, with signatures of rain cellheriddle of the images{W-5°W)
[83]. The Baltic Sea area in Fig.7 indicates a wind pattern close to the West-East direction.
Finally, the area at Southwest of Japan in RBg8 presents a more complex pattern of several
wind fronts at the Northern part of the image and rain celtthatsouthern part of the image.
The extraction of the wind direction from the analysis ofstémages is discussed in Section
3.4

3.4 Computation of surfacewinds

Section3.1showed that the backscatter of the ocean surface detec®dRensors is related
to the wind speed, wind direction, polarization of the EM wa&nd the acquisition geometry
through GMFs (see eq3(3). The fact that SAR sensors have only one look directionliesp
only one equation to solve the unknown wind direction ancedp& hus, a common approach
is to obtain one of them in an independent way to invert theroplarameter from a GMF.

It is common to have as the independent parameter wind dirscirom a weather predic-
tion model (WPM) A8, 84-87], or another retrieval from the SAR image itse3f7] 44, 46, 51,
88-92]. Wind directions from a WPM have the advantage of being letyuavailable and have
a good accuracy from validations with in-situ referenceadaiowever, since they are gener-
ally provided in scales of abowt5° of latitude and longitude for global estimations (which
approximates 50 km grid spacing in latitude), the smalles&akiations in the wind direction
are averaged out.

The retrieval of both wind direction and speed from SAR ins&gepends of the availability
of the additional information not considered by the GMFsisHxtra information can be related
to wind streaks in the SAR image due to a convective behaviaine MABL [74, 77], as men-
tioned in Sectior8.3 or more recently, to the relationship between wind speédatarization
for fully polarimetric SAR measurements]]. The association between the SAR image streaks
and the wind direction has the advantage that it does notreefully polarimetric SAR data.
The horizontally co-polarized SAR data (HH polarizationjhws/'* can be also used to invert
wind speeds from eq3(3) with the addition of a polarization ratio depending of theidence
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angle,d [14, 49, 93-95].

The work of Papers A and B in this thesis has considered wirgttions obtained from the
analysis of streak features in the SAR data as describecciio§8.3. In Paper C, however, the
wind directions were obtained from a WPM. In Papers A and BSA& wind speed inversion
used wind directions retrieved from the intensity gradantthe SAR image. The validation
results in Paper A showed that wind direction retrievaldqrered well in offshore areas, with
mean and standard deviations with respect to in-situ de@aanfid 25 for 5 km wind resolution
cells.

The MABL is often stable in polar marine surfac&§]} This is because stable thermal strat-
ifications are usually found over waters that are colder therair above 3, 64]. Thus, the
streaky features in the SAR imagery, derived from convediaod thermal instability, used to ex-
tract wind directions are not always available in polar aifda, 82]. In Paper B it was necessary
to compute daily average values of wind velocity over the Adsen Sea area30°W-100°W
and73°S-68°S). However, the restriction of available SAR data to an agerof 3 images per
day together with the limited availability of streak feagsato determine the wind direction made
it necessary to use a time window of 2 days, with up to 6 SAR EBatp estimate the daily
average values of the wind field. Therefore, in Paper C, itaeasded to use wind directions
from a WPM to compute SAR wind speeds.

Figure3.9 shows wind directions for segments of the ASAR images of.F3y83.8. The
wind directions from the SAR analysis are represented fiemint colors (red, yellow) accord-
ing to their resolution, while wind directions from a modet @ magenta. Although they vi-
sually present a generally good agreement, the SAR winigvats includes much more details
in the wind direction variations due to their higher resmnt This variation in the agreement
as a function of the resolution is studied in Paper A.

3.5 Referencedata

Surface wind estimates from other sources are necessaer ¢it assess the validity of the
SAR wind vector retrievals as in Paper A and Paper B, or as terred data source of wind
directions for SAR wind speed retrievals as in Paper C. Nbetgss, differences in acquisition
time, location and resolution should be taken into account.

3.5.1 In-situ sensors

The in-situ reference surface wind data used in this theas abtained from three different
sources: the U.K. Met Office through the project MyOcean;3khedish Meteorological and
Hydrological Institute (SMHI); and the Korea Polar Resédrtstitute (KOPRI). The data from
the U.K. Met Office correspond to two different locationsrajdghe English Channel (see Fig. 7
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Figure 3.9: Segments of SAR images from Figs. 3.6-3.8 with wind directions from the streak pattern
determination of Sec. 3.3 (red — 20 km, yellow — 10 km) and with wind directions from a weather
prediction model (magenta ~ 50 km).

of Paper A). From SMHI there were three different locatioossidered in the coastal areas of
Sweden with a surrounding land coverage lower than 0.4% ki (see Fig. 8 of Paper A).
From KOPRI the measurements were located at the Lindseyd$¥)], in the surroundings of
the Amundsen Sea.

To compare with the SAR wind retrievals, the in-situ measwets were adjusted in time
and converted into 10 m neutral windg,. Since the measurements were normally available
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in intervals of 1 h they were linearly fitted to the time of th&RSdata acquisition. Afterwards,
they were adjusted into 10 m neutral winds using the relatigos in egs.3.5) and P7]
2
2= a4 g (3.7)
g u

wherez is the roughness length, is the friction velocity,« is the Charnock constant, whose
value is between 0.018 and 0.03®8], 5 = 0.11 is the limiting roughness for an aerody-
namically smooth flowg = 9.81 m/s is the acceleration of gravity, apdis the air viscosity
computed as a function of the air temperatiif C] with [99]

p=1.326-10"" (14 6.542- 10°T, +8.301 - 10 °T; —4.84-107°T;)  (3.8)

With an initialu? = 0.036 - U, z, andu™ were estimated in an iterative way from eq3.5
and @.7) (with the heightz of the sensor) until a convergence was foundhds— u?| < tol =
0.00001. Thus,U;, was computed from the solution af andu. and a height = 10 min eq.

(3.5).

3.5.2 ASCAT scatterometer

In this thesis wind data from the Advanced SCATterometerGA¥) onboard the MetOp-A
satellite at 25 km resolution has been used. The ASCAT windyzts are distributed through
a ftp server with a delay of approximately 30 minutes fromssamtime and as a Global Ocean
and Sea Ice Facility (OSI SAF) product with a delay of apprmeadely 2.5-3 hours from sensing
time [100. The wind product validation has a rms error of 1.3 m/s invied speed and6° in
wind direction when compared with the European Centre fodiM@a-range Weather Forecast
(ECMWF) winds and a rms wind component error of approxinyate8 m/s against buoy winds
[107].

ASCAT covers nearly 70% of the ice-free oceans every dayh Ekecrepresents a complete
satellite orbit, beginning with the ascending node at theagay, and ending at the next ascend-
ing node near the equator. Fig.10shows data acquired by the ASCAT sensor on June solstice
2010. Thus, the wind measurements stop at abdi 6@cause of ice coverage.

Due to the characteristics of the ASCAT and ASAR sensor @merthe comparison of
their retrievals done in Paper A had to allow a time delay eetwthe datasets of up to 2 h from
the ASAR observation time. Also, for a direct comparisorirtigknto account the variation of
the retrievals with the resolution, the ASCAT data was sjfigtinterpolated into the locations
of the ASAR wind vectors.

3.5.3 Weather prediction models

In Section3.4 it was mentioned that data from WPM were used for either corsga with
the SAR retrievals or as an input for wind direction inforroat Thus, two WPM were used
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3.5. Reference data

as a source of 10 m neutral wind data. The Global Forecase®y&EFS) model, from the
National Center of Environmental Prediction (NCEP) of tregibinal Oceanic and Atmospheric
Administration (NOAA) [L02, was used in Paper A. The ERA-interim reanalysis products,
from the European Center of Medium Range Weather Forec&W{&F) [103, were used in
Papers B and C. Both the GFS and ERA-interim are global sgetdta used for and forecast
model systems. The data sets are produced every six houds@6,012 and 18 UTC. In every
run these models provide 10 m neutral wind vectors and globadrage at a resolution 0f5°

in latitude and longitudelj02 103.

GFS model data were used in Paper A, due to its near-realaiu@iability, with forecast
at intervals of 3 hours. This choice aims for an operatiosal of the SAR algorithm with the
resolution of thel80° ambiguity using the GFS wind direction estimates.

ERA-interim reanalysis data were used in Papers B and G sinfar these data have been
considered the most accurate meteorological reanalysupt covering the Amundsen Sea
area [LO4.

The Papers A, B and C include the fitting of the WPM to the ASARd#&irstly, the two
wind predictions closest in time were averaged to the ASAguesition time. Secondly, the
model estimates were interpolated to the exact locatiotissoASAR wind resolution cells.
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Chapter

An application of surface winds for
oceanography in Antarctica

The Earth’s surface around the Arctic and Antarctic is Iprgevered by water and ice. The ice
and sea-ice cover changes the planetary albedo and carffgniglze steady-state global-mean
temperature3, 105. Sea ice also acts as a thermal blanket, insulating thexdoea the above
atmosphere. Since the oceans are warmed from above, andgheaikes water less dense, it
could be expected that greater depths are isolated andastiagince light surface water would
be resistant to mixing downwards and would sit like a lid oa titean basins. Nevertheless,
the deep sea is in motion. Flow in the deep sea is initiatedeviine normal, density layered,
oceanic water column breaks down and surface water sink$adpecesses which raise its
density. The primary cause of water column destabilizaisoextreme cooling over a large
depth range combined with sea-ice formation. The formaiface leaves behind a brine which
is salty and thus dense. The brine heads for the deep seappliesithe great deep ocean
water masses, the North Atlantic Deep Water and the AntaBaittom Water. On the contrary,
the melting of ice increases the fresh water and decreasesatimity levels, having possible
implications for ice sheet stability and sea level ris@g, 107.

The West Antarctic ice sheet contains enough water to raesglbbal sea level by 5 m if
the water were to melt into the ocea) 108. Thus, it is important to investigate the causes of
the significant volume loss in the ice sheet in the Amundseh$&etor observed in recent years
[107-110. In [107, 111] it was observed that the main reason for sea ice declinesappe be
warm ocean currents melting the ice from below during thieautation. Forcing mechanisms
related to the origin of this warm deep water are benthic Bkinansport 112 and surface
wind forcing [113 114]. This correlation between surface winds and deep currelaicities
measured in the Amundsen Sea area is the main topic of reésedPapers B and C.

This chapter summarizes the concepts and methods necessanglerstand the studies

1See Figure 1 of Paper B or Figure 2 of Paper C for a map of the AlsemSea region.
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Chapter 4. An application of surface winds for oceanography in Antarctica

performed in Papers B and C and presents a brief overvieweaintin results of both works.

It is divided in the following manner: Sectiof.1 reviews some theoretical background in
oceanography; Sectigh2presents the factors affecting the circulation of deepsnuis; Section
4.3presents data and methods used to evaluate the correlatiwadn surface winds and deep
currents used in Papers B and C; and Sectidisummarizes the main findings of Papers B and
C.

4.1 Review of key conceptson ocean circulation

4.1.1 Ekman transport

Due to the Earth’s rotation, the flow direction of an oceamenirchanges along the water depth.
This phenomenon, referred to as the Ekman spiral, explaiysawind driven surface current
flows to the right of the wind direction in the Northern Hentigpe and to the left of the wind
direction in the Southern Hemisphere.

The simplest mathematical model that describes the Ekmieal spn be expressed b$3,
115

J*u
0%v

whereA. is the vertical eddy viscosity coefficient arfids the Coriolis parameter defined as
f=20sin® 4.3)

where() = 27/ (sidereal day= 7.292 x 107° s7!, and® is the latitude.

Assuming that the ocean has infinite dimensions and no i@r&in density, simple solu-
tions to egs.4.1) and @.2) can be found. In particular, if a 10 m wind is assumed to flomngl
the —v direction in the southern hemisphere the solutions are

s m m
u = Vyexp (D—Ez) cos (_Z — D—Ez) (4.4)
s . s s
v = Vyexp (D—Ez) sin (_Z — D—Ez) (4.5)
whereDy; is the depth of the Ekman layegiven by

2m2A,
f

2The Ekman depth is functionally defined as the depth at wielctrrent velocity is opposite to the velocity
at the surface [115].

Dp = (4.6)
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Figure 4.1: Ekman spiral generated by Uy, = 10 m/s at ® = —68° latitude and eddy viscosity coefficient
A, = 0.094 m?/s. This spiral induces an average Ekman’s transport in the « direction.

and the surface curreif, can be approximated by 15
V= 0.0127
\/sin |P|
Figure4.1 shows an example of the Ekman spiral at the Antarctic foka= 10 m/s and
A, = 0.094 m?/s [116]. Here it can be noticed that the current induced at the serflaws at
about45° to the left of the wind direction. Since each moving layer éflected to the left of
the overlying layer’s the average motion of the Ekman lageEkman transport, will be about
90° to the left of the forcing wind, which coincides with thedirection.

Uso, |®] = 10 (4.7)

4.1.2 Barotropic and baroclinic conditions

Where ocean waters are well mixed and therefore fairly ha@megus, density nevertheless
increases with the depth because of compression causee yetght of the overlying water.
Under these circumstances, the surfaces of equal pressabaric surfaces) are parallel not
only to the sea surface but also to the surfaces of constasitgd€isopycnic surfaces). Such
conditions are described as barotropic (see #ig(a) [80].

The hydrostatic pressure at any given depth in the oceartesdmed by the density of the
overlying sea water. In barotropic conditions, the vaoiabf pressure over a horizontal surface
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(a) Barotropic conditions. (b) Baroclinic conditions.

Figure 4.2: Sketch of isobaric (constant pressure) and isopycnic (constant density) surfaces in barotropic
and baroclinic conditions.

at depth is determined only by the slope of the sea surfacehvigwhy isobaric surfaces are
parallel to the sea surface. In a fluid that is not all of the esaensity, the isopycnic surfaces
and the isobaric surfaces are not aligned (seeti2¢o). For these flows, the measurement of
the misalignment between the gradient of the pressure esghect to the gradient of the density
is called baroclinity 80, 117].

In baroclinic flows the velocity and density vary rapidly hetvertical, especially near the
surface layers; such motions are typically of much lowegdency and propagate more slowly
than the barotropic flows, which are essentially unifornetighout the water columrg].

4.1.3 Upwelling and downwelling

The rising of water to compensate for the seaward surface iflovalled upwelling. Thus,
the Ekman transport is a factor in coastal upwelliagq. Upwelling is particularly effective
around Antarctica because the water column there is unijocold, which means that the
thermocline barrier to vertical motion is weak and watens ba drawn up from depth. The
opposite occurs when the surface waters sinks, called delling, which can be due to the
surface winds or to an increase in density. Figli@shows sketches of coastal upwelling (Fig.
4.3(a) and downwelling (Fig4.3(b) forced by the wind in the Antarctica, where it can be seen
that both processes are linked to a bottom flow opposite tditeetion of the Ekman transport.
Upwelling in the Southern Ocean provides one of the main asemy which deep waters
eventually surface. Once there, solar warming will leadeordasing density and a return of
water to the upper ocean circulation system. However, upweisn't the only way out of
the deep sea. Any process which encourages vertical mixithgransfer water out of the
depths. Water flowing over variable seabed topography cpergsnce strong mixing, which is
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4.2. Factors affecting the deep currents circulation
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Figure 4.3: Coastal upwelling (a) and downwelling (b) due to surface wind forcing in the Antarctica.

particularly effective where the vertical temperaturedggats are weak (limited thermocline).
Also, when the sea bottom is rough, the flow of deep currenitsbif generates upward motion
in the water columni19.

4.2 Factorsaffecting the deep currentscirculation

Deep water, although not affected directly by the wind, isniotion at all depths. Deep water
flow gives a third dimension to the ocean’s response to theespday temperature gradiedidq.
This cycle is vital to the distribution of heat, chemicalgldifie in the oceans. In this section
several factors that can affect the circulation of deeperusrare described.

4.2.1 Temperatureand salinity

The deep water currents are commonly referred to as thelmeltérculation. This arises from
density differences between water masses produced byivasan water temperature (thermal
effect) and salinity (haline effect).

Deep water masses mostly develop at high latitudes. A siieghlimodel depicts the water
flow in the oceans as an immense “conveyor belt” (see&#).[121]. This model includes the
sinking of waters into the ocean bottom depths at the Soush Gaeenland and in the Atlantic
sector of Antarctica. Deep waters born in the Atlantic sgreethe other ocean basins through
the Antarctic circumpolar current. This seaway serves asdindabout connecting all the
world’s oceans and allowing deep Atlantic water to spreaichaltely to the Pacific. Along the
way water finds return routes to the surface. Since deep svatermore dense than those at
the surface, energy has to be used to pump them up. Ultimételenergy is provided by the
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Deep Water Formation

Figure 4.4: The Global conveyor belt describing (in a simplified way) the deep ocean circulation on a
continuous-ocean map.

planetary heat gradients as these drive wind and deep ocsaarild the upwelling and mixing
of water [L05 121-123.

In [123, it was used the definition of a thermohaline streamfumctibhis enabled to esti-
mate the turnover time of the conveyor belt to be between Hd@02000 years, depending on
the choice of stream layer. However, the concept of “convbgti” is a metaphor for the much
more complex, three-dimensional, and time-variable ¢atoon now commonly referred to as
the overturning circulation. The actual flow paths involuethe global overturning circulation
are much more complex, including narrow boundary curreetsrculation gyres, small-scale
eddies, and jets. The deep circulation is steered by thegtapby of the seafloor and can
also be influenced by the deep expression of circulatiorufeatin the upper ocean, such as
boundary currents and eddig?f.

4.2.2 Upslope benthic Ekman transport

The benthic boundary layer is located at the bottom of thawedl3]. When a barotropic
current flows over a solid seabed the Coriolis force inducssess generating an Ekman trans-
port, equivalent to the one described in Secldh], in the interface between the bottom of the
ocean and the seabed instead of the interface between the swdace and the MABL.

When the fluid is vertically stratified and the bottom sloglee,Ekman transport will advect
relatively dense fluid up (or down) the slope, which generdieoyancy forces close to the
bottom. These buoyancy forces are directed oppositelyed@tbssure gradient force driving
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the overlying barotropic flow112,.

4.2.3 Surfacewind

From the Ekman transport theory, surface winds produce aprtransport approximately at
90°, to the right in the Northern Hemisphere and to the left inSloeithern Hemisphere, at the
upper part of the ocean (see Sé4cl.]). To compensate for this water displacement at the upper
part of the ocean there is an upwelling or a downwelling ofevésee Sec4.1.3 linked to a
flow at the bottom of the ocean. Due to this interaction s@rfamds may induce deep current
circulations.

4.3 Correlation between surface windsand deep currents

43.1 Data

Papers B and C of this thesis investigate the variabilithefwarm deep current in the Amund-
sen Sea shelf using measurements of a mooring placed at 32a#é 116.38V during 2010
and 2011. The mooring consisted of an Acoustic Doppler @aiPeofiler (ADCP), with con-
tinuous measurements of pressure, salinity, temperatagrgelocity between 320 m and 540 m
depth. In Paper B it was noticed that water at the Amundself apgears to be a mixture be-
tween glacier meltwater and source water with temperateigdent °C and1.4°C and salinity
of about 34.73 psu, that is, source water found below the éeatpre maximum outside the
shelf. The deepest shelf water, found at 500-600 m, seemeodnte from depths of at least
1000 m off the shelf. Then, following the modeled resultsrirfd 14, 125, surface wind data
from ERA-interim (see SectioB.5.3 were correlated with the registered deep water velocities
to investigate surface winds as a possible source of deepntwariability.

Since the results of Paper B (see Sectb4), although statistically significant, showed
low values for the correlation, Paper C made a further etanaf the correlation between
surface winds and deep water velocities during the months awer ice coverage. For this
evaluation both SAR derived surface winds (see Se@&idntogether with the ones from ERA-
interim where considered taking into account their geogiag distribution. SAR wind data
were considered due to its inherent higher (10 km wind cedisplution than the model wind
vector estimatesy 50 km resolution in latitude). However, the wind directionses obtained
from ERA-interim data instead of the wind direction retaémethod developed in Paper A.
These modeled wind directions were used after an empinmedyais that showed that the streak
features necessary to determine the wind directions frens¥hR data were often not present,
presumably due to stable conditions in the MABL.
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4.3.2 Method

The mooring data registered deep water velocities in the#dsen Sea trough. In order to ac-
count for most of their variability the tidal effects weremeved [L26 and the data were decom-
posed into Empirical Orthogonal Function (EOF) modE&/]. This decomposition was carried

out with the first mode (EOF1) explaining 90% of the variakiind the second mode (EOF2)
explaining 7% of the variability. Both modes were corretate different forcing mechanisms,

with EOF1 coupled to a barotropic response and EOF2 coupigdabaroclinic response in

the water column.

The correlation was computed as an estimate of the covariaetoveen two time serieg,,
andy.,, atlagsk = 0, +1,+2, ...

1 T—k‘( _ _ -
T 21 Wit — ) Wourk —9%2) k=0,1,2,...
Cyy2(k) = " tT+k (4.8)

% 1 (Yor — o) (- — 1) k=0,—-1,-2,...

wherey; andy, are the sample means of the series.

The sample standard deviations of the seriessare- /c,..,(0). Thus, the estimate of the
cross correlation is:

Ty (k) = o (F) 1 _ 0,+1,+2, ... (4.9)

Sy1Sys

In Paper B daily and monthly averages of mooring velocities @mperature were corre-
lated with surface winds from the ERA-interim model for tlme series between 2010 and
2011. In terms of eqs4(8) and @.9) the time serieg,; was given by the eastward component
of the wind from the ERA-interim model averaged over the Aagan Sea are&{°S to73°S
and100°W to 130°W). i, was alternatively defined as: the along-troughdomponent of the
EOF1 mode{ror_m1), the across trough componen) ©f the EOF1 modeuzor_.1), the
bottom temperaturél{zor) or the heat transportly).

In Paper C the evaluation of the correlation follows a défgrapproach. In this case the
Amundsen Sea region was spatially divided infox N locations. For each of these locations
there were time series of the surface winds, derived frorh BERRA-interim model and SAR
wind speed estimates. In this Paper the ice covered suriadbe iAmundsen Sea area was also
considered, and masked out from the surface wind estimatesice coverage was also taken
into account in the selection of the time series length. Tthese were two time series, one for
2010 and another for 2011, during the months with minimuncmesrage. The correlation was
then evaluated between each of file< IV time series associated with the geographical location
of the surface wind from both ERA-interim and SAR data withbr_,,1 andvgor—m1-
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4.4. Results

4.4 Results

The results from Paper B indicated thafy ~_,,; had a statistically significant correlation with
the surface winds, with a maximum value of 0.41 with a lag ajwt®? days. However there
was no correlation between the temperature and thicknetseafiarm current layer with the
surface winds.

The observational data of Paper B contradicted the modekadts from 114, 125 in two
aspects. First, the modeled seasonal variation of the Mayer-thickness had a pronounced
maximum in September-November, while the mooring measenespresented this maximum
during March-May. Second, this paper didn’t find a correlatbetween the layer thickness and
the eastward wind, which had a large variability during theewhole period.

The relatively low value of the maximum correlation betwebka winds and currents of
Paper B motivated the approach used in Paper C. Here the désglution of the SAR wind
maps were used to interpret two events (one in 2010 and on@lih)2n the ocean current
direction. In 2010, with a low ice coverage, there was a ragsphonse of the current variation
with respect to the wind field. In 2011, with larger ice coggathe influence of the wind in the
current variation presented a larger delay.

In Paper C the correlations and delays between the easteriganent of the surface winds
and the mooring EOF1 velocities were, as expected, foundetgtéatistical significant for
ugpor-mi1- In both years the results had different values and timeydelaccording to their
geographical location, indicating a shift of the forcingjimn. The results pointed to a quite
complex interaction between the datasets during 2010, vath positive and negative correla-
tions and time delays statistically significant {gfo»_,,,1. In 2011, the location and correlation
of the source wind were more explicitly defined, with a maxmeorrelation of 0.71 and a time
lag of 10 days. It is hypothesised that the difference betvibe results in 2010 and 2011 are
mainly due to the influence of the ice coverage variation ¢ lyears.

Further work requires the evaluation of benthic Ekman fransinduced by deep reaching
currents along the continental slope of the Amundsen Sea al$esnative source of forcing for
the warm deep currents melting the ice shelves.
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Chapter

Surface current retrieval from infrared
radiometry

The relatively large coastline of Sweden (3218 km) bringsrst in the monitoring of the
surface currents in its surrounding waters (Baltic Seategatt and Skagerrak). The embedded
distribution of these waters seems to be a possible applicaf coastal HF radars. However,
the brackish tendency of these waters, with salinity lege&3-0.5 psu in the northern parts of
the Baltic Sea area, restricts their applicabil®,[128. Thus, satellite monitoring of surface
currents around Sweden is an alternative of interest.

In chapter2, which reviewed sensors used in satellite oceanograpthwgstmentioned that
SAR surface current retrievals, although at high resohytso far are restricted to the detection
of only one component of the current field (see sec®dnl). Moreover the geostrophic current
retrieval with altimeter sensors provides very coarseluienms (see sectiod.1.3. Hence, the
possibility of surface current retrieval from infrared JIRdiometer sensors (see sectibi.])

Is an alternative of interest.

The routine derivation of infrared brightness temperatursea surface temperature (SST)
has been used to estimate the surface circulation by ctituyithhe motion of thermal features
(coastal upwellings, filaments, or eddies) in successivages. Velocity was first estimated
interactively in a sequence of images by tracking featuigsally [129-132. The results were
not reproducible by different operators and the method wgsactical for the routine analysis
of large datasets. Thus, objective and automated featackihg methods were developed by
using different criteria such as gradient threshok83] or wavelets 134. These methods usu-
ally require extensive image preparation and considenad®e input to determine the criteria
that define certain features. Other more straightforwarthats match patterns (points, bor-
ders, or regions) in all possible subwindows of one imagé #iose in the subsequent one. In
this context, the maximization of the normalized cross@ation (NCC) coefficient, which is
known as the maximum cross-correlation (MCC) techniquéheésmost popular region-based

43



Chapter 5. Surface current retrieval from infrared radiometry

matching strategy applied to compute ocean circulati@bf151]. This technique is used in
Paper D to estimate current fields around Sweden and is cechpéath surface current data
from a weather prediction model.

This chapter summarizes the concepts, methods and mailtsresthe MCC current re-
trieval developed for Paper D. It is divided as follows: $a&tt5.1 reviews the theoretical
background behind the MCC current estimation; Seci@describes the methodology of the
implementation; Sectioh.3describes the data used; and Seciadhsummarizes the results of
the method evaluation.

5.1 Brightnesstemperature of the ocean surface

Most of the solar radiation is received by the water surfdze tovers 71% of the Earth’s
surface. As aresult of its heat capacity and circulatiomgitean has the ability to both store and
redistribute its heat before it is released to the atmosph&trits surface the skin temperature
(to depth of a fraction of a mm) can be different from that a émmtimeters beneath the surface.
This is due to the combined effects of evaporation, sensies transfer and radiative energy
exchange 34]. Because this layer is extremely thin, it is most reliabdyrpled by a remote
sensing method.

In section2.2.1it was explained that IR sensors measure the brightnessetatope of
objects. For the ocean surface the measured radiahc&r a particular angle of observation,
0, depends of the emissivity of the sea watg(f), and the downwelling sky radiation. The
radiances are related to the surface temperafiirend the atmospheric temperatuig¢, by
Planck’s law (eq2.6). Thus B4]

By =€,(0)B (T5,0) + (1 — €, (0)) B(1,,9) (5.1)

where B(T,, ) is the downwelling radiance from the sky. Here it is assunted there is
specular reflection of the sky radiation at the surface aedetis no absorption between the
radiometer and the ocean surface. For incidence anglethkeg)° the emissivity of the ocean
surface is well known, and is relatively independent of tindagce wind speed and the sea state,
although it varies with respect to the wavelendgtb?.

Using satellite imagery to measure surface water movenssunaes that the thermal fea-
ture, representing the temperature of a volume of wateraimesrelatively intact during the
sampling interval. However, there are physical and bi@algprocesses that can be discussed
by examining a simplified equation for the conservation ddthet the surface of the ocean

[138 140
dT o*T
— = K\VT+K,— ; 5.2
5 = KViT + K. = +;@ (5.2)
wherei‘l—f is the derivative of temperaturg over timet, K, and K, are the horizontal and

vertical diffusivity, and®); is the heating source (or sink) term.
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The variation ternf:- can also be expressed as

ar _ or
dt ot
whereV,, represents the fluid velocity.
For a two-dimensional, non-compressible flow, assuming lawieed layer (g—f < g—f)
and (‘g—f < 2—5), the combination of eqs5(2) and 6.3) becomes14(

+V,, -V, T (5.3)

oT )
= = Vi VT + K VT + Z Q; (5.4)
where the first term-V,, - V,,T', is the advection term, the second tetr), V3T, is the hori-
zontal diffusion term and the last terfn, ); represents the sea-air interaction.

Assuming that the diffusivity and the heating source candgfactted, the surface current

flow can be described by the advection termX&8

or aT or
ot e TVay
whereu andv are the velocity components of the surface current field.

The MCC method assumes a surface current flow described gdthertion variation of
eq. 6.5. Wahl and Simpsons3 found that horizontal diffusion has a minor effect on suea
feature character for periods less than 24 hours, whilel88|[it was postulated that non-
advective processes as air-sea interaction, verticahgiand rotation are the more significant
processes which can alter the feature over time.

The nature of the MCC technique necessitates the existénegitable thermal or color
features for making the current measuremeh8d| Therefore monitoring surface flow from
infrared radiometry images is possible only in regions wigterogeneous mesoscale surface
thermal or color patterns. The trackable features must @isserve their identity from one
image to the next. The extent to which the features presbeiesghape greatly affects tracking
precision and hence the accuracy of the measurements. \Clidwgr closer in time the two
images are recorded the less the features will have chahtpeeever, the error due to imprecise
tracking increases as the time separating the two imagesakss.

0 (5.5)

5.2 Maximum cross correlation method

The essence of the MCC algorithm lies in locating a small seis from a first image inside
another image from the same region. It is done by computingoasccorrelation between
the subscene and the correspondingly sized area in thedsenage moved over a predefined
search area until a maximum correlation is fouhdq.

The algorithm divides the first image into a number of tenglatndows (see Fig5.1)
according to the oceanic features to be resolved. Each sé tteanplates is searched for in a
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Figure 5.1: Sketch of division of template and search windows for the MCC computation. The vector
indicates the offset corresponding to a maximum cross correlation.

second image inside a search window of size depending ofélxeémum current speed expected
between the two sequential images.

Important parameters that should be carefully considerdeeihvusing this method are the
size of the template window, and the velocity resolution that can be achieved. The dizé o
represents a balance between having sufficient featureadoin the template and smoothing
the resultant vector flow field3fg]. Larger template windows result in a smoother flow field,
whereas small template sizes will allow tracking of finertéeas, giving a less homogeneous
flow field. In order to consider only reliable velocities amation cutoff larger than zero may
be selected. The velocities that can be resolved by thisodedhe determined by the image
pixel size and the time between successive imayjgq [

Having a template matrid of M x N and a search ardaof P x ), the normalised spatial
cross correlation at a spatial lagandgq is defined by

M—-1N-1
— A( B - B
r(p.0) = 7 M P ;o;o (z,9)] [B(x+p,y+q) — Bz +p,y+q)]
1 Cov(p, q)
— : 5.6
N -M OA0RB (5.6)

whereo, andop are the standard deviations of the templdtend the search windows,
respectively. The summation is performed over all valuesaridy which make up the template
window. A and B stand for the mean values of the windows. Goy) is the covariance of the
lags in thep (x direction) andg (y direction). The relative displacemef, ¢) between the
template and the search windows of the sequential scenes tbecross correlation has its
maximum value determines the advective velocity vectothimway the displacement speed
and its directionp can be computed by

mCL.fEA 2 mal’A 2
LV :c)A;r (gmasDy) 57
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A
p = arctan (%) (5.8)

5.3 Data

531 AVHRR

Infrared images from Advanced Very High Resolution RadittnéAVHRR/3) sensors at level
1b have been used in the evaluation of the MCC method of PapEnddata has been provided
through the Comprehensive Large Array-data Stewardshspe8y(CLASS) from the National
Oceanic and Atmospheric Administration (NOAA)F4).

Currently there are AVHRR/3 sensors on the NOAA-15, 16, ¥/,19 and MetOp-A/B
satellites. The orbits are timed to allow each satelliteaieehcomplete global coverage twice per
day (normally a daytime and a nighttime view of the earthwaths of about 2,600 km in width.
AVHRR/3 level 1b data are grouped into four data types to: ARIRigh Resolution Picture
Transmission, 1.1 km, at U.S. and coastal areas), LAC (LAosh Coverage, 1.1 km, outside
the U.S), FRAC (Full Resolution Area Coverage, 1.1 km, ondgedatellites) and GAC (Global
Area Coverage, 4 km). Due to their higher resolution, HRPACL and FRAC have been
considered for the surface current retrieval with the MCGhod. With this pixel resolution
areas of 10 and 20 km resolution have been considered agjrstatnstical significance for the
retrieval of advective surface velocities.

532 HIROM-B

Data from the High Resolution Operational Model for the Baea (HIROM-B), from the
Swedish Meteorological and Hydrological Institute (SMIHLISS, have been used for compar-
ison with the MCC results of Paper D.

The HIROM-B model data used have outputs with 24 h UTC forecligepresents a 3-
dimensional baroclinic model of the North Sea and the B&l&a, designed for daily operational
use. The model is mainly forced by SMHI's operational atnmesjic model (HIRLAM), but
also by river runoff from an operational hydrological modeld wave radiation stress from a
wind wave model155. The data used was provided with a resolution of 2 nauticEs1{3.7
km) covering Skagerrak, Kattegat and the Baltic Sea area.

54 MCC evaluation

Despite the age of the MCC algorithm and the development aemecent techniques that
can be used for surface current retrieval from satellite,digé replacement has not yet been
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recognized. Thus, Paper D includes the results from theemehtation and evaluation of the
MCC method applied to water surfaces around Sweden.

It is essential for the success of the MCC technique thatwleeimages of the pair are
coregistered as accurately as possible. A rotation betweeimages reduces the matching
coherency, and a translational shift produces spuriousetkefields. In Paper D the images
were corrected by using standard Mercator map projectiadh B@0 automatically selected
control points and the global datum WGS-84. In a second dtag@nages were resampled
using cubic convolution to a pixel size of 1 km. Furthermdaed pixels were masked out and
set to zero. Pixels affected by cloud, fog or other aeroselewletected and also set to zero.
This detection was based on their higher brightness teryeravith respect to the median
temperature of the image after land masking.

The evaluation of the MCC method in the study case of Paped@2ated surface currents
on average lower than 50 cm/s with a variable agreement h&lHROM-B current estimates
depending of the resolution of the retrievals. Thus, theemnirfields detected with images
close in time (about 3 h) had in most cases a similar magnthalethe ones derived from the
HIROM-B model. However, there existed small discrepanaoigde localization of the large
current values which could be due to the observation of latmn patterns not predicted by the
model or due to errors in the MCC retrievals.

As shown in eq. §.2) several processes can affect the accuracy of the MCC sestifte
currents generated by tidal variations in the Baltic Seaiauvally small, with tidal ranges lower
than 0.5 m, because it is connected with the Atlantic baslg by the narrow strait of the
Belt Sea and KattegaR], 36]. Without the presence of wind, inertia currents, genetdug
the curved motion of the water due to the Coriolis force, aneally present in the Baltic Sea
[80]. For surface wind speeds less than 10 m/s, horizontal dsawefkertical diffusion, air-sea
heat exchanges are the dominant processes in the varidtsanface temperatures. Surface
winds greater than 20 m/s usually cause intense verticahgiglestroying the thermal feature.
Additionally, diurnal heating may also cause significarstalition of thermal features by wind
stress induced diurnal jets which transport surface thiefeadures normal to wind direction
at velocities up to 0.1 m/s for moderate windgl{}. Therefore, further work is necessary to
understand and set limits to the validity of the MCC currestineates in the Baltic Sea.
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Conclusions and outlook

This thesis focuses on the development, evaluation andsssat of an algorithm for surface
wind retrieval with satellite C-band synthetic aperturéaia(SAR) data, an application of SAR
derived surface winds for oceanography, and the evaluafian algorithm for surface currents
retrieval with infrared (IR) radiometry data.

The wind speed retrieval with SAR data was achieved with tiversion of geophysical
model functions (CMOD-IFR2, CMOD5 and CMODS5.N) using winidedtion data obtained
in two ways, from the analysis of features in the SAR imageromfa weather prediction
model. The results based on SAR derived wind directionschvimcluded the contribution of
a regularization method, were validated against in-sitasuneements. For this validation the
best performance was obtained for offshore regularized @irections using CMODS5.N, with
bias and standard deviation of &nd 25 for the wind directions, and-0.1 m/s and 1.4 m/s for
the wind speeds. A significant contribution of this work wias assessment of the SAR derived
wind directions at different resolutions with respect te thference data at coarser resolutions.
It was found that, when wind directions were obtained from3#AR data, the agreement with
the reference data improves for coarser SAR wind direc@ébnevals. Thus, the detection of
small scale features benefits from the wind direction regtifom SAR data.

The retrieval of wind directions from SAR images for oceamapipy in polar regions is
limited by the stability of the marine atmospheric boundaer (MABL). A stable MABL,
often the case for water surfaces colder than their oveglgin does not show signatures for
the wind direction retrieval normally produced by conventin the form of boundary layer
rolls. Therefore, wind directions from a weather predictmnodel were used for SAR wind
retrieval in the Amundsen Sea, Antarctica. This applicapat in evidence that SAR derived
wind speeds can be correlated with deep water velocitiespagsent higher resolution and
correlation values than equivalent evaluations with wiatdpurely derived from a weather
model. This correlation can be interpreted as a possiblaeapon for the presence of warm
deep currents which have been observed to melt the ice shielvntarctica from below, and

49



Chapter 6. Conclusions and outlook

could have effects on the general ocean circulation andesedrise.

A future improvement of the SAR wind retrieval algorithm e an adaptive selection
of wind directions from either the SAR image or a weather noblased on the evaluation
of features in the SAR image. With this, both the advantag8AR fine wind resolutions
and model data availability will be taken into account. Tiniprovement can also be of great
advantage in coastal areas, where the performance of teentrenplementation is reduced.
Another alternative will be the use of recent developmentgr@ss-polarized backscattering
models for fully polarimetric SAR data, from which the windegds can be derived. With
this, the wind direction retrieval will have both the use ebghysical model functions and the
detection of the wind aligned features (normally presemantral and unstable conditions of
the MABL) as alternatives for its derivation. Furthermotige recent and future availability
of satellite data from L-band and X-band SAR sensors, coetbwith new developments on
geophysical model functions for these frequencies, cankmised to expand the applicability
of the algorithm for SAR surface winds retrieval developethis thesis.

So far the maximum cross correlation (MCC) algorithm, inmpéated for surface current
retrievals with IR data, has only been compared with modeheges in selected examples. The
results indicated comparable current fields for evaluatiorcloud free days and time delays
of about 3 h between the pair of IR images used as a sourcedauitiace current retrieval.
However, the influence of diverse physical processes (eugnal temperature variations, tides,
inertia currents) has still to be taken into consideratind a validation against in-situ data is
still to be done. Therefore, future work will include thetstacal comparison of the current
estimates with respect to model and in-situ data for diffetene delays of the IR input data
and different correlation thresholds. With this it is exjgecto establish a protocol dictating the
applicability and limitations of the MCC current retriewaborithm in the surface waters sur-
rounding Sweden, with the expectation of a future assimitahto weather prediction models.

Future improvements of surface current retrievals migbtatber techniques and sensors.
Promising candidates are in particular SAR techniquesusaDoppler shift velocity informa-
tion, such as along-track interferometry (ATI), and Dopmentroid anomaly analysis. These
techniques were not considered for the work in this thesestduack of data and the restric-
tion of the measurements which provide only one componethiso€urrent field. Nevertheless,
these techniques are still of great interest due to themluiipes of measuring surface currents
in spatial resolutions of 0.5 to 10 km.
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