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Abstract 

In this thesis, a scalable interconnection architecture for many-core systems is proposed 

and the tradeoffs in the design of this architecture are described. Using this model we 

investigate how the other aspects of network architecture like routing strategy, routing 

algorithms, buffer space and traffic pattern impact the performance of interconnection 

network. This report also discusses the simulation environment and the trace-driven 

simulation approach used for the simulation. The traces are obtained from NAS parallel 

benchmark using the MPICH application.  

The simulation is performed for two network models 2-d MESH and CMESH. These 

models are then subjected to two different approaches of traffic injection: inject as fast as 

you can, and follow casual order for the injection.  The performance of these network 

models is then compared for the worst case scenario: inject as fast as you can, network 

backpressure maintains the flow of traffic into network. The variable message size, buffer 

space and routing algorithm are the variables for which the network performance is 

measured.  This study shows that the choice of network architecture depends upon the 

priority of the network design. Had it been just achieving lower average message latency 

regardless of area occupied, power consumed and requirement of buffer space, MESH is 

a better choice. On the other hand, for the on-chip interconnection architecture where 

space, power constraints and bufferspace plays a major role; CMESH presents a better 

choice with the expense of little more router computation complexity and greater average 

message latency.  
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1. Introduction 

Multicore architectures promise to track the projections of Moore‟s Law by a doubling of the 

processor-core count every eighteen months. This roadmap will make it possible to build 

chips with a core count in the hundreds in the next 5-10 years.  While one of the advantages 

of the multicore paradigm shift is that one can potentially double the performance by 

doubling the core count, the memory system infrastructure must scale from a performance 

and power perspective. With this paradigm shift arise numerous opportunities and challenges 

at both hardware and software level. With the promise of delivering scalable performance by 

scaling the number of cores, the major challenge will be delivering computation performance 

that scales linearly with number of cores within the constraints of underlying technology 

within acceptable power budget[32].Another challenge is understanding the specific 

hardware and software abstraction that can enhance the performance of parallel software 

development and then finding the appropriate implementation approach to realize it. The 

multicore architectures will have heterogeneous computing cores; the reason is mainly that 

the homogeneous architectures will most likely deliver scalable performance only with 

embarrassingly parallel systems [32]. The major challenge for this heterogeneous multicore 

architecture will be to offer scalable programming model and the hardware support to realize 

it. Thus with the shift towards scalable parallel programming and hardware efficient 

communication becomes the center for high performance. Use of dedicated ad-hoc wires to 

interconnect cores on the chip is not a feasible solution for the multi-core era because they are 

costly in terms of area and delay and inefficient to realize parallel communication. This has 

opened door towards on-chip networks, where communication between the cores are 

multiplexed on shared wires[30]. The on-chip network (interconnect) is able to provide the 

scalable solution for the multi-core architectures. 

1.1. Aims and Objectives 

The aim of this thesis work is to set up the requirements to accommodate a scalable 

interconnect architecture for the multi-core systems, address implementation issues and build 

a model of it. And access the performance in context of standard benchmark NAS [12] using 

a set of parallel application, MPICH application [11] suite is used in this work. The objective 

here is to model two network architectures using 2-dimensinal mesh and concentrated Mesh 

technology, use the traces obtained from the NAS benchmark using MPICH for the 

performance evaluation of these developed models. These network architecture models are 
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designed for evaluation under two routing algorithms deterministic and adaptive. In addition 

to algorithms the effect of network traffic and the impact of design parameters are also 

studied. Based on these evaluation criteria a scalable interconnect architecture is proposed. 

1.2. Thesis Outline 

This report is organised as follows: in the second section of this report there is an overview of 

the related works in the interconnect network architecture and the challenges within the 

design of interconnection network and the areas where most research has been carried out. 

The description of the architectural model used in this thesis work is presented in the third 

section. In this section the detailed network topologies, the wormhole switching strategy, 

buffer management techniques and the routing algorithms are discussed in detail. 2-D Mesh 

and CMesh are the two topologies studied here, and deterministic and adaptive routing 

algorithms are adapted for the wormhole switching scheme in the network architecture. 

Followed by the detailed picture of implementation architecture in the section 4, the router 

architectural setup used for the implementation of wormhole switching is explained here. 

And the experimental setup for the development of realistic simulation is presented in section 

5; this section presents the overview of the traffic model used for communication in the 

interconnection network model thus developed. NAS parallel benchmarks are used for 

obtaining the traffic traces using MPICH. Section 6 presents the simulation results obtained 

using the traffic obtained from a real parallel application. The results presented in three 

categories: impact of algorithm, impact of message size and the impact of buffer space, 

Discussion and study of the results obtained from the simulation are studied in section 

7.Section 8 presents the conclusion of this research work.  This is followed by a brief 

overview for the further work in this area in the section 9and finally with section 10 for 

References.   

2. Related Works 

With the necessity of high performance processor architecture, researchers have been putting 

efforts on featuring multiple processing cores on a single chip. For a given number of cores, 

the best interconnect architecture in the multiprocessing environment depends on factors like 

power/area budget, bandwidth requirements, technology and performance objectives[1,2,12]. 

Choice of topology, switching strategy, flow-control mechanism and routing algorithms are 

such in which the system architect can play on in the design of interconnection network 
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architecture for many-core systems. For relatively fewer numbers of cores buses, rings, and 

crossbar provide a reliable solution which are utilized in IBM Cell [31] and Sun‟s Niagara 

[7]. For future many-core architectures topologies like meshes and tori provide the scalability 

needed [30].On-chip networks consume a considerable portion of the total on-chip power [6, 

2]; up to ~30% for Intel‟s 80 core teraflops network [5,3] and 36% for the RAW con-chip 

network [4,7]. In the paper published by Intel it is suggested that the design support of on-

chip networks consume almost 25% area of each tile in the many-core design [5]. Each tile 

contains a processing core with primary caches, a slice of L2 cache, and a connection to the 

on-chip network [29]. 

There have been several studies and evaluation in the design of power efficient, scalable 

interconnection network architecture with reduced area. This section presents a brief 

overview of research work done in the design of scalable interconnection architecture. 

Mutsunori Igarashi et. al. in [31] have designed a diagonal-interconnect which is 

characterized by pervasive use of diagonal wiring. Their diagonal-interconnect achieves 20% 

path delay reduction and 10% area reduction. 

J. Balfour and William J, Dally in paper [17] have proposed a concentrated mesh architecture 

which offers a improvement by 24% in area and efficiency and improvement by 48% in 

energy efficiency over other architectures like Mesh, Tree and Torus evaluated in their study. 

A Multi-commodity flow (MCF) is proposed on paper [25] to find the throughput for 

multiple different routing architectures. It explained “the throughput is limited by the 

capacity of middle row and column in the mesh and a flexible chip shape provides around 

30% throughput improvement over a square chip of equal area.”[25] 

Study by Magnus Ekman and Per Stenstrom in their paper [26] explores the trade-offs 

between issue width of cores and the number of cores with respect to performance and 

energy. They have found that with the increase in number of cores, the reduced power 

consumption in the cores is overwhelmed by the increased power consumption in the on-chip 

memory system.  

A dragonfly topology [27] proposed by William J Dally et.all. a group of high-radix router is 

used as virtual router in order to increase the effective radix of the network. The dragonfly 

reduces the cost by 20% in comparison to flattened butterfly and by 52% in comparison to 

flooded Clos network with configuration > 16K nodes. 

Jingcao Hu and Radu Marculescu in their paper [28] propose a deadlock-free deterministic 

routing algorithm which minimized the total communication for solving problems with 

mapping and path allocation routing in regular tile-based NoC architectures. They “formulate 
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the problem of energy/performance aware mapping, in a topological sense, and show how the 

routing flexibility can be exploited to expand the solution space and improve the solution 

quality.”[28] 

As the tori and mesh promise to give the scalability needed for the future multi-core systems, 

this study is to take the CMESH and 2-D Mesh network topologies and study the impact of 

routing algorithms, buffers space and packet size in the network in their overall performance.  

This study takes the measure of average network latency over the throughput using the worst 

case scenario i.e. the network is congested with traffic. The only control mechanism is the 

network backpressure which puts a limit to the traffic that can be injected into the 

interconnection network underneath.  
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3. Model Description 

This section is used to describe and analyze components of the network design.  The focus 

will be on the theoretical aspects and develops the notation that will be used in the subsequent 

development and the analysis of the model. The following components of the network design 

are the ones: 

 Topology 

 Routing Algorithm 

 Switching Strategy 

 Flow Control Mechanism 

3.1. Topology 

The topology determines the physical layout of the connections between the communicating 

nodes in the network. The proposed model has been designed using both 2 Dimensional 

Mesh and Concentrated Mesh topologies. 

In a mesh network, the nodes are arranged in a k dimensional lattice of width w, giving a total 

of w^k nodes. Here k = 2 for the 2 dimensional array. Communication is allowed only 

between the neighbouring nodes. All the interior nodes are connected to 2k other nodes.  

3.1.1. A8x8 2-Dimensional Mesh: 

The 2D mesh Topology[17] is an example of a direct network or point-to-point network. It 

consists of a set of nodes, each node being directly connected to a subset of other nodes in the 

network. In a 2-Dimensional Mesh network, nodes at the boundaries are connected to 

immediate 3 neighbouring nodes whereas the ones in the middle are connected to 4 

neighbouring nodes. The nodes represent the cores.  Each node has a local router associated 

with it where the router handles the message communication among the nodes.  The topology 

used in this model has a bidirectional channel connection neighbouring nodes. Each router 

supports a number of input and output channels. Internal Channels connect the local 

processor to the router. External Channels are used for communication between the routers. 

By connecting the internal channel to the output channel of the other nodes the direct network 

is defined. Figure 1 presents the graphical representation of the 2-Dimensional Mesh. 
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3.1.2. A Concentrated Mesh Topology: 

CMESH topology[17] provides a network with a more compact overview of nodes thus 

reducing overall network space. CMESH takes the benefit of improving network performance 

by reducing maximum distance across the network, and increasing the buffer size. The large 

router services more than one node and thus it reduces the number of routers in the network. 

CMESH comes with the benefit of reducing effective distance within the network, as with 

each jump on router the packet moves two nodes close to the destination. CMESH has a 

compact layout with a larger router servicing multiple nodes, it has reduced wire length and 

overall reduced network space as well as wider channel width.  

 

 

 

 

 

 

 

 

 

 

The CMESH architecture as shown in Figure 2 comes with each router having four local 

connections with neighbour nodes. Thus the neighbours can communicate through a single 

router which reduces the communication latency. However it comes with the price of 

increased computation latency for the router with each router having to perform the routing 

and arbitration for the packets from all the four local cores  

Figure 1: 2D Mesh Architecture Figure 2: CMesh Architecture 
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3.2. Routing Algorithm 

The network architecture is experimented using both deterministic routing and Adaptive 

Routing algorithm.  

Deterministic routing algorithms always choose the same path between x and y even if there 

are multiple available for the routing. These algorithms ignore the path diversity of the 

underlying topology and thus are inefficient at load balancing. However due to the fact of 

easy implementation and easy to make deadlock-free network they are quite common in 

practice. Dimension-order routing is one example of deterministic algorithms which is 

studied here. This routing algorithm routes packets by following strict increasing or 

decreasing order while crossing the dimension in the XY network, reducing the offset to zero 

before starting routing in the another offset of other dimension. 

Deterministic (Dimension Order) Routing in a 2 D Mesh: 

0 1 2 3

4 5 6 7

9 11

12 13 14 15

108

Destination node

Source Node

Selected Channel

 

Figure 3: Dimension Order routing algorithm in 2-D Mesh [8] 

In this algorithm, the packets are first routed in the X-direction and then in the Y-direction. 

Figure 3 depicts the dimension order routing. The packets source node 0 routes packets in the 

X-direction towards destination node 10. The packet first traverses in the X-direction till the 

x-offset reaches to zero, then from node 2, the packet is routed in the Y-direction till it 

reaches destination node 10. 
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Algorithm: XY Routing for 2D Meshes [8] 

Inputs: Coordinates of current node (Xcurrent, Ycurrent) and destination node (Xdest, Ydest) 

Output: Selected output Channel 

Procedure: 

Xoffset = Xdest - Xcurrent 

Yoffset = Ydest – Ycurrent 

If Xoffset < 0 then 

 Channel = X-  

Endif 

If Xoffset > 0 then 

 Channel = X+ 

Endif 

If Xoffset = 0 and Yoffset < 0 then 

 Channel = Y- 

Endif 

If Xoffset = 0 and Yoffset > 0 then 

 Channel = Y+ 

Endif 

If Xoffset = 0 and Yoffset = 0 then  

 Channel = Internal (the local node) 

Endif 

 

In the psuedocode above the xoffset and yoffset are calculated at each node as the packet 

traverses through the network. The path selection for the packet is made first in the X-

direction till xoffset reaches zero and the packet traverses in the Y-direction till yoffset 

reaches zero. When both the xoffset and yoffset are, the packet has reached the destination. 

 

Duato’s Fully Adaptive Routing Algorithmin a 2-D Mesh[8] 

For the Adaptive routing algorithm, Duato‟s fully adaptive routing algorithm [8] is used in 

this thesis work. As shown in the psuedocode below each physical channel is split into two 

virtual channels a and b. Xa+ and Xb+ denote the virtual channels a and b respectively in the 

positive direction of X dimension. Similarly, other Xa- and Xb- for the negative direction of 

X dimension. Similar notations are used for the other Y dimension.  

Inputs: Coordinates of current Node (Xcurrent, Ycurrent) and destination node (Xdest, 

Ydest) 

Output: Selected Output Channel 

Procedure: 

Xoffest = Xdest – Xcurrent 

Yoffset = Ydest – Ycurrent 
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If Xoffset < 0 and Yoffset < 0 then 

 Channel = Select (Xa-, Ya-, Xb-)  

endif 

if Xoffset < 0 and Yoffset > 0 then 

 Channel = Select(Xa-,Ya+, Xb-) 

endif 

if Xoffset < 0 and Yoffset == 0 then 

 Channel = Select (Xa-, Xb-) 

endif  

if Xoffset > 0 and Yoffset < 0 then 

 Channel = Select(Xa+, Ya-, Xb+) 

endif 

if Xoffset > 0 and Yoffset > 0 then 

 Channel = Select (Xa+, Ya+, Xb+) 

endif  

if Xoffset > 0 and Yoffset == 0  then  

 Channel = Select(Xa+, Xb+) 

endif 

if Xoffset == 0 and Yoffset < 0 then 

 Channel = Select (Ya-, Yb-) 

endif 

if Xoffset == 0 and Yoffset > 0 then 

 Channel = Select ( Ya+, Yb+) 

endif 

if Xoffset == 0 and Yoffset == 0 then 

 Channel = Internal 

endif 

 

In the pseudocode above for the adaptive routing algorithm, the xoffset and yoffset are 

calculated at each node as the packet traverses through the network. If xoffest and yoffset are 

not equal to zero, the choice for path selection is first looked into the two virtual channels in 

X-direction. If these virtual channels are not free, then the selection is made towards the Y-

direction. When the xoffset is equal to zero, the path selection is made towards the virtual 

channels in Y-direction. When yoffset is equal to zero, the path selection is made towards the 

virtual channels in X-direction. 

 

3.3. Switching Strategy 

Wormhole switching strategy[16] is used in the proposed model development. In wormwhole 

switching, a packet is divided into flits, flit is the unit of message flow control [8]. The head 

flit contains the routing information, Body flits contain the data to be transferred and the tail 

flit to notify the end of the worm transfer. This switching technique helps to achieve low 

latency as the routers forward the header of the packets as soon as it is received without 

waiting for the tail packet to arrive. Packet flits are pipelined through the network in 
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wormhole switching. This technique is extensively used in high-performance parallel 

computer networks [28].  

 

3.4. Flow Control Mechanism 

In this network architecture both bandwidth and the buffers are allocated in units of flits and 

thus the Wormhole Flow Control [9] mechanism is used. When the head flit of the packet 

arrives at a node it acquires three resources a channel for the packet, one flit buffer and one 

flit of channel bandwidth before it can be forwarded to the next node along the route. Body 

flits of the packet use the channel already acquired by the head flit and so it needs to only 

acquire the flit buffer and the flit of the channel bandwidth to advance. The tail flit is handled 

just like the body flit; also it releases the channel as it traverses through the network.  

The channel holds the state needed to co-ordinate the handling of the flits of a packet over a 

channel. This state identifies the output channel of the current node for the next hop of the 

route and the state of the channel. The state of channel can be in three states idle, waiting or 

active. 

3.5. Buffer Management 

The network architecture uses ack/nack based flow control for the buffer management and 

backpressure. With this kind of flow control, there is no recordkeeping of the individual 

buffer state of the upstream or downstream router. The router in the upstream sends flit 

optimistically to the downstream router. If the bufferspace is available in the downstream 

router, it accepts the flit and send an acknowledge (ack) to the upstream node. If the buffer is 

full, the flit is dropped and a negative acknowledgement (nack) is sent to the upstream router. 

The upstream router holds each flit until an ack is received from the downstream router. For 

the flit who received nack , the router retransmits the flit. 
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4. Model Development 

4.1. Router Architecture 

The router functionality is divided into two sections: datapath plane and the control plane. 

The Datapath plane handles the storage and movement of the data flits and it consists of the 

input buffers, switch and output buffers.  The control buffer controls the flow of the flits 

through the components of the datapath plane, it also performs route computation, channel 

allocation and switch allocation. The Figure 4 is the block diagram of router architecture for 

wormhole router architecture: 

Router Channel Allocator Switch Allocator

Input Unit

Input Unit

Output Unit

Output Unit

G O C

G O C

G I C

G I C

Switch

Figure 4: Router Architecture[9] 

 

 The flits arrive in the input unit of the router and are stored in the buffer allocated in the 

input units. The input unit also contains the information about state of the output channel 

allocated for it, there are three states fields allocated to track state of the output channel 

allocated for the particular input channel. The three states are: Global State, Output Channel, 

and Credit Count.  

Before advancing the flit, first the route computation is performed to determine the port for 

the routing. After the output port is determined, the flit then requests an output channel from 

the channel allocator. Once the route is determined and the channel is allocated, the flit is 

then forwarded over this output channel using the switch allocator. At last, the output unit 
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forwards the flit to the next router in the destination path. Route computation is done for 

every head-flit received which corresponds to every packet also the channel allocation is 

done only for the head flit. The reserved channel is released after the tail flit is routed from 

the router.  

4.2. The Router Pipeline 

The Gantt chart demonstrating the pipelining of the typical wormhole router channel is 

shown in Figure5.  

RC CA ST

ST

ST

ST

Stage

Head Flit

1 2 3 4 5 6

Body Flit 1

Body Flit 2

Tail Flit

 

Figure 5: Pipelining routing of a packet[9] 

The router pipeline begins upon the arrival of the head flit into the input unit of the router. 

Upon the arrival of the headflit into the particular input unit of the router, the state of the 

input channel for that particular unit is changed to occupied, i.e. „active‟ from previously 

„idle‟ state. In the next stage, the head flit undergoes the router computation and then Channel 

Allocation. The other stages are Switch Allocation and Traversal.  The route computation is 

performed using the information stored in the headflit.  After the route is calculated, the 

headflit now goes through output channel allocation stage. If the channel is unoccupied and is 

ideal then only the head flit is allocated the channel. Otherwise, it is stalled and waits for the 

next cycle till the channel is empty and ideal. When the channel is allocated to the head flit, 

the flit traverses the switch and is stored in the buffers allocated for the output channel, i.e. 

output unit. Whereas, for the body flit and tailflit, they just follow the route already created 

by the headflit in a worm like structure until they encounter a stall, which is the case when 

the channel buffer is not empty. When the tailflit leaves the input unit, on the way out the 

channel state is set to ideal.  
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4.3. Router Datapath Components 

The Router Datapath components include input buffer, switch and output unit.  Input buffers 

hold the flits till the output channel; switch bandwidth and channel bandwidth are available. 

Input buffers in this architecture are partitioned across the physical channels. For Each buffer 

partition, storage is dynamically allocated using lists from the C++ Standard Template 

Library [10]. Crosspoint switches are implemented for this architecture. Crosspoint switches 

provide the excess bandwidth or speedup to simplify the allocation problem [9]. 

4.4. Buffer Organization 

Buffers are used by the flow control protocol for the allocation of space to store the flits 

awaiting the channel bandwidth to depart the routers.  

4.4.1. Buffer Data Structures 

A data structure is used to keep track of where the flits and packets are located in the memory 

and manage memory. Lists from the C++ Standard Template Library are used here for the 

store of flits and packets. Lists are implemented as doubly-linked lists. Doubly linked lists 

can store each of the elements they contain in different and unrelated storage locations. The 

ordering is kept by the association to each element of a link to the element preceding it and 

link to the element following it. 

The advantages of these structures are[10]:  

 Efficient insertion and removal of elements irrelevant of the location in the list 

 Efficient moving elements and blocks within the list or between different list 

4.5. Switches 

Crossbar switches are used in this study. The nxm cross bar switch can connect any of the n 

inputs to each of the m outputs. Speedup is the major advantage and the purpose of using 

cross bar switching technique used in this project. 

Input 0 Output 0

Input 1

Input 2

Input 3

Output 1

Output 2

Output 3
 

Figure 6: Symbol for 4x4 Crossbar Switch[9] 
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5. Development of Realistic System Simulation 

In order to evaluate the performance of the interconnection network architecture it is 

important that the simulation is performed using realistic data samples. The aim here is to 

design the interconnection network architecture for the multi-core systems thus the traffic 

patterns of a real parallel computer system is necessary to draw the realistic conclusion about 

the performance evaluation of the proposed architecture model. For the realistic simulation of 

the proposed model, here the traces obtained from the actual parallel application are used.  

The target parallel application here MPICH [11] is run in a computer and the traces thus 

obtained from the application running are feed into the simulation of the network model 

developed.  

5.1. Traces from MPI Applications 

MPICH[11] is a standard programming interface for parallel applications whose process 

communicate using message passing. The profiling mechanism provided by the MPI standard 

allows users to intercept all calls to the MPI functions. The traces of applications are 

generated using this profiling mechanism as defined in the MPI standard.  

5.2. Generating Trace file 

The traces are obtained using the MPE. MPE is a collection of libraries and tools, which is 

included in the MPICH distribution package that is used to generate and analyze the traces of 

any parallel applications. The profiling mechanism defined in the MPICH standard that 

allows intercepting all calls to MPI functions is used to generate the traces of parallel 

applications. The parallel application used here are the standard NSA parallel benchmark. 

 Why NAS Benchmark? 

The CG Kernel of NAS parallel benchmark solves an unstructured sparse linear system by 

the conjugate gradient method. CG benchmark uses the inverse power method to find the 

approximate of the largest Eigen value of a symmetric positive definite sparse matrix with 

a random pattern of non-zero[12]. The NPB suite can be compiled and run for various 

problems sizes which are defined by the several classes: S, W, A, B, C, D of which S is 

the smallest and D is the largest.  Larger problems use larger data structures and thus 

resulting in heavy message size for the node to inject into the network.  

Using trace-enabled MPICH application a trace file is created which consists of a set of time-

stamped records describing the behaviour of the application during its execution. The trace 

record consists of two records for each MPI function invoked by the application process, one 
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when the process calls the function and the other when the function returns. Only the point-

to-point operations are taken for the record of message interchanges.  Two record entries are 

created for each message generated, one when it is created and the other when it is received. 

The basic message structure in the trace-records looks like this: 

 Identifier 

 Timestamp 

 Record Type (send or receive) 

 Identifier (which consist of either destination or the source) 

 Message Tag  

 Message Size 

Analysis of Application Traces: The data trace obtained from the application consists of 

long and short messages: 

 4 are long 14 KB messages 

 3 are short 8 B messages 

Visualization of the trace of Conjugate Gradient Class A with 64 processes (CG.A.64) shows 

that it consists of series of iterations, each of them with the following phases [14]: 

1. An Entry of messages in the network: Each node sends and receives 7 messages. The 

first 4 being the very long messages each 14 KB and the remaining 3 being short 

messages of size 8B. The first two long messages traverse to the nearby neighbour 

nodes and the remaining two to the nodes at a longer distance. As with the short 

messages, the first one travels to the distant node and the remaining two travel to the 

nearby nodes.  

2. A minimum duration of computation stages. 

3. Another phase involves interchange of very short messages. 

4. A longer computational stage. 

Conjugate gradient shows long communication-synchronization chains [14].  A message 

sending event is executed only after the reception of another message by the node. The chains 

are of varying lengths 7 in phase 1 and 3 in phase 3 [14].  

At the same time, the network simulation never has a very large number of messages 

travelling simultaneously. For the CG suite, any delay in injecting message into the network 

results in further delay in the injection of messages that are related to it.  
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5.3. Using Traces to Feed Simulation 

In order to provide a real communication workload to the interconnection network simulator, 

the following assumptions are made:  

- The trace file should contain the exactly same number of communicating process as the 

number of nodes simulated in the interconnection network. In this work, the processes the 

trace and the nodes of the interconnect network are arranged in the consecutive order. The 

process n goes to the node n of the simulated interconnected network.  

- Interconnection network simulator deal with the exchange of packets.  The Application 

generates messages of variable size and now it is the job of simulator to split those 

messages into packets of certain sizes and interject into the network. The size of the 

packets is determined by the type of networking technology used in the network simulator. 

For this interconnection network we are considering the fixed size packets. 

5.3.1. Approach one: Inject as Fast as you Can 

This is an unrefined and crude approach to feed network simulation with the events taken 

from the trace file.  

- All the states recorded in the trace events are ignored except for the MS (Message Sent).  

- The trace events from the trace file are injected into the list created for each node which is 

arranged with the timestamp order. Each node is then subjected to inject messages from its 

list into the network as fast as network can accept them.  Timestamp is used to impose an 

order while the injecting packets into the network. In this case only the Network 

backpressure modulates the injection of message into the network. 

This approach is suitable for the measure of network performance.  The network is stressed 

with the packets and thus making it the bottleneck for the network. It can then be measured 

how fast the network can deal with the given workload.  

  



17 
 

5.3.2. Approach two: Follow Casual Order 

The first approach which injected the message packets into the network as fast it can but it 

did not take care of the casual relationships between the messages. In real parallel application 

the process stalls while waiting for the message to be delivered. The application resumes the 

execution only after the message arrives.  

- The trace events in the trace file contains the state records, MS(Message Sent), 

MR(Message Receive), timestamp, destination process address and the source process 

address. We use MS and MR for the order of message interchange in the network, and 

the timestamp is used to impose the order of message injection into the network. 

- The event traces from the trace file is fed into the node record list for each node #n. The 

record list (an “event queue”) consists of <n timestamp MS destination size> and <n 

timestamp MR origin size> records.  

- In each node, a receipt list is created to hold the message delivered to it by the network. 

- At each node, the following course of action takes place:  

- If the first message in the record list is a Message Sent, it is removed from the list and is 

injected into the network. 

- If it is a Message Receive, first check if a corresponding message with the matching 

origin, destination, size and tag is in the receipt list of the node. If the message is there, 

remove both entries else nothing is done.  

- When the network delivers a message to the node, it is stored in the receipt list. 

The purpose of MR record is to get the simulator network to work like a real parallel 

application which stalls until the corresponding message is actually received from the 

network. The process is depicted in the Figure 7: In the Figure, the node 7 cannot advance 

because it is waiting for the message from the node 1 even if the message from the node 1 is 

already received. Whereas the node 1 can advance further with sending message to node 

2from its send event queue because the message from node 7 has already been delivered to it. 

This process of communication simulates the actual process of message communication in 

the real application which complies with the casual relation between the receipt of message 

and the subsequent message send triggered by it.
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Figure 7: Casual Order flow Control Data Structure[14] 

5.4. Interconnect Network Simulator: 

The implementation of the network simulator was done in C++ since the object oriented 

prototypes mapped very well in defining different modules of the simulator. The interconnect 

networks consisting of both CMESH and MESH were implemented using the two 

dimensional array structure in C++. The simulate class creates a mesh of two dimensional 

array for both switches and nodes(here local core are represented using the nodes): 

class simulate{ 

int xpos,ypos,Npos,Wpos,Epos,Spos; // N,W,E,S represent North, West, East 

int count,pos, k, j, neighbor;               // South Neighbour Switches 

public:  

 simulate(node* [],switches* []); }; 

simulate::simulate(node *node_p[],switches *switch_p[]) 

The class called simulate then maps the local nodes with its corresponding router in the 

network and similarly defines the neighbouring router for every router in the network 

depending upon the topology used. The ports switch-to-switch, node-to-switch, switch-to-

node are created using C++objects which are the C++ implementation for the physical 

channels of the real interconnect architecture. The Class definitions for the ports are as 

follows: 

class switch_port{ 

  switches *owner; // in this code switches corresponds to the router 
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  public: 

 switch_port(switches *own);}; 

class node_to_switch_port{ 

switches *owner;  

  public: node_to_switch_port(switches *own);}; 

class switch_to_node_port{ 

  node *owner; 

 public:switch_to_node_port(node *own);}; 

Each node and switches has their individual implementation of ports classes.  

For the objects of type switch_to_node_port which is created for every router, owner is the 

local node which is used by the local router (here switch) to inject the packets received from 

the network.   

For objects of type node_to_switch_portevery node creates objects of this type with owner 

pointing to its local router which then it uses to send the packets into the network for routing 

to the designated node in the network. 

For objects of type switch_port, every router creates objects of this type with owner of type 

router pointing to the neighbouring router in the desired position which then it uses to route 

the packets within the network. 

The main function sim_start() starts the simulation; creates the mesh, initialize nodes, routers 

and switches; parses the trace file obtained from MPI Application. The trace file is split into 

timestamp-order lists, one list per simulated node. 

The input and output buffers in the routers are implemented using lists in the C++ Library. 

The list takes two template parameters in their implementation in the C++ Standard Template 

[10]:  

Template<class T, class Allocator = allocator<T>>class list; 

Where the template parameters have flowing meaning: 

T: Type of the element 

Allocator: Type of the allocator object used to define the storage allocation model. By 

default, the allocator class template for type T is used, which defines the simplest memory 

allocation model and is value-independent. 

Inserting to the list is performed using push_back()function, removal using pop_front() 

function. The C++ code snippet for the input data structure looks like following:  

if(buffer_queue.empty() && Output_Channel->Status == -1){ 
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 msg_waiting_queue.pop_front(); 

 Headflit = new flit_pkt(); 

 Tailflit = new flit_pkt(); 

 Headflit->next = Tailflit; 

 Tailflit->next = NULL; 

 buffer_queue.push_back(Headflit); 

 while(i < (msg_size / flitSize )){ 

  Bodyflit = new flit_pkt(); 

  Bodyflit->type = 0; 

  if(i == 1){ 

   Bodyflit->next = Headflit->next; 

   Headflit->next = Bodyflit; 

   Previousflit = Bodyflit; 

  }else{ 

   Bodyflit->next = Previousflit->next; 

   Previousflit->next = Bodyflit; 

   Previousflit = Bodyflit; 

  }buffer_queue.push_back(Bodyflit); 

  i++; 

 }buffer_queue.push_back(Tailflit); 

The simulator runs in two stages: 

1. The update phase: 

Node: The packets received from the trace file which are queued in the Event queue are 

serviced in the FIFO order. If the queued message first in priority is a Send Message it is sent 

for packtization which divides the packet into flits. The flits are then queued in the output 

buffer queue for injection into the local router. Similarly, if the input buffer queue if it 

contains any packet flits received from the local router, the router checks if the flit arrived to 

the right destination and removes the flit from the input buffer and store in its local buffer till 

the tailFlit is received. Upon the receipt of tailFlit the Message Received event is logged into 

the Event Reception List.  

If the Message queued in the Event Send queue contains Message Receive the node then 

checks if the desired message is already there in the Reception list. If the message is already 

received then the Messages from both the Reception List and the Event Send queue both are 

removed and it increments the message received log by 1.  
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The flits are of three types:  

HeadFlits:  contains the routing information such as address of destination node, message 

size, timestamp and the sender identification. 

BodyFlits: Contains the data information to be carried to the destination 

TailFlits: Contains the end of packet notification.  

Router (Switch): The routerfirst checks if its output buffer has any packet flits queued in it. If 

there are any flits stored into the output buffer it then checks if it is the headflit, bodyflit or 

the tailflit. 

In case of a head flit: it is sent for channel selection which does the routing calculation and 

the arbitration of the flit to the selected channel. If the channel in the desired direction is 

available the flit is then pushed into the buffer of output channel in the desired direction and 

the status is set to 1. The buffer status 1 indicates that the channel is occupied and any other 

flits trying to access that channel are stalled. The buffer status -1 indicates that it channel 

associated to it is free.  

For the case of a bodyflit: only arbitration is performed since the channel is already reserved 

for this packet. If the buffer in the output channel in the desired direction is available it is 

pushed into that output buffer.  

For the case of the tailflit: it is pushed into the output buffer if the buffer in that desired 

location is free no routing is required as with bodyflit the channel is already reserved for this 

packet flit. Once the flit is pushed to output buffer, he lock on the input channel is freed the 

idea here is to set the status of the input buffer into -1.  

Code Snippet: 

If (Input_Channel->Status == 1]){ //checking if the channel is active 

If(flit_buffer.front() == 1) // checking if headFlit 

Channel_Selection(flit_buffer.front(); // send the flit for routing and arbitration 

else if(flit_buffer.front() == 0) //check for bodyFlit 

Output_buffer.push_back(flit_buffer.front() // perform arbitration 

else if(flit_buffer.front() == -a) //check for tailFlit 

Output_buffer.push_back(flit_buffer.front() // perform arbitration 

Input_Channel->Status = -1 // Release the input channel free 
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2. The communicate phase: 

Node: In the communicate phase of the node, the node ejects the packet flits queued in the 

buffer of output channel into the local router for routing into the destination node. First the 

node checks if its output buffer contains any packet flits, it then ejects the flits from its output 

channel‟s buffer into input buffer of its local switch through one of its node_to_switch port.  

Router:  In the communicate phase of the router, the packet flits queued up in the buffer of 

the output channel are then ejected into the corresponding neighbouring routerof each output 

channel that is connected to neighbouring router through the switch_to_switch_port. The 

switch_to_switch_port upon the receipt of flit for delivery into the neighbouring switch of the 

respective direction pushes the flit into the buffer of the input channel of the respective 

neighbour switch. 

The simulator runs the simulation until all the input and output buffers of both nodes and 

switch in the network are empty, i.e. all the message are delivered to the destination nodes.  
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6. Analysis of Performance Measures 

The Performance for the proposed model is measured on the basis of: 

 Impact of Algorithm  

 Impact of Buffer Size 

 Impact of Message Size 

6.1. Impact of Algorithm:  

 

Figure8: Performance of Different network topology under deterministic and adaptive routing 

algorithms 

 

The simulation was carried out for the 2-D Mesh topology 8x8 matrixes and 8x8 

Concentrated Mesh matrixes both for deterministic and adaptive routing algorithm.  From the 

above graph, the performance of Adaptive routing algorithm for the 2-dimensional 

deterministic algorithm appears to exceed the deterministic routing algorithm till the accepted 

traffic per node was 0.6 flits per cycle. On the other hand, for the Concentrated Mesh 

network, the deterministic routing algorithm appears to perform better than the adaptive 

algorithm up until the accepted traffic was 0.2 flits per cycle. But then the average latency for 

the deterministic routing steeply rises for the deterministic routing, whereas it remains 

considerably constant for the wider range of average accepted traffic with adaptive routing.  

From above, to achieve the best performance with the controlled the average accepted traffic 

the adaptive routing is the better solution.  
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The adaptive routing algorithm in 2-D Mesh gives better performance in comparison to the 

CMesh; trade-off is with area and buffer-space. The 8x8 matrix in 2-D Mesh has a total of 64 

routers which cover the area 4 times that in an 8x8 CMesh which has only 16 routers in the 

network. With the increase in number of routers the demand for the buffer-space 

simultaneously increases. Thus CMESH in our interconnection network, provides a huge 

advantage in terms of area and minimizing buffer-space in comparison to 2-dimensional 

Mesh topology.  

1.2 Impact of Buffer Space: 

 

Figure 9: Effect of Buffersize. Plot shows the average message latency versus normalized 

accepted traffic for the fully adaptive Routing Algorithm 

In this graph, as expected, the average message latency decreases with the increase in buffer 

size. However, the impact of buffersize on performance is small when the buffersize is kept 

at 2, 3 and 4. These higher buffersize though show significant change in message latency as 

compared to that when it is 1. The buffersize is designed to maintain equal distribution for 

both input and output buffer space.  

Increasing buffer capacity does not increase performance significantly if message packets are 

longer than the diameter of the network times the total buffer capacity of the virtual channel. 

The reason is that the blocked packet keeps all the channels it previously reserved regardless 

of the buffersize [8].  

  

0

100

200

300

400

500

0 0,2 0,4 0,6 0,8 1 1,2 1,4

A
ve

ra
ge

 M
es

sa
ge

 L
at

e
n

cy

Normalized Accepted Traffic

Impact of BufferSize

Buffer Size 1

Buffer Size 2

Buffer Size 3

Buffer Size 4



25 
 

1.3 Impact of Message Size:  

 

Figure 10: Effect of Message Length, the plot shows the average accepted Traffic versus 

normalized accepted traffic for fully adaptive routing algorithm in 2-dimensional Mesh network 

It was observed that the average message latency is smaller for the traffic with longer 

message size than the smaller ones. It is seen that the fully adaptive routing algorithm 

performs comparatively better for the longer messages. The reason is because that the 

messages are pipelined. Data flits can advance faster than the header flits because headers 

have to undergo routing computation by the route allocator, wait for the output channel to be 

allocated , and also be stalled in case of an occupied channel. Thus when the header reaches 

the destination node, the data flits can transfer faster which in turn favours the longer 

messages[9].  
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7. Discussion and Analysis 

This section of the document presents the discussion and results of the above performance 

analysis. The focus here is to contrast the performance of the networks architecture for 

different algorithms and provide the insight into the merit of each. Also the effect of design 

patterns and the type of traffic on the network is also discussed.  

The effect of Routing Algorithm on regular topologies with uniform traffic is rather small 

[11] since this study involves the irregular traffic pattern obtained from the real parallel 

application the effects are quite distinct.  Figure 8 presents the relative performance model for 

the CMESH and 2D Mesh network topology for adaptive and deterministic routing 

algorithm. The adaptive routing algorithm considerably improves performance over the 

deterministic routing algorithm for both CMESH and 2-D Mesh topologies. However it can 

be noted that adaptive routing in above Figure.8 does not reduce latency as compared to the 

deterministic routing when the traffic is low to moderate. This is because the traffic 

contention is low and the average latency is little better for the deterministic algorithm. The 

reason for this is that both the algorithms opt for the minimal paths, the slight increase in 

latency for the adaptive routing can be explained for its routing complexity.  The choice of 

routing algorithm in real parallel applications is determined by the application requirements.  

Thus if the traffic produced by the application does not saturate the network then the choice 

of adaptive routing algorithm over deterministic algorithm does not produce such increase in 

performance. This is explained when the network traffic follows casual order. In this 

approach, the network traffic is maintained by the strict order of message receive and send 

i.e. message send in the event queue is blocked until the receive request that is in top of the 

event queue is not fulfilled as shown in the Figure 7.   

Another limiting factor for the performance is the injection limitation mechanism [9]. As it 

can be observed in the above graph in Figure 8 for the measure of algorithmic performance 

measure, the average latency for the adaptive routing algorithm for both the topologies 

degrades rapidly when the injection of traffic or the average throughput reaches a limit. This 

saturation limit in the applied load should be carefully watched and maintained to achieve the 

best performance out of the adaptive algorithm for both topologies. This can be achieved by 

following some kind of injection control mechanism which does not allow the injection of 

traffic in the network beyond the saturation limit.  

The effect of buffer size for wormhole switching does not show such significant changes after 

a certain threshold buffer value as seen from the above graph in Figure 10. Especially with 
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short messages this is even more evident [8, 9]. The trace file used for the traffic injection in 

the above simulation however has heterogeneous traffic with varying message sizes the 

details are already mentioned in above section 5.2. In the case of very long messages, the 

increase in buffer size can show effect only when the buffers are deep enough to allow the 

message packets leave the source node and release the occupied channels. The distribution of 

the packet source-destination distribution also affects the occupancy of the buffer-space, the 

localised packets, i.e. the ones near to the source node, are prevented from leaving the source 

node before reaching the destination even while deep buffers are used.  Thus it can be noted 

that in most of the cases while using the wormhole switching strategy, small buffers are 

enough to achieve the good performance.  

The adaptive routing algorithm in 2-D Mesh network topology gives better performance in 

comparison to the CMesh network topology; trade-off is with area and buffer-space. The 8x8 

matrix in 2-D Mesh has a total of 64 routers which cover the area 4 times that in an 8x8 

CMesh network which has only 16 routers in the network. With the increase in number of 

routers the demand for the buffer-space simultaneously increases. With the implementation of 

CMESH network topology in our interconnection network, provides a huge advantage in 

terms of area and minimizing buffer-space in comparison to 2-dimensional Mesh topology. 
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8. Conclusion 

This project work has been aimed at developing a scalable interconnection architecture for 

the future multi-core systems. Two network topologies have been chosen for this study, and 

are evaluated for their performance with two routing algorithms: deterministic and adaptive 

routing algorithms. The wormhole switching strategy is chosen for the interconnection 

networks due to its advantage over other switching schemes like circuit switching, packet 

switching which require more dedicated resource allocation.  The interconnection network 

model is simulated using the traffic taken from the traces obtained from a real parallel 

application MPICH.  

The study showed that the 2-dimensional Mesh topology performed better in achieving lower 

average message latency compared to CMESH network, in both deterministic and adaptive 

routing algorithms. While for both topologies, the average message latency was lower for the 

adaptive routing algorithm than the deterministic routing.  But also it is observed that for the 

adaptive routing algorithm, the average message latency was consistent till the average 

throughput of the network stayed below a certain point as shown in Figure 8. Thus it was 

concluded that for the best results, the average traffic injected into the network should not be 

beyond that critical level.  

In this observation, however there is a trade off between the choices of lowering average 

latency over the area, power and memory requirement put forth by the two different 

topologies. With the 2-dimensional Mesh, the area of the network increases, so with power 

and the buffer space required by each router associated with each node in the network. 

Whereas with the CMESH with the compromise in little over average message latency and 

more computation complexity for the router, there is advantage of area occupied, power and 

the memory requirement. 

 

9. Future Work 

The study here is concerned with the study of two 8x8 matrixes, 2d Mesh and Concentrated –

Mesh topologies. There many more topologies which can be studied and compared to come 

to an optimum choice for the selection of topology. The performance of any interconnect 

network is greatly determined by the routing and switching schemes used in it. The two 

algorithms: deterministic and adaptive can be re-designed and updated to produce even more 

efficient scheme. The network performance evaluation in this study are made studying the 

effect of message size in the network, length of buffer space and the impact of routing 
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algorithm. There are other factors like effect of virtual channels, deadlock handling 

technique, hardware and software support for collective communication that can be 

considered to get an even more detail picture of the performance study. The power-

consumption, area occupied by the interconnect is not measured in this study for the 

evaluation of performance.  These are few areas where this study leaves space for the future 

work.  
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