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SUMMARY 

This thesis addresses the problem of energy efficient real-time task processing in 
massive multi-core environments. A sleep mode handling method for processor 
architectures with support for per-core power gating is developed and the solution 
is inspired by cellular automata. In a cellular automaton each subcomponent has 
behavior based on local information which together makes up the behavior of the 
system. In order to evaluate the method, a simulator is tool is developed and used. 
Presented and evaluated are a set of qualitative measures for benchmarking the 
sleep mode handling policies. 

A key result is that it is possible to construct a distributed core sleep mode handling 
policy which only depends on local information e.g. the neighboring cores power 
states, and still performs comparable to policies that are not distributed. Simulation 
results show that it is possible to save a considerable amount of energy without 
extending the lateness compared to a system without power handling. 

The developed simulator tool is useful for understanding how the system behaves 
as the number of cores increases beyond 1000 and simulation results show that 
sudden changes in task load can affect lateness momentarily. 
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Chapter 1, Introduction 
Chips with hundreds of computer cores are already reality, and chips with 
thousands of cores could easily be manufactured [24]. As the number of cores 
continue to increase, the question of how to orchestrate these machines, and how to 
use them to perform maximum amount of meaningful work becomes more and 
more important. So does the issue of power consumption. The problem of how to 
schedule work packages or tasks onto such massive multi-core chips is now 
intimately connected to the question of which parts of the machine to switch on or 
off, and thereby to the question of power efficiency. 

As the Information and Communication Technology (ICT) sector grows, telecom 
vendor companies such as Ericsson face increased customer pressure regarding 
energy efficiency. With corresponding annual energy consumption in the mobile 
network infrastructure per mobile subscriber estimated to around 50 kWh [25], 
there is clearly a strong economic incentive to work actively on power efficiency 
optimization in this sector. At the same time, requirements on increased data 
bandwidth forces telecom vendors into extensive use of multi-core processors. The 
number of computer cores in a single Ericsson radio base station is even today 
typically several hundreds. 

This work considers sleep mode handling and load balancing algorithms which are 
distributed and scalable, and which as much as possible rely on local knowledge 
only, and therefore only affect the system locally. The word local, in this sense, 
would mean the core itself, and its nearest neighbors on all sides. The motivation is 
to eliminate bottlenecks in the sense of centralized shared data structures. To 
understand what we are thinking about, one could compare to a two dimensional 



cellular automaton, e.g. the one used for the forest-fire model [36] or the Game of 
Life [11]. In the case of sleep-mode algorithms, these local decisions should 
eventually lead to a predictive global system behavior in terms of power 
consumption and real-time responsiveness. 

The problem that we study is how to reduce energy consumption in massive multi-
core systems while still providing service. It will also be investigated if there are 
solutions that scale on systems with thousands of cores. 

There has been extensive research done on the field of dynamic voltage and 
frequency scaling (DVFS) as a mean of reducing power consumption for 
traditional multi-core processors [5, 13, 27, 29]. With this technique both voltage 
and processor frequency is changed dynamically in order to save power. DVFS can 
effectively reduce power in situations where full performance is not required. As 
DVFS works by only reducing the voltage, leakage current is still present. With 
power gating it is possible to reduce leakage current while still maintaining fine 
grained power management if combined with a massive multi-core processor.  

The energy efficient scheduling problem is today usually solved by a centralized 
unit managing both tasks and power. As an example, consider a system with 100 
cores and a mean task execution time of 50 µs. The centralized unit must handle up 
to 2 million status updates from the cores each second. This system is not easily 
scalable to several hundreds of cores. 

For multi-core chips with huge number of cores, it may be advantageous to go for 
decentralized control of task scheduling and sleep modes, as this would remove 
possible bottle necks of the system. This work is intended to investigate scheduling 
and power efficiency questions for such homogeneous massive multi-cores used 
for implementation of a task processing system with soft real-time requirements. A 
similar approach has been used in [19, 22] to study thermal properties of task 
processing multi-core systems, but the used scheduling and power control 
mechanism was still completely centralized, real-time behavior was not considered, 
and the number of nodes was never greater than 64. In our case the number of 
nodes can be virtually unlimited. This will give the system an often very complex 
behavior even when sleep mode handling and task processing are controlled by a 
“simple program” for each core individually. Further, no implementation of the 
studied system may yet be available. Our method is therefore to develop and study 
a simple simulator. The authors agree that it is important to judge the qualities of 
any studied system by use of quantitative measures. It can however be hard to 
foresee the system level consequences of local decisions. Analysis of such behavior 
is much helped by visualization. The simulator is therefore designed to offer such 
possibilities. 



With our simulator we show that good power saving can be achieved. We have 
managed to save 70% power of what is theoretically possible using our sleep mode 
handling algorithms. A fully distributed sleep mode handling algorithm is proposed 
and evaluated. 



 

Chapter 2, Theory 

2.1 Energy aware computing  
This section presents background theory on energy aware computing and concepts 
in real-time systems that are later used in the report. 

2.1.1 Static and dynamic power dissipation 

The power consumption of a transistor can be divided in two parts: static and 
dynamic power dissipation. Total power consumption is their sum. Dynamic power 
consumption is the power dissipated by a transistor when it is switching on and off. 
This power dissipation is reduced when there is no load on the system. Static 
power consumption on the other hand is always present even if the transistor is not 
performing any kind of activity.  

According to Nam Sung Kim et al. in the paper “Leakage Current: Moore’s Law 
Meets Static Power” [16], static power dissipation has historically had very little 
impact on the total power consumption of a transistor. But as technology evolves 
and transistor manufacturing processes improve, resulting in smaller and smaller 
transistors, the static power consumption will make up an increasingly larger 
portion of transistors total power dissipation. 

An equation explaining the relation is: 

(1) P = ACV
2 

f + VIleak 

Here A is the fraction of gates actively switching, C is the equivalent capacitance 
load of all gates, V is the supply voltage, f is the frequency and lleak is the leakage 
current. The first term correspond to dynamic power consumption whereas the 
latter term corresponds to static power consumption. This equation is presented in 
[16]. From (1) it can be seen that a change in supply voltage will have a quadratic 
effect on the dynamic power consumption. 

I leak is in itself a sum of Isub + Iox where Isub is sub-threshold leakage and Iox is gate-
oxide power leakage. The equation of the first term is: 

(2) Isub= K1We
-Vth/nV0

(1-e
-V/V0

) 

In (2) K1 and n are empirically derived, W is the gate width and V0 is the thermal 
voltage which increase as temperature increase. To reduce the leakage current of 
Isub it is possible to either set the supply voltage (V) to zero or to increase threshold 



voltage (Vth). Increasing Vth would however lead to a decrease in performance as 
presented in [16] and we will in this report only focus on power gating which 
corresponds to setting the supply voltage to zero. The gate-oxide leakage (Iox) is 
harder to reduce as presented in [16] and we will in fact not focus on this at all. 

2.1.2 Power gating 

As processor cores consume static power even though they are not utilized, an 
intuitive way to save more power is to shut them down, or make them sleep, when 
able to. This technique is called “power gating”. It is shown that in a system with 
processors (cores) that can be turned off individually there is the potential to save 
additional power  in comparison with a system utilizing DVFS alone [8]. 

Power gating is no free lunch however. There are several issues that need to be 
solved in order for the technique to be effective [14]. One drawback is that 
performance will decrease with the introduction of power gating as certain types of 
transistors used will introduce a voltage drop. This performance loss can be 
compensated for by increasing the supply voltage although increasing the supply 
voltage might completely nullify the initial intention of enhancing power 
consumption efficiency [14]. 

2.1.3 Core-individual power management 

It is possible to perform power gating on an individual core level. This technique is 
referred to as per-core power gating (PCPG). Utilizing PCPG on a general 
computing processor it is possible to save 30% more power compared to DVFS 
and up to 60% in total when used in conjunction with DVFS [18]. However, the 
use of individual power settings for every core will require as many on-chip-
voltage regulators as there are cores, which in turn increase chip complexity as well 
as chip area and manufacturing cost [14]. A way to work around some these 
drawbacks is to divide the cores into clusters and have each cluster to be power 
gated. The drawback of this approach is that a cluster cannot be shut down if it has 
any cores that are currently active and working, and thus the potential power 
savings will be less. 

2.1.4 The ski rental problem 

The ski rental problem asks the question if an occasional skier shall buy or 
continue to rent his skis under the assumption that he will break his legs on an 
unknown date. In the case of an early accident it would be more beneficial to rent 
the equipment, whereas an investment at any point in time may pay itself back in 
the long run. In computing and resource allocation the same online problem comes 
up in areas of memory caching [15] and TCP acknowledgements [10]. It is also 



applicable in power-mode handling on devices with discrete steps of power such as 
power gating on multi-processor cores. There is the question of whether an idle 
core should go to sleep or not when there is no work to perform. In short it depends 
on when it is expected that new work will arrive. 

To formalize the problem, assumed that a transition from the idle state to sleeping 
is for free but going from sleeping to idle costs a fixed amount, B, of energy. The 
idle state draws r energy units per time unit. Let T denote the unknown time that 
the system idles before work has to be done. 

An optimal algorithm knowing T at the beginning of the idle period makes the 
following decision. If T*r is greater than B, then enter the sleeping state, otherwise 
remain idle. There exists a deterministic online algorithm which is 2-competitive 
that solves the problem [3]. Being 2-competitive means that for every possible idle 
period, the energy consumed by the online algorithm is at most 2 times that of the 
optimal algorithm. The deterministic online algorithm remains in the idle state for 
B/r time units and then enter the sleeping state [3]. 

A randomized algorithm exists with expected energy consumption less than 1.58 
times that of the optimal algorithm [15]. Even less expected energy consumption 
can be achieved if the particular application (the length of the idle periods) is 
known in advance or learned online. 

2.1.5 Symmetric multiprocessor systems 

A symmetric multiprocessor system consists of two or more homogeneous 
processors which share a centralized memory. The processors communicate by 
message passing or by shared memory. 

2.1.6 Massive multi-core processors 

The homogeneous massive multi-core processor is a class of processors that have 
multiple, typically hundreds, processing units which are all interconnected by a 
communication subsystem, Network-on-Chip (NoC) [4]. The cores can have both 
shared and local memory and use common memory hierarchy employment 
techniques. A tile-based architecture is presented in Figure 2-1. 



 

Figure 2-1, The Adapteva Epiphany architecture 

The cores in a traditional multi-core architecture communicate by broadcasting on 
a shared bus. This has the consequence of not being scalable as the number of cores 
increase and closely located cores interchange data. In the massive multi-core 
processor architecture, a packet-switching and routing approach to communication 
is usually taken. This gives good scaling in the number of processors because the 
communication between neighboring cores does not have to adapt to remotely 
located ones. 

The consequences of a NoC-solution is that core-to-core communication latencies 
may be unpredictable and that a new problem is introduced into processor 
architecture design. That is the complexity of network routing. In [4] it is 
concluded that two-dimensional grid and torus are the most common network 
topologies in NoC solutions. 

Feature-wise the processing units in a homogeneous massive multi-core may 
contain anything that is suitable for the actual application. Therefore the 
implemented multi-cores can target fields such as video, network, graphics and 
cloud computing applications [4]. An overview of actual implementations of 
massive multi-cores can be found in [4]. In [20], a concept where each tile on a 
massive multi-core has its own frequency and voltage is presented. 

2.1.7 The Adapteva Epiphany architecture 

An example of a homogeneous massive multi-core processor is the Adapteva 
Epiphany architecture [2] which emphases simplicity, scalability and power 
efficiency. It consists of RISC cores tailored for floating-point operations placed in 



a two-dimensional array interconnected with a mesh network. Up to 4096 cores can 
reside on one chip. 

Each core has a local memory and has through the same address space also access 
to the memory of the other cores. A portion of the memory address is reserved for 
addressing the local memory of a specific core. There is no memory protection or 
memory hierarchy. Shared memory is transparently accessed through the NOC, but 
is affected by relaxed synchronization: the order of memory operations among 
cores may not always be deterministic. This means that the programmer must take 
considerations when working on distributed data. 

The instruction set architecture features the IDLE instruction which sets the issuing 
core in a waiting low-power state by means of clock gating. Execution is continued 
when the core is activated by an interrupt event. A per-core register contains 
information on the cores chip grid coordinates. This information can be utilized by 
algorithms that make decisions depending on location. 

2.2 Real-time computing 

In real-time computing the correctness of a program not only depends on the 
computational result, but also on the time at which the result becomes available. A 
common way to model tasks in a real-time context is to assign to each real-time 
task a set of parameters [17] as will be described here. 

A tasks release time is the point in time when the task is ready to begin execution. 
The deadline is when the task must have completed its execution. A task is periodic 
if it is released once every P time units where P is the task period. 

An upper bound on the tasks execution time is called worst-case execution-time, 
WCET. If system decisions are based on WCET it is import that this time 
estimation is realistic and tight. The complexity of calculating WCET increases 
with the complexity of both the program code and the target hardware. See [35] for 
an overview of tools and methods for calculating WCET. 

Tasks may have precedence constraints which dictate the order in which tasks are 
allowed to execute. A set of tasks with precedence constraints can be represented in 
a (directed) precedence graph [17]. 

Real-time tasks are divided into hard real-time tasks and soft real-time tasks 
depending on how strict their timing constraints are. When missing a tasks deadline 
imposes a system failure, the deadline is hard. The deadline is soft when missing a 
deadline still gives usable results but with lower quality. 



An aid in making quality measures of a systems real-time behavior is the lateness 
metric. Lateness is defined as the difference between task finishing time and the 
deadline [17]. 

2.2.1 Multiprocessor real-time scheduling 

Traditional multiprocessor real-time scheduling can be divided into two major 
categories; partitioned scheduling and global scheduling. These two scheduling 
paradigms differ in the way that tasks are distributed onto target processors and 
cores for execution [26]. 

Partitioned scheduling consists of two parts. First each task is assigned to exactly 
one core (partition) and then the tasks on each core are scheduled in isolation using 
some single-core scheduling algorithm, e.g. rate monotonic or earliest deadline 
first [26]. As tasks arrive they are placed in the local queue of the assigned core. 
No task migration is allowed so a task assigned to a certain core will always 
execute on that particular core. 

In global scheduling there exists a single system-wide priority queue where every 
task resides once it is ready to execute. A central system, scheduler, is responsible 
for distributing the highest priority tasks on cores. 

Crossings between the classes partitioned scheduling and global scheduling exists 
under the name hybrid scheduling. 

Regardless of this classification, the scheduler may be preemptive or non-
preemptive. In preemptive scheduling, an executing task may be temporarily be 
interrupted for a higher priority task to be executed. In the case of global 
scheduling, there is no guarantee that a preempted task will continue to execute on 
the same core as it previously did [26]. 

The scheduling decisions can be made either online or offline. In offline 
scheduling, task parameters are known beforehand and every decision is generated 
before the system is started as opposed to online scheduling where decisions are 
made as tasks become ready to be executed in the system. 

2.2.2 Power-delay product 

One performance and quality metric used in NoC and CMOS gate design analysis 
is the Power-Delay Product, PDP [23], [30]. The definition varies with the domain 
but common is that some average power is multiplied with a delay to yield a 
measure of energy. In the case of NoC analysis, the definition is PDP = (average 
network latency) x (Energy per packet). 



In [23], the PDP concept is extended to include the notion of reliability. This is 
done by defining “Performance, Energy and Fault-tolerance” metric 
PEF=PDP/(Packet completion probability). 



 

Chapter 3, Related work 
This section will give an overview of other publications relevant for this work. 

3.1 Thermal-aware scheduling 

Thermal-aware scheduling techniques for multiprocessor chips are investigated in 
[33]. The key concept is to monitor the thermal state of each core and assign 
processes to cores based on this information. No means of powering down 
individual cores is mentioned and a system of up to 64 cores is considered. 

It is stated that the ideal scenario given a constant workload is when all processors 
have the same constant temperature, implying zero spatial and temporal diversity. 
This is said to have positive impact on chip reliability. Given this, a number of 
scenarios where schedulers that are not aware of thermal information give 
unfavorable results are presented. One such scenario is when the chip has isolated 
areas with relatively high thermal stress giving a high temperature gradient. Also 
temporal fluctuation giving an oscillating temperature profile in a single core is 
another infeasible scenario. 

To minimize the thermal diversities the authors propose thermal-aware scheduler 
algorithms. The algorithms are suited for implementing in an operating system with 
centralized process-to-core-assignment running on a multiprocessor system. 
Scheduling decisions such as the order of processes in the ready queue is not 
considered, which has the implication that for example real-time behavior is not 
taken care of by the proposed mechanisms. 

The assignment algorithms are stateless, reactive and use input from sensors that 
monitor the temperature of each core. Being stateless means that no backlog of 
measurements is kept and that the thermal behavior of the workload is unknown a 
priory. One complication of demanding temperature sensing for each core is that 
the number of sensors increases with the number of cores. Also comes the I/O and 
driver overhead of doing the actual measuring. Though, the authors mention that 
there exist multiprocessors, for example IBM POWER5, with embedded 
temperature sensors featuring low sensing overhead. 

In the “Coolest” scheme, the scheduler assigns the process to be dispatched to the 
coolest idle core. The “Neighborhood” scheme is a generalization of the former 
where the environment of each core is taken into account. This is achieved by 
calculating for each core, a weighted sum of the temperatures of the core itself, the 
temperature of the surrounding cores, the number of idle neighboring cores and 



also the number of free edges. (A core has a free edge if it is located at the physical 
border of the chip.) The “Neighborhood” scheme can be reduced into the “Coolest” 
scheme by zeroing all weights except for the one of the target core’s temperature. 

The “Neighborhood” algorithm takes into account that a seemingly cold idle core 
in fact can being warmed up by its neighbors. On the other hand, a hot core located 
at the chip’s corner is guaranteed not to be heated by its missing neighbor and may 
also benefit from a neighboring heat dissipater. 

An extension to the above algorithms is to make decisions based on threshold 
temperature value. In this scheme the scheduler will postpone a process if it can’t 
find a core with lower temperature cost than a given threshold parameter. Among 
other things, this will affect real-time properties. Interestingly, according to the 
authors, using temperature thresholds can actually increase processing performance 
in cases where the processor uses dynamic thermal management techniques. 

The authors discuss the “future of chip multiprocessor” architectures and they also 
include the term in the title of an article published year 2006. Here, thermal-aware 
schedulers are said to be necessary to be able to meet the decreasing chip sizes and 
the increasing number of cores per chip. 

3.2 Thermal-friendly load-balancing with power gating 

The concept of power gating individual cores in a multi-core processor to achieve 
power-aware scheduling decisions is investigated in [19]. What makes the work 
interesting is the study of how the powering down of idle cores affects response 
time behavior and power consumption given certain workloads. 

When waking up a sleeping core, the core is modeled as not being available for 
execution until after a certain time period, the wakeup latency, has elapsed. Also 
the power consumption is different in sleep mode, idle mode and executing mode. 

It is also assumed that the multiprocessor houses a “load-balancing control unit”. 
This unit is implemented in hardware and has the role of assigning a suitable core 
to a task. Not much is revealed about the unit by the authors but it is apparently 
here that the proposed load-balancing algorithm is located. It is certainly a 
centralized solution and it records all the cores’ states and acts according to this 
information. 

An essential tune-in parameter for each of the presented load-balancing techniques 
is the “waiting idle delay”. This is the time interval that an idle core waits before it 
powers off. The benefit of the waiting idle delay is that the wakeup latency penalty 
can be avoided if the core is soon being reused. Power consumption becomes 
higher though. 



If there is more than one sleeping core that can receive a process, the problem is to 
choose which one to wake up. Three regimes for waking up cores are presented by 
the authors. 

In the “Round-Robin” load-balancing technique, each core is powered on in 
sequence and thus the power consumption is evenly distributed among the cores. 
The “Lower-Index-First” scheme powers on the sleeping core with the lowest 
identifier. Cores with low identifiers will make up a thermal hot spot in “Lower-
Index-First”. 

The authors also propose the “Waiting-Idle-First” load-balancing technique. It 
records the identifier of the core that most recently finished execution, and assigns 
to that core the next job that arrives. If the most recently finished core is not 
available, the “Round-Robin” scheme is used. A generalization of “Waiting-Idle-
First” (not being mentioned in the article) is to always add the most recently 
finished core to the back of a FIFO queue and assign the core at the front of the 
queue to the next job. This scheme needs to have some means of removing cores 
from the back of the queue as they expire (power off). 

Three metrics, latency, power and temperature, are measured for different system 
parameters. Only a small set of task sets is evaluated by simulation and the results 
are pure empirical. It is clear that results depend strongly on the properties of the 
task sets. As workload (CPU utilization) increases, the choice of load-balancing 
technique and “waiting idle delay” becomes less significant. On the other hand, the 
choice of scheduling algorithm has great impact burst-like workloads. Waiting-
Idle-First is said to give best performance when all three metrics are taken into 
considerations. 

3.3 Clustering of cores 

It is possible to reduce the chip area overhead of power gating by sharing the 
overhead among several cores. Grouping of cores into clusters, where each cluster 
shares a common power gating facility for all its cores, can be used [22]. The 
consequence of clustering is that power optimality is compromised for chip area. 
No specific task processing system is considered in [22] although the proposed 
load-balancing technique is hardware-based and centralized. Furthermore the load-
balancing is stateless which calls for simplicity. Both the power- and thermal 
properties were investigated. 

3.4 Load-balancing packet processors 

Scheduling of network flows on massive multi-core processors is the topic of [21]. 
The author defines a flow as “a sequence of packets from one particular source to a 



single destination”. Coupled with a flow is a set of jobs that perform operations on 
the flows packets. One job is started for each packet that arrives. 

The characteristics of the processing of packet flows is that the jobs associated with 
a given flow are highly dependent on each other, but at the same time independent 
of other flows jobs. Another way to see this is that jobs in different flows can run in 
parallel whereas the jobs in the same flow have serial constraints among them. 
Also there is a high communication rate between the jobs in the same flow. 

In the context of massive multi-cores where communication cost depends on the 
cores physical localization, it is desirable to locate jobs of the same flow on cores 
that are located close together. This is also the load balancing goal as stated in [21]. 
Spread the processing across the entire chip to prevent thermal hotspots and to 
increase reliability is a second objective. 

A centralized load-balancing technique, named Dynamic Virtual Clustering 
(DVC), which takes the above in consideration, is proposed. The multi-core is 
divided into a number (2VCL) of virtual clusters. VCL stands for virtual cluster level 
and is an algorithm variable that is updated depending on system load. The DVC 
policy assigns the job associated with an incoming packet to a specific cluster and 
core. 

Each flow is associated with a flow number that will typically be a hash of the 
source and destination addresses of the packets in the flow. A cluster number is 
derived from the flow number and the packets job is assigned to that cluster. Note 
that the number of clusters change dynamically. When the cluster has been selected 
by the load-balancing policy, a core inside that cluster is selected by using some 
scheme like round-robin or lowest-index-first. If all the cores in the cluster are busy 
another cluster and core is selected. By using a hash function on the flow 
properties, the load-balancer will distribute flows evenly over the clusters and thus 
the workload is spread evenly across the chip area.  At the same time the related 
jobs are closely located. 

When the number of active flows that have packets being processed increase, so 
does the number of virtual clusters. Very roughly VCL equals the number of 
currently active flows and the number of virtual clusters is 2VCL. (The exact relation 

is VCL=min(2⌈(log
2
(CRF))⌈,NC) where CRF is the number of currently running 

flows that have packets being processed by the cores and NC is the total number of 
cores.) 

The presented load-balancing technique requires that the associations between jobs 
are known before they are being executed. Nothing is said about how the system 
behaves after a step in the virtual cluster level (VCL). 



3.5 Simulating the thermal behavior of a multi-core 

In [34] the authors describe a software tool for simulating a model of the thermal 
properties of a single chip multi-core processor. The tool also simulates task 
arrivals and it is possible to choose between different core assignment (scheduling) 
policies. It is possible to tune the model parameters for the simulated multi-core 
and the task arrival pattern. 

The simulator has its main focus on processor chip temperature. For this purpose a 
comprehensive thermal model for a chip multi-core is presented. 

Workloads are generated by the simulator. It is possible to tune the workloads by 
specifying the average process execution time and system workload. There is no 
support for creating dynamic task arrival behavior such as bursts arrivals. 

A graphical interface presents the multi-core as a square mesh of cores, each 
showing its local temperature and its running state. It is possible to perform single 
stepping on the simulators cycle level. 

The tool has been used to draw conclusions about thermal-aware scheduling 
policies [33, 34]. 

Centralized policies seem to be the only supported scheduling approaches. Also no 
means of measuring real-time behavior is supported by the simulator (which seems 
to be a reasonable limitation for this application).  

3.5.1 Reliability-Aware Power Management (RAPM) 

There is an implication in using DVFS to save power in real-time applications. 
When the voltage (and frequency) is reduced, it is shown that hardware become 
much more sensitive to cosmic radiation which in turn leads to more transient 
faults [9]. In addition, as the voltage and frequency is reduced, the task will take 
longer time to finish, resulting in less free CPU-time (slack) [12]. This affects the 
real-time reliability of the system negatively. Real-time reliability is often achieved 
in two ways; either the same task is executed in parallel over multiple processors 
with a voting decision made over the results (spatial redundancy), or a task 
suffering from a transient fault is executed again on the same processor (temporal 
redundancy) [17]. Temporal redundancy is dependent on that enough slack exist so 
that a task can execute more than once. This puts power savings with DVFS in 
direct conflict with the reliability of a system utilizing temporal redundancy as its 
main method to achieve reliability. 

Because of these issues with DVFS, a lot of recent power aware real-time oriented 
research has been focused on what is referred to as Reliability-Aware Power 
Management or simply RAPM [6, 9, 12, 32]. The basic way to think about RAPM 



is that not all slack is utilized in order to save power. Some slack is left for 
redundancy executions which may run at full speed in order to utilize as little slack 
as possible. 



 

Chapter 4, System model 
This section describes the system model and assumptions. First the constituting 
parts of the model will be introduced and then a set of energy mode handling and 
scheduling algorithms are presented together with an investigation of some of their 
properties which can be determined offline. 

The aim for the core model is to be general enough to map to different present and 
future massive multi-core chips, and at the same time emphasize the properties of 
this class of processors. The model is inspired by the NoC processors available 
from Adapteva and Tilera. 

4.1 Task model 

In the context of this model, a computation task is synonymous with a job or 
computer program.  Each task is associated with release time, execution time and 
deadline. The release time is the point in time when the task becomes ready to run. 
The notion of release time is independent of whether the task can be processed by a 
processing unit or not at that time instant. Task execution time is assumed to be 
known before the task starts to execute. 

A task is always in exactly one state and the transitions between states are well 
defined by transition operations. The task states are named ready, running and 
finished. Figure 4-1 shows all possible transitions between task states. 

 

Figure 4-1, The task model state machine 

The complete system workload will be modeled as a queue of tasks. When a task is 
placed in the task queue it is in the ready state. When a task is fetched by a core, 
the task transitions into the running state where it stays for the duration of 
execution. Finally the task enters the finished state when its execution is complete. 



Any needed activity such as program loading, data input/output etc is considered as 
a part of the execution. Execution times and deadlines are known as tasks arrive 
while the actual arrival times are arbitrary. 

4.2 Core model 
In the model the cores are placed in a two-dimensional grid, each with a local 
memory and communication machinery. Each core is identified with a unique 
number. It also has topological coordinates, and thus a well-defined location 
relative to the other cores. A core has knowledge of, and a direct communication 
link to, its nearest neighbors in all directions. 

4.2.1 The core task manager 

Each core has a task manager that can be described as a local operating system or a 
dispatcher. The task manager is responsible for attaching tasks, one at a time, to the 
core as well as performing operations on local and shared data structures. When a 
core has started executing a task, the task will always run to completion. That is, no 
task preemptions occur.  One part of the task manager is the scheduler routine.  

4.2.2 Core states and core operations 

At every point in time, each core is in exactly one logical state, and the transitions 
between states are dictated by the core operations issued by the core itself or by a 
remote core. The core states are sleeping, powering up, idle and executing and the 
core operations that trigger transitions between the states are enter sleep mode, 
wake up and process a task. Figure 4-2 illustrates the possible transitions between 
states by means of core operations and task progress. A time delay is associated 
with the powering up state to model the fact that a sleeping core takes time to 
become available due to power gating and local hardware and software system 
initialization. Furthermore, each of the core states are associated with a fixed power 
consumption. Transition to the powering up state is triggered externally, while the 
other transitions are issued locally or implicitly. 



 

Figure 4-2, The core model state machine 

4.3 Distributed power mode handling and scheduling 

algorithms 

The responsibilities of a distributed power mode handling and scheduling 
algorithm for the presented core and task model are the following. 

1. Make sleep mode decisions 

2. Pop tasks from task queue 

3. Start execution of tasks 

Another way to say the same thing is that the scheduling algorithm manages the 
execution resources and power consumers. 

A distributed power mode handling and scheduling algorithm is a routine that runs 
locally in the core task manager. It can utilize the core operations as well as 
manipulate data structures that are either local or shared among all core task 
managers. Every core runs its local algorithm whenever it is in the idle state and all 
scheduling algorithm are run in parallel. 

There exists a centralized task queue from which every core can pop a task. The 
system model does not cover how tasks are pushed onto the queue, but it is 
assumed that new tasks arrive in an arbitrary way and out of control of the 
scheduler. Thus the scheduling problem is global in the sense that any core can run 
any task. The actual scheduling decisions are taken at run-time, so an online 
scheduling algorithm is needed. The situation when all cores are in sleeping state is 
considered as a system failure no core can ever be activated. 



4.3.1 Reasoning about sleep mode handling algorithms 

When proposing an algorithm it is important to prove that the algorithm does not 
enter an infeasible state or stops making progress. Two properties for evaluating 
the quality of a scheduling algorithm are presented below. The notion I represents 
the number of cores in, or transition to, the idle state. S and E represent the number 
of cores in sleeping state and executing state respectively, and |Task Q| is the 
number of ready tasks in the task queue waiting to be fetched and executed on a 
core. 

Progress property 

If not all cores are in executing state (1) and there exist at least one task in the task 
queue (2) for a time longer than some threshold (3) then after this time has elapsed 
at least one core will have changed its state to executing (4). 

Pre-conditions: 

1. I + S > 0, A := I + S 

2. |Task Q| > 0 

3. Conditions 1. and 2. hold for a duration > threshold 

Post-condition: 

4. I + S = (A - 1) after threshold 

Responsiveness property 

If not all cores are in executing state (1), then at least k cores are in idle state (2). 
The property ensures that the system can serve a certain amount of workload in the 
task queue. 

N := total number of cores in the system 

1. IF E < N 

2. THEN there are at least min(k, N-E) cores in idle state 

 

With these preparations at hand, a number of algorithms that controls the task 
assignment and sleep mode handling can be investigated and characterized. 

4.4 Algorithm: Fast worker 

One main property of this algorithm is that any core has partial knowledge of the 
systems global state.  



4.4.1 Algorithm description 

One list and a counter are shared among all cores. The shared list is called the 
sleeping list and contains indexes to the cores that are currently in the sleeping 
state. The shared counter is called idle_cores. Its value is the number of cores that 
are currently in the idle state. 

The algorithm starts to execute when a core enters the idle state and then executes 
one loop per system time unit. Transition from the idle state occurs when the core 
decides to go to sleep or when a task is fetched and executed. A textual description 
is given together with a program flow graph in Figure 4-3. 

 

1.  when core enters idle state: 
2.     idle_cores := idle_cores + 1  
3.     idle_timeout := idle_delay  

 
4.  loop:  
5.     if task queue is empty then  
6.        idle_timeout := idle_timeout - 1  
7.        if idle_timeout <= 0 AND idle_cores > min_idl e_cores then  
8.           idle_cores := idle_cores – 1 
9.           add self to sleeping list  
10.           enter sleeping state 
11.        endif  
12.     else  
13.        pop a task from the task queue 
14.        if  sleeping_list.length > 0 
15.           wake up n sleeping cores 
16.        endif 
17.        idle_cores := idle_cores – 1  
18.        enter executing state (process the task) 
19.     endif 
20.  endloop 

 



 

Figure 4-3, Fast worker algorithm 

The algorithm has a parameter min_idle_cores which is a goal for the minimum 
number of idling cores in the system. The number of cores to wake up before 
processing a task is given by the parameter n. Which cores to wake up is chosen 
random. Every core has a timer which controls how long a core is idling. The 
algorithm integer parameter idle_delay decides the timeout value. 

4.4.2 Characteristics, features and properties 

The fact that two data structures are shared among all the cores makes this 
algorithm less distributed. Given a fixed per core average load, then as the number 
of cores in the system increases, so also does the number of operations on the two 
shared lists. 

The goal is that at least a treshold of min_idle_cores cores are ready to accept new 
work. When a burst of tasks arrive, active cores will immediately wake other cores 
before they start to process one of the tasks. Eventually the second generation of 
cores will in turn follow this behavior. If there exist additional work when the first 



cores have completed processing their tasks they will pick new tasks, but before 
that they will again wake yet more cores from their sleeping state. In this way the 
wake up rate of cores is exponential. 

Because of its fast wake up rate, the Fast worker algorithm is suitable in cases 
when the workload increases in big steps. 

4.4.3 Feasibility 

It will here be investigated which of the feasibility properties defined above hold 
for the Fast worker algorithm. 

Progress property 

We identify three possible scenarios and prove weather the progress property 

holds. 

Scenario 1: There is at least one idle core. 

Proof: According to the algorithm Fast worker, a core that is idle will run the idle 
loop as specified by lines 4-19. Should there be anything in the task queue at the 
time that the core checks the task queue, that task will be assigned to the core 
according to line 16. The core will then enter executing state according to line 17.  

Scenario 2: There are no idle cores, at least one core is executing and the rest are 
sleeping 

Proof: Assuming a situation where no idle core exists but there is at least one core 
executing. If a new task arrives at this point in time there will be no core available 
to process that task. However, as task execution time is bounded, any of the cores 
that are currently in executing state will eventually finish and transition to idle 
state. In the idle state, a core will wake up other cores if the task queue is non-
empty, and then start execution. Now when the new cores are waken up, they will 
in turn enter executing state as needed, like in scenario 1. 

Scenario 3: There are no idle or executing cores, only sleeping cores.  

Proof by contradiction: For every core to enter sleep mode it would require that 
the last core awake should make the decision to also go to sleep. This is however 
impossible as guaranteed by (1) in the algorithm, assuming that the idle_cores 
shared variable is correctly updated. 

Responsiveness  property 

There exist two scenarios that may break this property. 



Scenario 1: Every core enters sleep mode 

Proof: This is impossible as presented in scenario 1 in the progress property 
above.  

Scenario 2: Some cores are executing and some cores are sleeping while no cores 
are in idle state (or in transition to idle state). 

Proof by contradiction: Assuming that there are cores in sleeping state and cores 
in executing state but no core is in idle state (or in transition to idle state). It has 
already been proved in scenario 1 that it is impossible for a single core that is 
among the last ones, as specified by the min_idle_cores variable, to enter sleep 
mode. Then the only way for scenario 2 to occur is if there are no cores woken up 
when a single idle core transitions into executing state. In the Fast worker 
algorithm there is however at least one core activated before the previously idle 
core is starting to execute its task (as long as there are sleeping cores to activate), 
as seen on (8) and (9). So scenario 2 must be an impossible scenario. 

4.5 Algorithm: Friend worker 

In the quest for distributed solutions to the task scheduling and core activation 
problem, the shared sleeping list is now dropped. The incentive is that the need to 
lock a data structure and thus delaying transactions on the centralized data will 
decrease. 

4.5.1 Algorithm description 

In this algorithm, the global counter idle_cores is still used and it has the same 
meaning as in the Fast worker algorithm. The use of a central sleeping list is 
replaced by forcing a core to instead of consulting the shared sleeping list, try to 
wake up some of its nearby neighbors. A core may be able to wake up zero or more 
of its neighbors depending on their current state. This requires that each core has 
knowledge of the neighbor’s actual states, which is assumed to be provided by the 
runtime system. 

The Friend worker algorithm is presented in the code below and Figure 4-4. 



 
 
 

 
Figure 4-4, Friend worker 

4.5.2 Characteristics, features and properties 

The requirement that each core has local knowledge of its neighbors’ state has no 
implications on scalability. Each core has the same number of neighbors 
independent of how many cores that makes up the full system. There are scenarios 

1.  when core enters idle state:  
2.     idle_cores := idle_cores + 1  
3.  idle_timeout := idle_delay  
 
4.  loop  
5.  if task queue is empty then  
6.     idle_timeout := idle_timeout - 1  
7.     if idle_timeout <= 0 AND idle_cores > min_idle_c ores then  
8.        idle_cores := idle_cores - 1  
9.        enter sleeping state 
10.     endif  
11.  else  
12.     pop a task from the task queue  
13.     wake up n sleeping neighbors  
14.     idle_cores := idle_cores – 1  
15.     enter executing state (process the task) 
16.  endif 
17.  endloop 



where a core fails to wake up any of its neighbors as when it for example is 
surrounded by executing cores as illustrated in Figure 4-5. This may affect the 
responsiveness of the system. On the other hand the system makes progress over 
time as all execution times are finite, and when the executing, blocking, cores 
eventually enter idle state, they will process the workload if still available. 

This makes the algorithm suitable for workloads with moderate increase in 
workload. For a constant workload, the Friend worker is more energy efficient than 
the Fast worker. It is because Fast worker will always wake up new cores for every 
arriving task, while Friend worker does not as described above. The powering 
down behavior of cores is the same as in Fast worker. 

4.5.3 Feasibility 

It will here be proved whether the feasibility properties hold for the Friend worker 
algorithm. If they do not, it is explained why. 

Progress property 

Scenario 1: There is at least one idle core. 

Proof: According to the algorithm Friend worker, a core that is idle will run the 
idle loop as specified by lines 4-17. Should there be anything in the task queue at 
the time that the core checks the task queue, that task will be assigned to the core 
according to line 14. The core will then enter executing state according to line 15.  

Scenario 2: There are no idle cores, at least one core is executing and the rest are 
sleeping 

Proof: Assuming a situation where no idle core exists but there is at least one core 
executing. If a new task arrives at this point in time there will be no core available 
to process that task. However, as task execution time is finite, any of the cores that 
are currently in executing state will eventually finish and transition to idle state. 
When such a core enter idle state, it will wake up new cores and start a new task. 
As the cores are waken up, scenario 1 takes over. 

Scenario 3: There are no idle or executing cores, only sleeping cores.  

Proof by contradiction: For every core to enter sleep mode it would require that 
the last core awake should make the decision to also go to sleep. This is however 
impossible as guaranteed by line 7 in the algorithm, assuming that the idle_cores 
variable is correctly updated. 



Responsiveness property 

Scenario 1: Every core enters sleep mode 

Proof: This is impossible as presented in scenario 3 in the progress property 
above.  

Scenario 2: Some cores are executing and some cores are sleeping while no cores 
are in idle state (or in transition to idle state). 

Negative proof: In the Friend worker algorithm, as it is only possible for a core to 
communicate with a certain set of its neighbors, there might arise a scenario where 
all the neighbors of a core are busy in executing state. In that case, the core with 
busy neighbors will not be able to activate any other core before it will transition 
into executing state and the result will be that no core will be in idle state even 
though that there may be a lot of cores sleeping, see Figure 4-5. 

If the neighbor set of a core contains at least one sleeping core then this scenario is 
the same as the one for the scenario 2 for the responsiveness property of the Fast 
worker algorithm with the same positive proof. 

 

Figure 4-5, A single idle core (I) with only executing neighbors (E). No sleeping core (S) 

can be activated by the idle core if the neighborhood is set to the eight closest cores. 

4.6 Algorithm: Path home 
Now let’s see if also the idle_cores counter can be dropped, and what the 
consequences of that would be. As it must be ensured that not all cores are in the 
sleeping state, the algorithm needs some guard for keeping the system awake.  One 
possible solution would be to pick a single core, call it the sink core, and forbid that 



particular core to ever enter the sleeping state. Then every other core can always 
fall asleep knowing that it will not cause the system to die. But that would also 
imply that the sink core can never execute a task. Because if it did, then it could 
happen that the sink is the only core that executes when all other cores are in the 
sleeping state. This would starve the system until the sink finishes execution. It is 
clearly an infeasible scenario. In the following, an algorithm that allows the sink to 
execute while not being responsible for starving the system is presented. 

One core is selected as the sink core for the lifetime of the system. The algorithm 
assumes that each core is aware of the state of its four closest neighbors. Also each 
core has a private constant set, path_to_sink, which contains references to the 
neighbors which are closer to the sink than the core itself. The set contains one or 
two references, except for the sink core whose path_to_sink set is empty. 

Before a core enters sleep mode, it checks to see if the cores in the path_to_sink set 
are sleeping. If they all are, then one of them is waken up. In this way the 
responsibility of locating the sink is forwarded and moved closer to the sink. This 
policy sets up paths to the sink where active cores move along. 

4.6.1 Algorithm description 

The algorithm assumes that each core is aware of the state of its neighbors. Also 
each core has a private constant set, path_to_sink, which contains references to the 
neighbors which are closer to the sink than the core itself. In the case of a two 
dimensional topology, the set contains one or two references, except for the sink 
core whose path_to_sink set is empty. Below is the algorithm description together 
with a program control flow graph in Figure 4-6. 



 

Figure 4-6, Path home algorithm 

4.6.2 Characteristics, features and properties 

In situations of constant workload, the algorithm behaves as the Friend worker. 
When going from a high workload to a lower workload, the response time is held 
high for some time because of the presence of idling cores on their way to the sink. 
This makes the algorithm suitable for periodic workloads or when load peaks are 
following each other. 

The most characteristic feature of the Path home algorithm is the lack of data 
structures shared between the cores for handling power modes. There could be a 
number of sink cores in the system. This number then corresponds to 
min_idle_cores parameter of the previous two algorithms. Non-sink nodes 
path_to_sink list will then contain the neighbors on the path to the closest sink. 

4.6.3 Feasibility 

It will now be investigated whether the feasibility properties hold for the Path 
home algorithm. 

Progress property 

Scenario 1: There is at least one idle core. 

Proof: According to the algorithm Path home, a core that is idle will run the idle 
loop as specified by lines 3-16. Should there be anything in the task queue at the 



time that the core checks the task queue, that task will be assigned to the core 
according to line 13. The core will then enter executing state according to line 14.  

Scenario 2: There are no idle cores, at least one core is executing and the rest are 
sleeping 

Proof: Assuming a situation where no idle core exists but there is at least one core 
executing. If a new task arrives at this point in time there will be no core available 
to process that task. However, as task execution time is finite, any of the cores that 
are currently in executing state will eventually finish and transition to idle state. 
Now some of these finished cores will wake up at least one neighbor and scenario 
0 takes over. 

Scenario 3: There are no idle or executing cores, only sleeping cores.  

Proof by contradiction: For every core to enter sleep mode it would require that 
the last core awake should make the decision to also go to sleep. This is however 
impossible as the Path home algorithm use a sink core that may never go to sleep. 

Responsiveness property 

There exist two scenarios that may break this property. 

Scenario 1: Every core enters sleep mode 

Proof: This is impossible as presented above in the progress property, scenario 3.  

Scenario 2: Some cores are executing and some cores are sleeping while no cores 
are in idle state (or in transition to idle state). 

Proof: See the proof for this scenario and property for the Friend worker 
algorithm.  

4.7 Algorithm: All active 

In the All active power mode handling and task processing algorithm, an idle core 
never falls asleep once it has been activated. It can be seen as a special case of the 
Fast worker algorithms, with the minimum idle cores parameter set to the number 
of cores in the system. The All active algorithm is useful in comparing online 
algorithm qualities, and in particular it gives an upper bound on the system power 
consumption. 



 

Chapter 5, Experiment setup 
The distributed power mode handling and task processing algorithms are evaluated 
by running a multi-core simulator with a variety of configurations. How the actual 
system workload is designed may affect which policies that will be efficient, and is 
thus a central part of our work. Three experiment series are carried out to 
investigate properties of the energy- and load balancing algorithm. 

No attention is given to the absolute time and power values or their physical units 
because it is the relative times and powers that matter. Hence generalized power 
units and time units are used. For simplicity, we consider the power consumption 
of the cores to be 50% leakage and 50% dynamic. This corresponds to a power 
consumption of 1 power units for the core states powering up and idle, and 2 power 
units for the executing state. No power is assumed to be consumed when a core is 
in the sleeping state. Our model does only consider one central task queue for the 
complete system. 

5.1 The simulator 

The system model is simulated in a computer program that captures and visualizes 
the behavior of the system. This simulator is constructed by the authors and is 
implemented using the computer programming language Python, the graphics 
toolkits Tk and the plotting library matplotlib. A screenshot of the simulator is 
provided in Figure 5-1. All simulator parameters can be controlled by a 
configuration file read by the simulator. This allows for running a set of 
simulations in batch mode. 



 

Figure 5-1, The simulator used for evaluation of core sleep mode handling and task 

scheduling. 

The first column in Figure 5-1 contains buttons for starting and stopping the 
simulator. Next to it are the system configuration parameters. The grid in the top 
middle shows a representation for a chip grid. In this example the chip is made up 
of 16 columns and 16 rows of cores. The fields representing cores are color coded 
according to core state: blue is sleeping, pink is powering up, yellow is idle and red 
is executing. Colours are updated at run-time according to state transitions. 

Next to the core area is the task queue. Each task in the queue is represented by a 
textual description showing when the task arrived at the queue together with its 
execution time. A task disappears from the task queue as it is acquired by a core. 
The task generators at top right in the figure allows for injecting tasks in the 
system interactively. Task load with the shape of noise, sine or pulse can be 
generated with different amplitude and period. In the simulation runs presented 
later in this report, the task generators are turned off and tasks are instead injected 
by pre-made task load data files. 



A visualization area at the lower part of Figure 5-1 displays run-time statistics in 
real-time. The power graph displays the momentary, per time unit, power 
consumption. Queue load is the sum of all execution times currently in the task 
queue. At the bottom is the state graph which illustrates the distribution of core 
states. 

5.2 Task load 

We have tried to design a workload that mimics a simplified but typical LTE radio 
base station receiver baseband similar to what is described in [31] and [1]. The 
tasks are processed in a run-to-completion manner. In a real base station, time 
deadlines are set equal for groups of tasks that together perform a complete work 
package corresponding to e.g. all signal processing needed for reception of a data 
transport block of a mobile user. The deadline would then be limited by the 
standard requirements on delay time for transport block CRC ACK/NACK 
signaling. In our current experiments, deadlines are set individually for each task as 
our model yet cannot handle ordered task graphs. 

For the purpose of evaluating the previously presented algorithms, the simulator is 
fed with fixed task sets. The task sets consist of release times paired with execution 
times and deadlines, e.g. one task is released at time ti with execution time ci and 
deadline di. 

For every task the execution time is uniformly distributed and ranges from 10 to 80 
simulator time units. A task sequence is Poisson distributed and spans 500 time 
units, with a peak at the first few time units. Each such task sequence has a well 
defined average load for the period.  

The task sets devised are made up of concatenated task sequences, all with their 
own average load. In this way the workload of arriving tasks vary over time and 
thus it is possible to capture potential execution scenarios. The three task load sets, 
ramp, peak and overload, are presented in Figure 5-2, Figure 5-3 and Figure 5-4. 
Percentages in the figures represent the fraction of the systems total computational 
capacity. These task sets are used throughout the experiments and the workload is 
scaled as the number of cores varies. 



 
Figure 5-2, Ramp task set for 256 cores. The load sequence is 10%, 40%, 80, 40%, 10% of 

the systems computational capacity. 

 
Figure 5-3, Peak task set for 256 cores. The load sequence is 10%, 90%, 10%. 



 
Figure 5-4, Overload task set for 256 cores. The load sequence corresponds to 120% of 

the systems computational capacity inside the interval 4000 to 5000 time units, and 80% 

otherwise. 

5.3 Power consumption lower bound 

Given a task set, it is possible to estimate a lower bound on the energy 
consumption for the set, for any online algorithm. The optimistic bound that will be 
used is calculated as follows. Multiply the task sets sum of execution times with 
the executing state power consumption. Then divide this product with the time 
span of the task set and the number of cores. The time span is the time from that 
the first task arrives until the last task finish executing. 

It is important to stress that this construction really gives a lower bound because no 
power consumed in the powering-up state nor in the idle state is considered. On the 
other hand, exactly the power needed to process the tasks in the execution state is 
accounted for. 

5.4 Simulation parameters 

The simulated system and the algorithms have a set of parameters that can be set 
and tuned according to system constraints, system requirements and task sets. 

5.4.1 System parameters 

Systems with 64, 256 and 4096 cores are investigated. Transitions from sleeping 
state to idle state are chosen to take 20 time units, which is approximately the 



length of a short task. Power consumption for the core states is 0 power units for 
sleeping, 1 unit for powering-up, 1 unit for idle and 2 units for executing. 

5.4.2 Algorithm parameters 

Idle delay, which is the minimum time a core is in the idle state before going to 
sleep, is selected as one of 5, 10, 20, 40, 160 or 640 time units. The number of 
minimum idle cores applies to the Fast worker and Friend worker algorithms are 
selected depending on the number of cores. The number of cores to preferably be 
woken up by the algorithms is set to two. This corresponds to setting the parameter 
n = 2 in the scheduling algorithms. 

5.5 Metrics 

We are using different metrics to evaluate the qualities of the algorithms and 
configurations. 

• The average power metric is defined as the total energy consumed by the 
chip cores divided by the number of cores and simulation time. This metric 
measures how energy efficient the execution is. 

• The average queue time metric is defined as the average time a task is in 
the task queue before being executed. This metric measures the 
responsiveness of the system when loaded with the given task set. 

• The power-delay product (PDP) is constructed as the product of metrics 
average power and average queue time. This gives the possibility to 
compare these metrics between different configurations with one single 
metric. 

• Average lateness represents the total lateness divided by the number of 
tasks. This metric is used for measuring real-time properties. In our 
lateness calculations we define task lateness to zero if the deadline is met. 



 

Chapter 6, Queue time and Power-delay-product analysis 
The purpose of this experiment is to investigate how the sleep mode handling and 
task processing algorithms impact the average queue time and also how PDP can 
be used as a measure. As average queue time measure is not connected to 
deadlines, the results in this chapter are independent of deadlines. 

6.1 Results 

Presented below is a set of graphs showing PDP for scheduling algorithms Fast 
worker, Friend worker, Path home and All active. The algorithms are evaluated 
with the task loads presented in section 5.2  The vertical axis represents the PDP 
value, and the scheduling parameter Idle delay is on the horizontal axis. Idle delay 
represents the idle_delay parameter of the algorithms and denotes the amount of 
time a core idles before entering sleep mode. Scheduling algorithms Fast worker 
and Friend worker are represented in two versions where the difference is min, the 
algorithm threshold parameter min_idle_cores, which is the goal for the minimum 
number of idling cores. For 64 cores the parameter is either 1 or 25 and for 256 
cores it is 1 or 81. 

6.1.1 Task set: Peak 

Figure 6-1 shows the PDP results of running the simulator with 64 cores.
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Figure 6-1, Power delay product for task set Peak, evaluated on 64 cores. 



We notice that running with all cores powered on all the time (All active) results in 
a PDP of 28.8. The algorithm with the lowest PDP is “Fast worker | min 1” with a 
PDP of 19.1 which is 34% less than All active. Each proposed algorithm has at 
least 20% lower PDP than algorithm All active when the Idle delay is less than or 
equal to 40. Fast worker with 1 minimum active core performs best with low idle 
delay but worst (together with its 25 minimum active cores counterpart) when the 
Idle delay approaches 640. 
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Figure 6-2, Power delay product for task set Peak, evaluated on 256 cores. 

On 256 cores we see lower PDP values according to Figure 6-2, Power delay 
product for task set Peak, evaluated on 256 cores.. Running with no sleep mode 
(All active) at all result in a PDP of 25. Again, the algorithm with the lowest PDP 
is “Fast worker | min 1” with a PDP of 16.1. This is 34% less than the “All active” 
scheduler. Every algorithm has at least 24% lower PDP than scheduling algorithm 
“All active”, when the Idle delay is less than or equal to 40. “Fast worker | min 1” 
performs best with low idle delay but worst (together with its 81 minimum active 
cores counterpart) when idle delay approach 640. 

6.1.2 Task set: Ramp 

Figure 6-3 shows that the PDP results of the Ramp task set simulated on 64 cores 
are similar to those of the Peak task set. With the Ramp task set the maximum PDP 
of the “All active” scheduler is 9.1. The algorithm yielding the lowest PDP is “Fast 
worker | min 1” with a PDP of 6.2 which is 31.9% less than “All active”. The same 
algorithm together with it’s “| min 25”-core counterpart has the highest PDP when 
the idle delay approaches 640. With an idle delay of 40 or lower all scheduling 
algorithms are at least 20% better than the “All active” scheduler. 



On 256 cores, we notice a few differences. “Friend worker | min 1” actually 
improves as the idle delay increases but its PDP with a low idle delay is much 
larger (7.9) than for 64 cores (6.9). 
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Figure 6-3, Power delay product for task set ramp, evaluated on 64 cores. 
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Figure 6-4, Power delay product for task set Ramp, evaluated on 256 cores. 

It is interesting to note in Figure 6-4 that the algorithms Fast worker and Friend 
worker indicate disparate behavior. First, the Fast worker algorithm shows growing 
PDP for higher idle delay values, all other parameters being the same. At the same 
time, Friend worker gets lower PDP with increasing idle delay. Also the minimum 
idle cores threshold parameter impacts the PDP metric differently. Especially the 
Friend worker algorithm shows lower PDP results when increasing the threshold as 



seen in Figure 6-4, whereas Fast worker does not. What is also evident is that this 
behavior depends on the task set and the number of cores. 

Average power consumption for the ramp task set on 256 cores is studied in 
isolation by means of the average power graph in Figure 6-5. The calculated 
theoretical lower bound sets a lower limit on the power consumption, and at the 
same time the “All active” scheduling algorithm is an upper limit. Other sleep-
mode handling algorithms fall in between. 

In Figure 6-6, the average queue time for the same simulation run is presented. No 
theoretical lower bound on the queue time is calculated, although an over-
optimistic one would be zero. 
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Figure 6-5, Average power consumption for task set Ramp, evaluated on 256 cores. 

It is observed that the Friend worker algorithm and Path home algorithm have the 
common property of being stable in PDP when the idle delay setting is varied but 
the other parameters remaining the same. Furthermore these two algorithms show 
the same power consumption behavior as the idle delay is increased, compared to 
that of the Fast worker algorithm whose power consumption reaches that of the All 
active algorithm at an idle delay of 640. This can be seen in Figure 6-5. 
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Figure 6-6, Average queue time for task set Ramp, evaluated on 256 cores. 

6.1.3 Task set: Overload 

The situation is changed when investigating the PDP-results for the overload task 
set in Figure 6-7. Here we see that the algorithm with the highest PDP result is the 
one with no sleep mode handling. However “Fast worker | 25” reaches the same 
PDP result, 80.5, as “All active”. “Friend worker | 25” is also close to this value. 
With an idle delay of 160 there is little difference between any of the algorithms. 
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Figure 6-7, Power delay product for task set Overload, evaluated on 64 cores. 

In Figure 6-8 we see that “Path home” and “Friend worker | 1” has a higher PDP 
than the others. None of these algorithms ever manage to reach the levels of the 
“All active” scheduler. Of the algorithms with distributed sleep mode handling, 
“Fast worker | 81” is the one with the lowest PDP. 
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Figure 6-8, Power delay product for task set Overload, evaluated on 256 cores. 



6.2 Discussion 

6.2.1 Fast worker adapts fast to increased workload  

One general observation is that the Fast worker algorithms give good performance 
in terms of PDP when the idle cores threshold is low and at the same time the idle 
delay is short. Also the average queue time is close to optimum. This holds for the 
ramp and peak workloads. The property comes from the fast adaption to a sudden 
increase in workload inherit in Fast worker. Namely, the algorithm can always 
activate the number of cores it requests, as long as the system is not overloaded. 
The algorithms shared counter makes this possible. 

6.2.2 Friend worker and Path home have damped waking-up 

behavior 

The similarity between Friend worker and Path home as described in section 6.1.2  
can be explained by the damping mechanism inherent in their waking-up schemes: 
it is not always possible for a core to wake up its wanted number of cores. The 
more filled a particular chip area is with idling or executing cores, the fewer cores 
in that particular area can be woken up. If all the cores in this hot spot area are 
active then the area can only grow outwards, so the number of cores that are waken 
up in a peak load situation is dependent on the perimeter of that hot spot area. The 
Fast worker algorithm does not have this property because it can always wake up a 
core if there is a sleeping one at any location on the chip. What is particularly 
interesting is that this damping mechanism of the friend worker and path home 
algorithms, and its system impact, is maintained by local decisions. 

6.2.3 Cores can survive low load periods 

One property of the application at hand is that a temporal peak load relative to the 
average load arrive every 500 time units. The proposed algorithms do not take care 
of this particular behavior. One consequence is that if the algorithm's idle delay 
parameter is set greater than 500, then a once activated core will stay awake for the 
full time of such 500 time units period. This means that the temporal response 
(queue time) of the next peak will be at least as fast as the last one. Another 
consequence is that the system is staying prepared to process a higher load than the 
actual average, which is favorable in the case of suddenly increasing loads but 
unfavorable in the sense of power efficiency for constant load. 



6.2.4 Overload 

For the overload task set, it is apparent that all the proposed power mode handling 
and task processing algorithms perform worse in the PDP sense than the All active 
regime. 

First, one could argue that this task set represents an extreme scenario so it is in 
some sense reasonable that it gives extreme results. What the result tells us is that 
the three proposed algorithms are not useful in an overload-like scenario in terms 
of the PDP quality as stated in this work; it is better to not bother putting cores to 
sleep in this particular scenario. 

Second, the result sheds some light on the chosen PDP metric and the fact that both 
the average power and queue times are weighted equally. 

6.2.5 Knowledge of the application at hand could be 

implemented in the algorithm. 

Because of the damped wake-up in Friend worker and Path home, the average 
queue (response) time is strongly dependent on the minimum idle cores threshold 
and the number of sinks. It seems reasonable that this parameter is tuned for the 
anticipated task set or changed online based on profiling behavior over time. The 
parameter can also be set based on calendar time if the application can benefit from  
it. 

On the short scale the sleep-mode handling and task scheduling algorithms could 
be tailored for the specific application. In the case of this work and the studied 
application it would be suitable to prepare cores for the 500 time unit peaks. The 
more an algorithm is tailored for one application, the more it will lose in generality 
and predictability on arbitrary workloads. 

6.3 Summary 
The PDP is stable for Friend worker and Path home when idle delay varies. It 
cannot be said whether this behavior is true even for slightly altered task sets, like 
for example if all loads were scaled up by some fraction. 



 

Chapter 7, Lateness analysis 
One can wonder how much the average queue time of a simulation says about the 
system qualities. As it is an arithmetic average measure the distribution of queue 
time is hidden. For the analysis of a real-time system this is unacceptable. In fact, 
the notion of task deadline was not taken into account at all. With the addition of 
the notion of deadlines to tasks, it is possible to use the lateness measure as 
described in Chapter 5,. 

The purpose of this experiment is to investigate how the sleep mode handling and 
task processing algorithms impact the average lateness on the given task sets with 
the addition of task deadlines. 

A similar experiment setup as before is used but with the addition of per-task 
deadlines. Deadlines are chosen so that they consist of the tasks execution time 
plus a random number from the interval 40 to 240. This means that task lengths are 
c = random(10,80) with deadlines d = c + random(40,240). The system parameters 
and sleep mode algorithms are preserved. 

Examined multi-core configurations consist of two different settings with 256 and 
4096 cores. Fast worker and Friend worker algorithms are evaluated using three 
different values for the min idle parameter. 

7.1 Results 

For each algorithm and hardware configuration, two graphs are presented. The first 
one shows average power consumption and the second shows average lateness. 

7.1.1 Ramp and peak task sets 

In Figure 7-1, power consumptions range from 0.6 to 1.3 on the scale from 0.0 to 
2.0, with All active at 1.3. This means that the average power consumption spread 
covers roughly 40% of the energy scale. The same holds for Figure 7-3, Figure 7-5 
and Figure 7-7. 
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Figure 7-1 Average power consumption for task set Ramp, evaluated on 256 cores. 

Figure 7-1, shows average power consumption for each algorithm and 
configuration tested. “Friend worker | min 1” stands out as having the lowest power 
consumption. 
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Figure 7-2, Average lateness for task set Ramp, evaluated on 256 cores. 

The price for low power consumption is apparent in Figure 7-2 where it can be 
seen that “Friend worker | min 1” has an average lateness which is 110% higher 
than that of “Fast worker | min 36”, when the idle delay is set to 5. 
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Figure 7-3, Average power consumption for task set Ramp, evaluated on 4096 cores. 

Figure 7-3 and Figure 7-4 present power and lateness correlations to the idle delay 
in a system with 4096 cores. The power performance results are similar to those for 
the system with 256 cores as shown in Figure 7-1. 
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Figure 7-4, Average lateness for task set Ramp, evaluated on 4096 cores. 

In Figure 7-4 we see how “Friend worker | min 1” stands out from the rest. With an 
idle delay between 5 and 20 it has an average lateness being at least 300% higher 
than the closest competitor, Path home. 

We see that the lateness of “Friend worker | min 484” does not differ considerably 
from that of “All active”, although the power saved by the former algorithm is 
about 80% of what is theoretically possible. 

Peak 

Figure 7-5 to Figure 7-8 show the results for the peak task set. 
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Figure 7-5, Average power consumption for task set Peak, evaluated on 256 cores. 

“Friend worker | min 1” with the idle delay set to 5 has again the lowest average 
power consumption of all algorithms. It is also the one with the highest average 
lateness as seen in Figure 7-6. Note the difference between the lateness of the 
algorithms for the Peak task load in Figure 7-6 compared to that of the Ramp task 
load in Figure 7-2. 
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Figure 7-6, Average lateness for task set Peak, evaluated on 256 cores. 

With 4096 cores the “Friend worker | min 1” algorithm comes close to the 
theoretically lower bound at 0.73. The algorithms perform similar in relation to 
each other when compared to the results for the 256-core configuration. 
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Figure 7-7, Average power consumption for task set Peak, evaluated on 4096 cores. 

Looking at the lateness results in Figure 7-8 however, the “Friend worker | min 1” 
stands out. It has an average lateness being 1700% higher than the closest 
algorithm, Path home. 
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Figure 7-8, Average lateness for task set Peak, evaluated on 4096 cores. 

7.1.2 Overload task set 

One general observation for the system responses to the overload task set is that the 
spread of power consumption is less than 10% of the scale from 0.0 to 2.0. Also 
two groups of lines can be recognized in the average power plots: Path home and 
Friend worker with low values on the minimum idle cores parameter consume 
significantly less power than the rest. For example the Fast worker algorithms 
always consume more power than Friend worker when given the same parameters. 
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Figure 7-9, Average power consumption for task set Overload, evaluated on 256 cores. 

For the 256-core system the algorithms make two groups as seen in Figure 7-9. 
One group where it seems like the idle delay parameter makes no impact on the 
power consumption and the other group where it does. The algorithms affected by 
the idle delay setting are “Friend worker | min 1”, “Friend worker | min 36” and 
“Path home”. Note that the bound of possible power consumption figures are not 
that wide as the average power consumption only can range between 1.68 to 1.81 
due to the high load of the system. 
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Figure 7-10 Average lateness for task set Overload, evaluated on 256 cores. 

In the lateness graph in Figure 7-10 we see the same two groups of configurations 
as in Figure 7-9. Here the group which had the lowest power consumption in 
Figure 7-9 has the highest lateness results. Interestingly enough all of the 
algorithms in the high lateness group gets an increase in lateness as the min idle 



core parameter is increased. Intuitively a higher amount of idle cores would give 
the system an increased response time and lower lateness values. 
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Figure 7-11, Average power for task set Overload, evaluated on 4096 cores. 
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Figure 7-12, Average lateness for task set Overload, evaluated on 4096 cores. 

7.2 Discussion 

The general trend for all simulated scenarios is that the energy consumption 
increases and the lateness decreases when the idle delay parameter is increased. 
But this behavior is in fact no necessity as is also evident from the simulations: see 
for example “Fast worker | min 36” in Figure 7-5 and Figure 7-6. Modifying the 
idle delay parameter will impact which cores are available for execution and thus 
where on the chip new tasks will end up. Different execution locations for a certain 
task may result in different core activation patterns. 



The lateness tends to converge for all load-balancing algorithms as idle delay 
reaches 640. The value converged to be not necessarily the lowest possible 
lateness. 

7.2.1 Ramp and peak task sets 

Anomalous behavior is seen in Figure 7-8 regarding lateness for the Friend worker 
algorithm with a minimum idle cores parameter set to one on systems with 4096 
cores. The anomaly is the extremely high average lateness for this configuration. 
To investigate this case in detail, Figure 7-13 and Figure 7-14 present task loads 
overlaid with information on where lateness actually occurs for two configurations. 
On the Time axis is the actual simulation time. Task load is the cumulative 
execution time of arriving tasks at a certain simulation time and Lateness is the 
total lateness for tasks arriving at this same time. 

The extra lateness at the beginning of the simulation is explained by the fact that 
the initial workload cannot be handled with the responsiveness delivered by a sole 
core. More cores are waked up by the power-mode handler and after some wake-up 
time the task load can be processed. In the meantime, task deadlines may have 
timed out. At time 500, the system has stabilized at system load of 10% and 
deadlines are no longer missed. 

 
Figure 7-13, Workload and lateness for Friend worker | min 1 with idle delay 5 on 4096 

cores. The task set is Peak. 

A similar reasoning goes for the load change at time 4000: the system with the goal 
of having one core idle is not prepared for the increased task load whereas the 



system with 484 idle cores apparently can handle this without missing too many 
deadlines. It is also interesting to note that the system in Figure 7-13 stabilizes with 
regard to lateness and has a lateness pattern similar to Figure 7-14 after 6000 time 
units. The later configuration doesn’t have the transient behavior. 

 
Figure 7-14, Workload and lateness for Friend worker | min 484 with idle delay 5 on 

4096 cores. The task set is Peak. 

Another perspective that can be taken on the same scenarios is to investigate the 
power consumption with regard to core state for the full simulation run. This is 
shown in Figure 7-15 and Figure 7-16. In Figure 7-15 the minimum number of idle 
cores is 1 out of 4096 (< 1%) and in Figure 7-16 it is 484 (12%). All other 
parameters are held the same. The difference in lateness occurs at the beginning 
and after the task load steps up from 10% system load to 90% system load at time 
4000. 



 
Figure 7-15, Energy consumption per core for different core states. The configuration is 

Friend worker | min 1 with idle delay 5 on 4096 cores. The horizontal axis is simulation 

time. 

In Figure 7-15 we clearly see how the slower adaption to the increased workload 
affects the power consumption profile. Especially the slope of the area (red) 
corresponding to energy consumed by executing cores at time 0 and time 4000 
differs. Another key point to note is how the yellow areas, energy consumed by 
idling cores, differ in Figure 7-16. The height of these stripes roughly corresponds 
to the minimum number of idling cores algorithm parameter, and so corresponds to 
the momentary responsiveness to new tasks. 

 



 
Figure 7-16, Energy consumption per core for different core states. The configuration is 

Friend worker | min 484 with idle delay 5 on 4096 cores. 

The observed anomaly can be connected to the actual algorithm as described in 
Chapter 4,. Friend worker is characterized by waking up cores on the edge of an 
active spot, and because of this the wake up rate is bounded by the perimeter of 
that spot area. Figure 7-17 shows this behavior on a chip with 1024 cores. Notice 
the broad area on the middle of the chip where no cores can be activated as no 
neighboring cores are active. The Fast worker algorithm has different behavior: as 
long as there are sleeping cores and there is movement in the task queue, new cores 
will be woken up at random locations on the chip when asked for, even if the net 
workload does not in fact increase. 

One solution to this problem is to enlarge the neighborhood of each core in the 
Friend worker algorithm. Then the parameter n on line 13 in the description of the 
Friend worker algorithm in Figure 4-4 could be modified to increase the number of 
cores that may be activated. 

Another extension for solving the problem is to implement sporadic core activation 
to create new spots of active cores and thus increase the number of potential 
neighbors to wake up resulting in faster workload adaptation. 

 



 

 

Figure 7-17, Core state geography of Friend worker | min 1, with idle delay 5, visualized 

on 1024 cores. 

7.2.2 Overload task set 

In the case of 4096 cores, two algorithm configurations definitely shoot out in 
lateness. That is the Friend worker with a minimum of one idling core and Path 
home. The situation doesn’t seem to be addressed by increasing the minimum idle 
delay as can be seen in Figure 7-12. It is therefore reasonable to suspect that the 
high level of lateness is contributed at the stages where the task load increases step-
wise. For an example, see Figure 7-18 and Figure 7-19 which show the lateness 
related to task load for two simulations with the Friend worker having different 
minimum idle cores. 

 



 

Figure 7-18, Workload and lateness for Friend worker | min 1 with idle delay 5 on 4096 

cores. The task set is Overload. 

This phenomenon is much like what was previously described for the Peak task set. 
That is, the wake-up rate is limited by the perimeter of the active chip areas. 

 
Figure 7-19, Workload and lateness for Friend worker | min 484 with idle delay 5 on 

4096 cores. The task set is Overload. 



 

Chapter 8, EDF fetching of tasks 
As stated in the model description it is assumed that the task queue is centralized 
and that tasks are handled in FIFO order. A common policy in both single- and 
multi-processor systems is to dispatch the most urgent task: the task with the 
earliest deadline. This is called earliest deadline first (EDF). 

The purpose of this experiment is to investigate what the EDF policy can do to the 
studied job processing system in terms of power consumption and lateness. 

8.1 Results 

Having the task queue sorted using EDF results in that almost no lateness is present 
for the ramp and peak task sets and therefore we have chosen not to study them 
further. 

The system setup is identical to the previous experiment but only the Overload task 
sets for 256 and 4096 cores are presented as seen in Figure 8-1 to Figure 8-4. The 
power consumption in the EDF case, as seen in Figure 8-1 and Figure 8-3, does not 
change considerably compared to the non-EDF policy studied in the previous 
chapter. This indicates that the wake-up behavior of cores is not affected by EDF. 
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Figure 8-1, Average power consumption for task set Overload, evaluated on 256 cores. 

Real-time behavior on the other hand is greatly affected. For the 256 core system in 
Figure 8-2, lateness has been reduced by factor 50. 
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Figure 8-2, Average lateness for task set Overload, evaluated on 256 cores. 
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Figure 8-3, Average power consumption for task set Overload, evaluated on 4096 cores. 

In Figure 8-4 we see that with EDF, algorithms “Friend worker | min 1” and “Path 
home” are improved by 15% when compared to the non-EDF case. The other 
algorithms reach an improvement of factor 10. 
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Figure 8-4, Average lateness for task set Overload, evaluated on 4096 cores. 

8.2 Discussion 

For a system with a centralized task queue, EDF does not incur greater demands 
than that of inserting a task in order in an already sorted list of tasks. The system 
studied in this work benefit of this policy, as was shown. However, as the focus in 
this work is on distributing the job processing decisions, and ultimately also the 
task queue, it must be noted that the notion of a centralized EDF queue does not 
always apply. For example, the task queue could be clustered so that a fixed set of 
cores always fetch tasks from a predefined queue. Or it could be that any core in 
the system could supply any other core with tasks, and thus removing the concept 
of task queues altogether. 



 

Chapter 9, Conclusion 
This work presents a distributed sleep mode handling and task processing method. 
In order to evaluate the method, a simulator tool was developed and used. With the 
simulator, it is shown that the proposed method can be used to handle power and 
tasks in a massive multi-core computer. The model is thought to be general enough 
to be adapted to suit an actual hardware platform. The simulator tool is also useful 
for understanding how the system behaves as the number of cores increases far 
above 1000. 

A fully distributed sleep mode handling policy, Path home, which only depends on 
local information has been constructed which still performs comparable to policies 
that are not fully distributed. This shows that the strategy of mimicking a cellular 
automaton is successful in this problem domain. 

The simulation results show that sudden changes in task load can incur transients in 
lateness. Algorithm parameters have to be tuned to account for this. It is also 
shown that there exist configurations that give only modest increase in lateness but 
at the same time decrease power consumption up to 80% of what is theoretically 
possible. 

Sleep mode handling and task processing algorithms which performs well on 256 
cores might in fact produce very poor power-per-core results when executed on a 
higher number of cores. With simulator produced data we are able to investigate, 
explain and give solutions to this anomalous behavior. 



 

Chapter 10, Future work 
A sleep mode handling a task processing algorithm could be developed that takes 
advantage of the qualities of the tasks as they are fetched. For example, a core may 
fetch more than one task at once to run in sequence, and before execution starts, 
decide to wake up an appropriate number of neighbors depending on perceived 
urgency of the fetched tasks. This gives an additional level of feedback. 

Below are areas of how the simulator and model could be extended. 

• Task could be scheduled as belonging to task graphs with dependency 
constraints. 

• Fully distributed task queues and scheduling can be implemented. For 
example “work stealing” [7] or the ability for each task to spawn new tasks 
onto neighboring cores e.g. “Cuckoo scheduling” [28]. 

• The chip geometry can be generalized to include n-dimensional chip 
networks. 

• The assumption that each core could individually be fully switched off 
may be wrong for some multi-core systems and thus ways to group the 
cores into “power islands” form another possible addition to the simulator. 

For more realistic simulations there is a need to implement additional hardware 
parameters such as network on chip latencies and power consumption for core-to-
core data transfers. Implementing latency penalties for utilizing shared data 
structures can also give additional information and help in deciding how beneficial 
it is to create even more distributed algorithms. 
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