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Abstract

This paper studies the problem of feedback subsamplingripoeally-correlated wireless networks utilizing quaatiz
channel state information (CSI). Under both peak and aeepagver constraints, the system data transmission efficienc
is studied in two scenarios. First, we focus on the case witierecodewords span one fading block. In the second
scenario, the throughput is determined foecewiseslowly-fading channels where the codewords are so long @hat
finite number of correlated gain realizations are expegdnduring each codeword transmission. Considering diftere
temporal correlation conditions in both scenarios, sutigththroughput increment is observed with feedback ratets

below 1 bit per slot.
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I. INTRODUCTION

Background: Adaptive resource allocation techniques are useful toolsntrease the data transmission
efficiency and reliability of wireless networks [1]-[7]. €main idea behind these schemes is to adapt son
transmission parameters, such as the rate and power, basé@ @hannel quality. Therefore, it is essential
to have good estimates of the channel quality at both endtpa@f the communication link. Channel state
estimation at the receiver is relatively simple and incuegligible loss in the transmission rate, particularly
when the channel experiences slow variations. On the othad,hdue to the signaling load caused by
reporting the channel information, assuming perfect cebkmowledge at the transmitter is an overly optimistic
assumption, which does not match with redlit¥his is the main motivation for the present limited channe
state information (CSI) feedback systems, e.qg., [1]-[10].

Among different techniques proposed for feedback load atolu in wireless networks, CSI quantization
schemes [11]-[17] and feedback subsampling [1]-[4] haveived considerable attention recently. Implement
ing quantized CSI, the transmitter is provided with a rougdasure of the channel quality obtained by the
channel gain quantization. Subsampling techniques, owttier hand, deal with the time-domain correlations
between the adjacent bloéksHere, the CSI is fed back in specific time slots and in the robtecks it is
estimated via, e.g., minimum mean square error (MMSE) edtirs [1]-[4].

In theoretical investigations, the communication chasiraee normally modeled as slowly-fading channels
In this channel model, the fading coefficients are assuméeé tandom variables that remain constant over tim
intervals of fixed duration, determined by the channel cehes time, and vary across successive blocks in a
independent and identically distributed (iid) manner H19]. This is a useful model particularly for analytical
performance analysis, e.g., in computation of error proiyald-or feedback compression, however, the slowly-
fading is not an appropriate model, because the channelot@ingorrelations can not be exploited. Also, the
basic slowly-fading channel is not always a realistic md@6l-[30]. For instance, the indoor ultra wideband
(UWB) channels vary slowly and smoothly in successive fgdatocks. Although there may be occasional
sharp transitions due to sudden changes in the surroundiigpement (e.g., when a person walks into the

room [28], [29]), these changes occur infrequently, andatigcent fading blocks are typically temporally-

For instance, in the 3G cellular systems the available feekdbate is limited to only 1.5 kbits per slot [8].
2Subsampling could also be applied in the frequency domain,tiansform coding approaches have proven quite sucdessfexploiting

frequency correlation, e.g., [1]-[4].
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correlated. Moreover, for the fast-moving users the chiamag change during a codeword transmission perioc
For these reasons, it is interesting to extend the basidystiading models to the case where there is tempore
correlation between the successive channel realizations.

Related worksThere are many scientific reports tackling the partial C®lbpm from both practical and
theoretical aspectd1], [2]. For instance, different practical feedback retime schemes have been proposec
by [31-{7], [31]-[34].

From an information-theoretic perspective, there are masylts dealing with quantized CSI in slowly-
fading channels; Kim and Skoglund [12] found the channetaye rate in the presence of quantized CSI an
investigated different optimality conditions for the gtiaation boundaries. Further, Ekbatani et. al, [13], [14]
studied the effect of feedback channel noise on the perfocmaf the slowly-fading channels. As another
kind of partial CSI feedback, [15]-[19] implemented hybaidtomatic repeat request (HARQ) in slowly-fading
channels and [16], [17] compared the results with the onésirdd by quantized CSI. References [12]-[19]
are all based on the basic uncorrelated slowly-fading cblaassumption.

Temporal correlation in limited-feedback schemes has lseasidered by a number of information theorists.
For example, [20], [21] investigated the performance ofgerally-correlated multiple-input-multiple-output
(MIMO) channels in the presence of feedback delay or othks agerference. A linear precoding technique
was proposed in [22] for temporally-correlated MIMO chalsnetilizing quantized CSI. Implementation of
HARQ in temporally-correlated channels has been congsideyee.g., [23]-[26]. Finally, we studied the effect
of dynamic quantizers on the throughput and feedback loazbotlated channels [27].

Reviewing the literature, there are some points that arerthie motivators for this paper:

« It has been previously shown that feedback compressionxpi@iéing the temporal correlations is crucial
for practical implementation of many communication systerniowever, feedback subsampling, which is
one of the most powerful methods for feedback compressiasnot been well analyzed yet. (Meanwhile
there are a number of simulation-based works dealing wighldack subsampling [3], [4].)

« To the best of our knowledge, all related slowly-fading alelrbased papers assume the codewords t

Due to extremely high number of papers dealing with partigl,Gt is not possible to mention all related works here. Welagize to the
authors whose papers we have not included in our list and tieéereaders to, e.qg., [1], [2] for deeper review of the pa@SI schemes.
4For instance, the amount of CSI required for proper impleat@m of orthogonal frequency-division multiplexing (OM) and MIMO broadcast

channels is not practically affordable if temporal and @rexgcy correlations are not exploited for feedback compedgg], [35].

February 11, 2013 DRAFT



span a single fading block. On the other hand, modern coder ate very long codewords, which may
exceed the channel coherence time [36]. Moreover, as shafme, the fading parameters of the fast-
moving users or the UWB communication setups may changeglaricodeword transmission. Therefore,
it is interesting to evaluate the system performance in #seg where the channel takes a finite numbe

of values during a codeword transmission period.

Contributions: This paper studies the problem of feedback subsamplingnipaeally-correlated channels.
The problem is cast in form of maximizing the throughput sgbjto different peak and average power
constraints, when the transmitter is provided with subdachguantized CSI. The results are obtained fol
different fading models where the channel remains constanhg a codeword transmission or takes a finite
number of correlated values within a codeword transmispenind, which models the time-varying channels.

As opposed to [3], [4], we present analytical results forfdexlback subsampling problem. Also, our problernr
setup is different from the ones studied in [12]-[27], bessad) feedback subsampling, on which we focus
was not investigated in those papers and 2) we consider tlegfaariations during a codeword transmission.

The results show that, depending on the temporal correlabaditions, substantial throughput increment car
be achieved with feedback rates well below 1 bit per slotXbfkso, there are average power thresholds belov
which an on-off approach is the best scheme maximizing treutihput of subsampling-based approaches. W
show that the network data transmission efficiency is ovenased if the fading variations during a codeword
transmission are approximated by their average valuell§itize arguments of the paper can be used to exten
many schemes previously proposed for slowly-fading nete/do the ones in fast-fading channels.

An overview of the papeithe results of the paper are obtained in two scenarios, ssistaTable 1. First,
it is assumed that, while there is correlation between ssiee gain realizations, each codeword spans a sing
fading block (Fig. 1). In this case, calleshort-length codingscheme, the transmitter utilizes the quantizec
CSI received in 1 out of blocks to estimate the optimal transmission parameterh@frnext codewords
(feedback subsampling). Here, the throughput is obtaioedi¢lay-free and delayed feedback conditions an
is compared with the throughput in HARQ protocols.

In the second scenario, the codewords are assumed to spambamaf fading blocks (Fig. 1). In other words,
the basic slowly-fading model assumption is relaxed to @qugse slowly-fading model where the channel
gain can have a finite number of correlated values in eachwsmdetransmission time slot. We denote this

model adong-length codingapproach. Here, the system throughput is obtained forrdiitepower constraints
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and the effect of repetition codes on the system performanegaluated.

Il. SYSTEM MODEL
Channel modelWe consider a correlated slowly-fading channel. That ig, fdding random variable is

assumed to be constant in fading blocks of lenftbhannel uses, normally determined based on the chanr
coherence time. In this way, utilizing codewords of lengththe channel output at, e.g., theth fading block

can be represented as

where the input messagg, multiplied by the fading random variabld, is summed with an iid complex
Gaussian nois¢’, ~ CN (0, Ny) resulting in the output}. With no loss of generality, we sét, = 1 and
defineGy = |Hy|* which is denotedthannel gairin the sequel. Also, the results are obtained in an inforonati
theoretic perspective where the blocks are supposed tosyenfdotically) long [11]-[19].

We assume the successive fading realizations to be depesggmn that giverG, = g, £k =0,..., K — 1,
the fading realization in time slok is obtained according to the conditional probability dgngunction
(PA) foricr ..co(9x|9x-1- - g0). The analytical results are valid for a fairly general cadeese the gain
distribution can be any continuous pdf taking positive ealover(0, co). For the simulation results, however,
we focus on Rayleigh fading channels where the successtliagiachannel realizations are related to eact

other according to the first order Gauss-Markov process

Hypp = aHp +V1—a2e, e ~CN(0, 1), G = | Hi|*. 2)

Here, ¢ is a Gaussian noiséN (0, ) uncorrelated withH,. Also, « is a known correlation factor which,

defining E{.} as the expectation operator atidas the conjugate of, demonstrates two successive gain

E{H41H;)}

() i.e., the one-lag normalized autocorrelafiobnder this model,

realizations dependencies by=

the gain joint and marginal pdfs are found as

1 __a+y 200\ /Ty
- - (1—a2)u\:[/ _— 3
ka7Gk—1 (l‘, y) (1 o 042),u2€ 0((1 — OZQ)M) ( )

and

5As discussed in, e.g., [37], the information theoreticaluts of slowly-fading channels match the results of actmles for practical code
lengths, e.g.L ~ 100 channel uses, and provide appropriate performance bowndsystems with smaller code lengths.

As an extension, one can consider the Rician fading modetsenti, ande in (2) are redefined a&l;, = Hi, + jH. ande = " + je' with

j=+/—1, H, ~ N(d, %), H, ~ N(d, %), e~ N( 1_1:‘;2 a', %), g~ N 1_11‘12 a, %). Here,a" anda' are the corresponding means of

the Gaussian variabled}, and H},.
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ka(g) = leiﬁvg >0, (4)
1

respectively, wherel(.) is the zeroth-order modified Bessel function of the first kj88]. Also, one can

extend (2) to

Hyin=a"'"Hy+V1—a20-De n>1 (5)

which, as seen in the following, can be used in cases withyddldeedback or arbitrary subsampling rates
(More details about the fading pdf are given in Section MpaRy, all results are presented in natural logarithm
basis, and in all simulations the throughput is presentethis-per-channel-use (npcu).

CSI feedback schemk:is assumed that the receiver has perfect instantaneaslédge about the channel
gain, which is an acceptable assumption in slowly-fadingdatons [11]-[19]. On the other hand, the trans-
mitter is provided with subsampled quantized CSI which @ ldack by the receiver everly-th block; in time

slotsmK, m =...,—1,0,1,..., a deterministic mapping function (quantizer)
Q(ng) =nif gnx €5, = [gnflagg]n)a go=0, gy =00 (6)

is implemented by the receiver which partitions the nontiegaeal line into N nonoverlapping quantization
regions with quantization boundarigs,» = 0,..., N. Then, if the channel realization falls into theth
quantization region, i.eg,,x € S, = [gn—1, Gn), the quantization index is sent back to the transmitter, where
the transmission rate and power are selected based on #ee@cSI. Note that the transmitter has no CSI
except the region in which the channel gain falls. Also, abersng the feedback subsampling, the feedbacl
rate is given by% log, N bps. Both delay-free and delayed feedback conditions atest in the following.
Finally, we definep, = Pr{g..x € S,} as the probability of the gain belonging .

Forward channel data transmission approach&¥e focus on thebursting communication model where,
while K successive fading blocks are used in each transmissiorvahtehere is a long idle period between
the transmission of different packét3 herefore, we can ignore the gain dependencies betwefenedif packet
transmissions. Two different transmission schemes arsidered for everyk successive fading blocks, as
illustrated in Fig. 1. In both scenarios, the transmitteoidy informed about the quantized CSI of the first
block out of theK blocks of a packet. The only difference between two methetisrms back to the length

of the codewords. In the short-length coding scenario, eacteword spans only one fading block. In the

’In the following, the data transmitted iR successive fading blocks is denoted a packet (See Fig. 1).
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long-length coding scenario, on the other hand, each cadkigosupposed to span over the entire packet
consisting of K fading blocks.

Evaluation yardstickOur figure of merit is the long-term throughput (in npcu) defiras [12]-[17], [39]
Zz 1 Q( ) a) E{Q}fz_ol (7)
s YT E{rhy

Here, (i) and (i) are the number of successfully decoded information natstteaumber of channel uses

n=

in the i-th time slot, respectively. Theria) follows from the law of large numbers wheEE{Q};' is the
expected number of successfully decoded information nateaend of each packet transmission &f{d}; '
Is the expected number of channel uses in a packet transmigsriod.

In both quantized CSl-based transmission scenarios studiéhis paper thevhole K blocks are used for
transmission of fixed-length codes. That i$j) = KL, Vi, i.e., the number of channel uses in each packe
is the same regardless of the channel conditions. Thus,ghendinator of (7) is constant in both quantized

CSl-based scenarios and, using law of Iarge numbers, tbeghput simplifies to

~

R T Zz IQ _ D
=ML _Hoolz HOOIZR = Eoo G ARG, g} = B ()

where R(7) is the achievable rate in theth packet period. In other words, as stated in (8), in botantjaed
..... GK_I{R(QW ct 7gK71)}1 Ie!
the expectation of the successful transmission rates wierhtannel is in stateS, = g, k =0,..., K — 1

[12]-[17].

CSl-based scenarios the throughput degenerates to thagaveateR? = Ec,

For the HARQ protocols with a bursting communication modbk length of the packets, i.er’s, is
a random variable and not constant. This is because, deypewdi the channel condition, we may need to
retransmit the data for a number of times. Thus, as alsodsta{d 5], [17]-[19], [39], the packets have different
weights on the long-term throughput and channel empiridldmes not match the true channel distribution.

As a result, the long-term throughput should be directlgwated based on (7), as explained in the Appendix

[Il. THROUGHPUT ANALYSIS, SHORFLENGTH CODING SCENARIO
Given that the gain realization at time slot= 0 falls in then-th quantization regiory,,, defined in (6), the

data is transmitted by codewords having rateRB,, , = log(1 + g;, , Tx), k = 0,..., K — 1, if short-length
coding is considered. Here; ,, k= 0,..., K — 1, are auxiliary variables, one-to-one related with rakgs,,

which simplify the equations (Thus, we may uBg, andg; , interchangeably in the following discussions).
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These parameters can be interpreted as fixed values estilmatde transmitter iy, € S,,. Also, T, is the

power considered for the-th block such that, for a given quantization regisp we have
L
1
7 Z | Xk[l]]* < T 9)
=1

Remark 1:As the gain realization in time sldt = 0 is in the regionS,, = [§,_1,g.), the optimal value
of the auxiliary variabley, , must be within this region as weéllHowever, this argument is not valid for the
other considered valueg, ,, k > 0, (and consequently, the ratés, ;) which can be any positive value.

The codewords are decoded at the receiver separately.fotesrié the gain realization at time slétsupports
the considered rate in that block, i.gy > g, , = BR;: L the transmitted data is successfully decoded
otherwise outage occurs. Consequently, forskil quantization region, the expected received infornmaiio

time slotk is found as
ank = L x R, x Pr{successfuldecoding, € S, } = L x log(1 + g;, . Tnr) Pr{gr > g, xl90 € S}

= Llog(1 + g5 T ) Pr{ge > g5, & g0 € Su} = “22 log(1+ g5 , T k),
gn fooo o Jo faonntr o (o, - g a)dag . deg g = Foy(Gn) — Faolgho), k=0 (10)

ﬁn,k = Gn 1f0 fgn fO fGo, LG 1(33'0,...,l’K,l)dl’o...dl’K,l
= ;711 fgcio fG07Gk(.’L’0,.’L’k)d{L’0dl'k, k 7é 0
n n,k

wherefq, ., IS the gain joint pdf ik successive realizations ai@, denotes the gain marginal cumulative
distribution function (cdf). Thusg, . is the probability of successful message decoding in tiroe/swhen
the transmission rate is set 10, . = log(1 + g, ,T.x) and the quantization index has been received in the

slot £ = 0. In this way, using (10), the throughput is obtained by

OB SN mYi Qur 1 e
n= — = == — - == Bnrlog(1 + gy x Toi)- (11)
ST SIS 9P :
Also, the average transmission power, defined in [11]—[{133]], [39], is simply found a%
N N K-1
TooL+...4+1T, L

T=2 p( e 2> piT (12)
n=1 n:1 k=0

8In fact, with the same procedure as in [12] which studies bsampled CSI in uncorrelated slowly-fading channels, we staow that in the

optimal case we have;, o = gn—1 if n# 1.

>
ZI
as in (8), the average power is rephrased as (12) for the igadn€SI schemes using packets of fixed length.

°In general, the average power is definedas: hm 8 whereé () is the consumed energy in theh time slot. With the same procedure
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In this perspective, consideriffj as the transmission power constraint, the general powstelll throughput
optimization problem can be stated as

Thnax = o max % Zfl\le Zf;& Bk log(1 + gz,an,k)
gn’km‘]ann,k (13)

subjecttol SN SNy T, < T
which, based on the power allocation strategy and the fadisgibutions, can be solved numerically or
analytically. Finally, settingk’ = 1 the results are simplified to the ones presented in [12] wadhQ$lI
subsampling and no correlation between the channel réaliza

Transmission power constraint8ased on the transmitter power adaptation capabilitiesetimay be dif-
ferent power constraints; due to, e.g., hardware or contglémitations, there are cases where, independent!
of the feedback index, the power allocated to each codewandnot exceed a maximum valdé In this
case, as the transmission rate of AWGN channels is an inogemction of the signal-to-noise ratio (SNR)
[11]-[19], the optimal powers maximizing the throughput @btained byl,, , = T,V n, k. This constraint is
normally calledshort-termpower allocation [11]-[19].

Under the more relaxetbng-term (battery-limited) power constraint, the transmitter cala@at the power
based on the channel conditions such that 7'. In this way, the optimal powers maximizing the throughpu
can be found based on (11), (12) and a Lagrange multipliestiomY = 7 — \7" leading to the following
water-filling [40, chapter 9.4] equation

+
=0=T = |22 ——| . 14
T, ! {Apn g;;,J -

Here, \ is the Lagrange multiplier satisfying < 7" constraint andz|" = max(0, z).

Remark 2:It has been previously shown that to maximize the throughpare resources should be allocated
to thebetterchannels, e.g., [12], [16], [17]. Thus, it can be easily shahat, maximizing the throughput, we
haveT, , > T, if Pr{gr > z|go € S} > Pr{g > z|go € S,}, Vx. That is, for a given quantization index
higher powers are allocated to the blocks in which the chagaies are estimated to be higHer

Remark 3: With Pr{g, > z|gy € S,,} > Pr{g > z|g0 € S,}, 3k, [, Vz, there exist average power thresholds
below which an on-off approach is the optimal scheme maxirgithe throughput in the short-length coding

scheme. This point follows from Remark 2; the propéffy, > 7)., in Remark 2 simply means that, for every

Note that the two power ternig, , and7;,; are interchangeable in the average power (12).
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given quantization index, no power is allocated to the blocks estimated to be wealk, tinet strong blocks
of the packet have received their required powers. Thabisevery given average power threshdld there

is a set of block indices,, {0,..., K — 1} whereT,,, =01if | € 1,, and T, >0if [ ¢ 1,.. Hence, the
maximum throughput is achieved when, depending on the gegoawer constraint, the transmitter turns off
in weak time slots and allocates the power in the time slotsrevthe channel is estimated to be strong.

As an example, if the current channel gain is in the first gaation region, it is expected that the channel
gain increases in the next slot. Hence, we should Hawe> T;, (For simulation results, see Fig. 3). Thus,
with a low total powerI’, no power may be assigned 19, i.e., 71, = 0, while we may havel} ; > 0.

Remark 4:With the same arguments as in Remark 2, we hgve> g, , (or equivalentlyR,, , > R, ) if,
compared to thé-th slot, better channel condition is expected in kil slot. Also, in harmony with intuitions,
the simulation results show that when the subsampling retiee@ases or the channel correlation decreases tl
auxiliary variablesy; , converge tayy, which is the fixed value considered for data transmissioh wi CSl
at the transmitter.

Finally, the paper has focused on the single-layer trarsongSLT) scheme. However, the same procedur
as in, e.g., [12], can be used to extend the results to theva#ise multi-layer transmission (MLT) approach,
which improves the system performance, particularly fav feedback rates.

Iterative throughput optimization algorithnEquation (13) is a nonconvex optimization problem in terrhs o
guantization parameters. Hence, to solve the problem, wpose an iterative algorithm stated in Algorithm
I. Here, we should mention that, as the problem is nonconvexe is no guarantee that the globally optimal
parameters are determined by any algorithm, except theitgs with an exhaustive search-based fashiol
which are run infinitely many times. Step VIl of Algorithm | phies that a number of randomly generated
answers are checked in each iteration. Thus, it can be gaslyed that the algorithm can asymptotically
reach the global optimum. However, as the algorithm is pralty run for a finite number of iterations, the
simulation results of Section V can not be claimed to be dlglmptimal. For this reason, 1) we have checked
the proposed algorithm for many different initial settings reduce the effect of local minima. For almost all
of the initial settings the algorithm reaches the same tedgth high accuracy, which is an indication of a good
result. Moreover, 2) we have double-checked the resultbaftdength coding scheme under short-term powe
constraint by modifying the gradient-based algorithm d][Wwhich has been used for uncorrelated channel:

The simulations show that in some cases Algorithm | worksebehan the algorithm in [12], which might be
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because the algorithm of [12] needs to numerically diffeeda the Marcum-Q function that shows up in the
Rayleigh-fading model (see (24)). Finally, note that, whllgorithm | is much faster than exhaustive search
the gradient-based algorithm of [12] is faster than the pseg algorithm. However, as the parameters of, e.g

(13), are determined off-line, the complexity is not as im@ot as in online applications.

Algorithm 1 Throughput optimization
|. For a given powefl’ and the fading pdf,

..... Gx_.» CONsider/, e.g.J = 20, randomly generated vectors
N=[g. ahglo gk 0=F<H<.. . <Ghi=1,....J.
II. For each vector, do the following procedures
— Find the probability coeficients,, ;'s andp,’s based on the joint pdf.
— Find the optimal transmission powers according to (12) d. (
— Determine the throughpuf based on the transmission powers and (11).
Ill. Determine the vector which results in highest throughp.e., A* where®? < 7', Vj =1,...,J.
V. Al « A%
V. Generateh < J, e.g.,b = 5, vectorsA?"™W j =1,... b aroundAl. These vectors should also satisfy the
constraints introduced in .
VI, AT AImew 5 — 1 )b,
VII. Regenerate the remaining vectord’,; = b + 2,...,J randomly such thatA/ =
-GN G- TNk 0= <G <. SR i=b+2,.., 7.

VII. Go to Il and continue until convergence.

A. Discussions

In the following, we extend the results of the short-lengtding approach to the cases with delayec
feedback. Also, some discussions about the continuous cwomcation model, practical implementation of
feedback subsampling and HARQ protocols are presentec that, although the results are given for the
short-length coding scenario, the same arguments can alssdd in the long-length coding scenario.

1) Delayed feedbackThe results of, e.g. (11), can be extended to the case whene i) > 1 steps delay
in the received feedback, as the delay can be modeled azngilihe received quantized CSI of tlhe= 0

fading block for parameter setting in blocks= D, ..., D + K — 1. In this way, with the same procedure as
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before, the throughput is found as
ﬁdelayec(D) = % 27]:[:1 25;01 ﬁ’n,k+D IOg(l + g:,k+DTn,k+D)

g e’} 00 00
5n,k+D = gnn_l fo - -fg;_HD s fo fgo ..... gDJrK—l('rO? e >$D+K—1)d$0 .- -de-i-K—L

(15)

Also, the average transmission power is changed’ te- % fozl kK:})l pnTn k+p Which, along with (15),

change the throughput optimization problem (For simutatiesults, see Fig. 10).

2) On the continuous communication modé&lhe same approach as in (8) can be used to determine t
throughput of the quantized CSl-based schemes if, instéatieobursting, thecontinuouscommunication
model is condiered. However, the main difference betweesghwo models is that, in contrast to the bursting
model, the subsampled quantized CSI of the previous papketsde considerable information for the current
packet, if continuous communication is considered. Thaiste continuous model, all feedback bits receivec
during the previous packet periods should be taken intowtcavhich makes the fading pdf a function of
(infinitely) many quantization indices, and not mathenslyctractable. This is the reason for considering the
bursting model. Note that 1) the bursting model is an appatgpmodel for many practical setups, as the user
are not always active [15]-[17], [19], [41]. Also, 2) with aptized CSI, the results of the bursting model,
e.g., (11), are valid also for the continuous model if, infepacket transmission period, the quantized CSI o
the previous packet periods is ignored. Finally, 3) as dised in, e.g., [15], [17], [19], there are fundamental
differences between the performance of HARQ protocols irsting and continuous communication models.
This point, which is because of the variant length of HARQKeds, is further studied in the Appendix.

3) On practical implementation of quantized feedback soipdg: In practice, variable-rate coding is
achieved by adaptive modulation and coding (AMC) where theeived SNR is compared with a set of
thresholds, listed in a number of tables, and an appropmeteulation and coding index is chosen based ol
the comparisons [1]-[4]. Also, utilizing subsampled CSIMBE estimators are normally used to estimate the
SNR of the missing blocks as in, e.g., [4]. The thresholdslmmmapped to the transmission powg}s, and
ratesR,, . Moreover, the successful message decoding probabilitigsare obtained by the empirical pdf of
the successfully decoded codewords for each SNR threshdlieitables.

Practically, feedback subsampling is of particular indesehen the number of users or the number of chunk
in OFDM setups increases. Here, the feedback resourcesecegutbllized by different users/chunks in a time
division multiple access (TDMA) fashion [1]-[4]. Moreovdrequency correlations between, e.g., neighbo

chunks of the OFDM channels can be exploited with the saméadstas the ones we developed for tempora
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correlation (There are also a number of transform codingaggies such as discrete cosine transform (DCT
which have been shown to be efficient for feedback compressidhe frequency domain [1]-[4], [6], [7],
[31].). Finally, special attentions are required when gesig the schedulers in the presence of feedbac
subsampling. This is because the scheduler should takectheasy of the channel estimations into account
and decide whether to exploit the channels with more updagidor to explore the channels with an outdatec
CSI [26]. Thus, the scheduler should be designed based omtimplay between user scheduling, channe
memory evolution and queue status.

4) Data transmission with HARQ feedbaddARQ is one of the most well-known schemes to increase th
data transmission efficiency of wireless networks via ledifeedback resources [15]-[19], [23]-[25], [39].
Therefore, it is interesting to compare the results of thengjued CSI approach with the throughput obtainec
by the HARQ feedback.

Among different HARQ protocols, repetition time divers{fifTD) is a good and simple fixed-length coding
HARQ technique where the same codeword is retransmittedch eetransmission and the receiver perform:
maximum ratio combining of all received signals [17]-[12K], [25], [39]. Hence, its complexity is comparable
with the ones in the quantized CSI schemes. This is partigub@cause not only the code lengths are the sam
in all retransmissions but also no new parity symbols needsetgenerated in the retransmission rounds. i
the Appendix, we determine the throughput of the RTD pratémodifferent channel conditions. Comparisons
between the quantized CSI- and HARQ-based approaches wg g1 Section V which demonstrate the

superiority of the quantized CSI scheme over the RTD prdtocthe bursting communication model.

IV. THROUGHPUT ANALYSIS, LONG-LENGTH CODING SCENARIO

Utilizing long-length codes of lengtlik’ L (in channel uses)y,, information nats is encoded into a single
codeword{x[i],i =1,..., KL} of rate R,, = %, if the n-th quantization index is received at the beginning of
the packet (Fig. 1). The optimal coding scheme is consideteele each codeword is constructed by concate
nation of a standar@Gaussiancode and a power controller which allocates the poWgy, £ =0,..., K —1,
to the symbols{x[1 + kL]...x[(k+ 1)L]} of the code [42, chapter 7]. That is, the code is constructesdb
on CA/(0,1) and then the values of each block are rescaled f, .. Using this code construction scheme,
the results of, e.g., [37], [40, chapter 15], [42, chaptercdnh be used to show that, with the set of powers

T, the maximum number of decodable information nats usingwodds of length/{'L is limited to
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K—
Q™ Ty = Z log(1 + grTh)- (16)
k=

Therefore, for each quantization index the expected achlevable information in this scenario isébas

K-1
go € Sn}

k=0

1 1 K—-1

= p_R" x KL x Pr {Rn < log(1+ gk Thi) & go € Sn} (a7)
n k=0

and the throughput is

. E{QhL Zn 1 Po (R x KL x Pr{R, < k; 0 log(1+9ank)’go € Sy})
"=TRL KL

_ZR Pr{R, <—Zlog + guTor) & go € Sn}. (18)

n=1

Consequently, as the average transmission power is oldtayngl 2), the power-limited throughput optimization

problem can be stated as

Hmax = max_ S0 R, Pr{R, < £ 3% og(1 + giThx) & go € S, }
n, Tk, Rn (19)

subjecttol SN Sty T < T,
which can be solved with the same procedure as in Algorithm I.

Remark 5:Using (18) and the same argument as in Remark 2, it follows tbanaximize the throughput,
more powers should be allocated to the subcodewords in whelchannel gain is estimated to be higher, for
a givengy € S,,.

Remark 6:Assume short-term power allocation and no CSI feedbackn,T{ig the throughput in a given
piecewise slowly-fading channel is less than the througpuwanother slowly-fading channel whose fading
pdf is obtained by averaging the behavior of the piecewise/lgtfading channel in a codeword transmission
period. However, (II): the system throughput in these caseserges at low SNRs. These points can be prove
as follows.

With no CSI feedback, the piecewise slowly-fading chanhebaghput, i.e., (18), is rephrased as

K-1

. 1
i=RPr{R < l; log(1 4 g,T)}. (20)
Moreover, the throughput in a slowly-fading channel foliog/ the pdf f;;u), U™ = 5 Zk NS
| K-
7= RPr{R < log(1+U%T)} = RPr{R < log(1 + = Z a.T)}. (21)

k=0
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Now, comparing (20) and (21), part (l) is easily proved basethe concavity of the functiofi(z) = log(1+x),
which leads to ZkK:_Ol log(1 + g, T) < log(1+ = kK:_Ol gxT). Finally, usinglog(1 + z) — « for low SNRs,
the throughput in (20) and (21) convergeite= RPr{R < % Zk 0 ng} as stated in part (ll).

The remark is interesting when we remember that in pracheechannel does not remain constant, evel
at low speeds, although it is approximated to be fixed. Thearkrshows that the practical data transmissior
efficiency of the communication systems is worse than wh#tasretically obtained by such approximations
(please see [43, chapter 4] as well). Also, although the rensaproved for the case of no CSI, it seems to
be intuitively valid when the transmitter is provided withamntized CSI too, since the channel with quantizec
CSI can be modeled as a channel with no CSI and a modified fatlh§lL6].

A. Discussions

With the same procedure as in Section lll, the results of tmglength coding scenario can be extendec
to cases with delayed feedback. Here, we investigate tleighiput in the presence of repetition codes. Th
results are interesting because implementation of répetibdes leads to substantial code design and decodi
complexity reduction particularly in long codes. Also, ionse high-performing coding schemes, it is easy tc
construct codes with rates close to one, while the low raes, ratel, are difficult to design. However, the
low rates can be easily constructed by repetition of codesmbaates close to one.

Using repetition codes, the codewofd[i],« = 1,..., KL} is constructed byK times repetition of a
subcodeword{x[i],i = 1,...,L} in the K blocks. The only difference between the subcodewords is the
powers where, for a quantization index the k-th subcodeword is scaled to have powgr,. The scheme
works as follows. For a quantization regicfy, construct a lengthi Gaussian subcodgy[i|,i = 1,..., L}
with Q,, information nats, poweff”mo and rateR,, = %. Then, repeat the subcode fartimes and rescale the
powers byT,, .,k =0,..., K —1, to make a single codeword[i],7i = 1, ..., K L}. At the receiver, maximum
ratio combining of the subcodewords is performed. In thig,vwas the codeword ha§,, information nats
and the data is repeated, it is successfully decodél, i Llog(1 + > r " gxTn1). Hence, the throughput is

found as

. E{QNS X pa@a Pr{Qn < Llog(1+ 34 Tokgi)lgo € S}
Mrep = E{r } KL

K-1 K-1

N
(a
:; ER Pr{R, < log( 1+2Tnkgk: |90 € Sn} =~ an R, Pr{R, <ZTnkgk|90€S} (22)
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where(a) is obtained bylog(1 + x) ~ x for low SNRs.
On the other hand, considering (18), the maximum througlgpuhe long-length coding scheme at low

SNRs is obtained by

N K—1

R 1

n= E Pl Pf{Rn < i E Tn,kgk|go € Sn}' (23)
n=1 k=0

Thus, comparing (22) and (23) while settii) = K R, it is found that concatenation of repetition codes
and power controllers along with maximum ratio combiningheg receiver is optimal, in terms of throughput,
at low SNRs (This point is in harmony with the literature [44]n this case, the rate of the subcodewords
considered in the repetition coding scheme shouldsbemes of the original codewords rates.
V. SIMULATION RESULTS; RAYLEIGH FADING CORRELATED CHANNELS
The simulations focus on Rayleigh fading channels wherestiezessive fading channel realizations are
related to each other according to (2)-(5). Moreover, trebability termsPr{G}, € [u,v) &Gy € [w,2) }

in, e.g., (10), are determined based on the following irstegn procedure

Pr{Gy € [u,v) &Gr_1 € [w,2) } = [ [* fa, e (@, dxdy f (f\/_ee El O(Sﬁﬁ)dQ)dx

2 e E e sV /2) — €V, ﬁ)}dxéa—a?)e—ﬂ{f(ﬁa,\/% —£(y/2a0,,/2))
—<1—a>e*i{£<ﬁ \ﬁ - \/%a,\/%}ﬁfu e*%{a\/2 SVT) - <\/5 $V/7) b
— uf<\/5\/§ % , \ﬁ )—e uf<\/7[ >+e “5(\/7 ﬁc«).

Here, (a) is obtained by defining = (1 — o?)u, s = \/2/ra and using variable transform: \/2y/r. Then,

(24)

(b) is directly obtained from the definition of the Marcum Q-ftina £(z, v) f te”

(zt)dt. Finally,
(c) is based on the fact tha(z,y) = 1+ ¢ @ “ >/2\p0(3;y) —&(y,x) and (d) is derived by using variable
transform¢ = /z, partial integration and some calculations.

The simulation results are illustrated as folldivs

On the effect of power allocatiorEigures 2-4 study the effect of power allocation on the pemtnce of

the short- and long-length coding schefiesiere, the following points are deduced from the figures:

n all figures, we setV = 2, K = 2 andu = 1, unless otherwise stated.
2For adaptive power allocation in Fig. 4, the results areiobthfor the case where, while the powers are optimally atled to the subcodewords,

the total transmission power in each codeword is constdmt 18,750 + Tn1 =27, n = 1,2.
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« With adaptive power allocation there are thresholds beldvickv the on-off approach (not transmitting
at all in the time slots where the gain is estimated to be I@ahe optimal data transmission approact
(Figs. 3 and 4b, Remark 3). Also, the simulation results aré@armony with Remarks 2 and 5; with
adaptive power allocation more power is allocated to théssto which the channel gain is estimated to
be higher. For instance, we ha¥g, > T, that is, atk = 0 time slot more power is allocated to the
second region. Also, given that the channel is in the firsgt @acond) quantization region, it is expectec
that the channel gain increases (decreases) in the nextHgaote, we havd’; > T, andT,y > T,
as also seen in Figs. 3 and 4b.

« With more correlation, i.e., highet, the power terms in a packet period, for instafi¢gg and7; ; (or
T, and T3 ) get closer together (Fig. 3). The intuition behind thishattwith more temporal correlation
the probability that a good channel remains good (and a badnei remains bad) increases.

« Also, in harmony with the literature, e.g., [12], [16], [1 Adaptive power allocation leads to considerable
increment in the throughput of the two scenarios at low SNRg. (2 and 4a).

Comparison between the short- and long-length coding seeniaConsidering short-term power constraint,
Fig. 5 compares the throughput in the short- and long-lergiting scenarios. The results show that, for
Rayleigh fading channels, higher (but not much higher) ughput is achieved with long-length coding,
compared to short-length coding. Particularly, the thigug of the two schemes are different at low tempora
correlation conditions. However, increasing the tempomatelation, the throughput of the two scenarios ge
closer, converging to the one obtained by full correlatidnte that, while the long-length coding outperforms
the short-length coding approach in terms of throughpulgaitls to harder message encoding and decoding al
channel estimation at the receiver. This is because lomggescare utilized in the long-length coding model
and the channel changes during a codeword transmissioodperi

On the efficiency of feedback subsampli@gnsidering equal-probability quantizatiénFig. 6 studies the
throughput for different feedback rates. Compared to trsegavith only CSI quantization and no feedback
subsampling, the results show that higher throughput caacheeved with less or equal feedback rate wher

feedback subsampling is utilized (Using Fig. 6, this poem,cfor example, be verified by comparing the points

BIn general, more time diversity can be exploited when thenpkhvariations increases in time but, on the other handclia@nel estimation
becomes harder for time-varying channels.

14with equal-probability quantization the channel margipdf is divided intoN regions having probability}v.
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C or E with point D.). Thus, depending on the correlation condition, the faedlsubsampling can be an
efficient feedback compression scheme for the communitaystems.

Comparison between the quantized CSI and HARQ proto@dlt a bursting communication model, Fig. 7
shows the RTD-based system throughput and compares thesresih the ones obtained by the short-length
coding based quantized CSI approach. Here, the resultsbaaged for a maximum ofi/ = 1 RTD-based
retransmission round and short-term power constraint.eksahstrated in the figure, the quantized CSI schem
outperforms the HARQ approach, in terms of throughput, &eddifference between the throughput of the twa
schemes increases with power/temporal correlation. Irasinto the quantized CSI scheme, the HARQ-base
throughput decreases with temporal correlation. Intelyivthis is because with more correlation less time
diversity is exploited by the HARQ. The readers are refetoefll6], [17] for comparison between the HARQ
and quantized CSI schemes in the continuous communicatoatehand uncorrelated slowly-fading channels.

On the effect of temporal correlation in the long-length iogdscenario:Figure 8 verifies the validity of
Remark 6 for different correlation conditions. Also, Figc@mpares the performance of optimal and repetitior
coding schemes in the long-length coding scenario. Conegl€&igs. 5, 8 and 9 we observe that the channe
temporal correlation may play different roles in the thropgt of the long-length coding scenario; As the
correlation increases, less time diversity is exploitedhia long-length coding scenario. On the other hand
we gain more from the subsampled CSI when the correlatiorases, because the subsampled CSI provide
considerable information for the slots with no CSI feedbdokthis way, there is a tradeoff and depending
on the fading pdf the limited-feedback throughput may iaseeor decrease with the correlation in the long
length coding scenario. For instance, the throughput dsesewith the correlation if no CSl is provided at the
transmitter (Fig. 8) (As another example for the case whieeethiroughput decreases with correlation, pleas
see the results of the repetition codes with= 2 in Fig. 9). On the other hand, Figs. 5 and 9 demonstrat
cases where the throughput increases with correlatiomhegain of feedback subsampling becomes highe
than the loss in the time diversity when the correlation éase¥.

Other results:According to Fig. 9, the repetition codes lead to considerpbrformance loss at medium/high
SNRs. Also, the effect of channel temporal dependency othtloeighput decreases when the suboptimal code

are utilized. Finally, Fig. 10 investigates the effect dfeflient correlation conditions ant = 1 slot feedback

Note that the subsampled CSl is always useful, in the sermetth throughput increases with the number of quantizatgions.
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delay on the throughput of the system utilizing short-langbding scheme. Here, the results show that witt
feedback delay, partial CSl is beneficial only when ther@issaerable temporal correlation between successiy

blocks (The same point is valid for the long-length codingrerio, although not seen in the figure.).

VI. CONCLUSION

This paper presented different schemes for exploiting tidersity in temporally-correlated channels. Using
feedback subsampling, the results were obtained underdm#lyed and delay-free feedback conditions ant
with different transmission power constraints. The resshow that with temporal correlation on-off approach
is the optimal scheme maximizing the throughput of the feedlsubsampling-based schemes. Approximatin
the channel variations by their average value leads to stiarating the performance of the wireless networks
unless if low-SNR regime is considered. Finally, dependinghe channel condition, the feedback subsamplin
can be an efficient scheme which, compared to the traditi@®ll quantization models, leads to higher

throughput with less or equal feedback load.

APPENDIX A

PERFORMANCE ANALYSIS FOR THERTD PROTOCOL

In contrast to the considered quantized CSI schemes, tigghle the HARQ packets is not constant, but is
a random variable which depends on the channel quality. . Téach HARQ packet has a different weight on
the system data transmission efficiency, and the long-taroughput does not degenerate to the average ra
in the bursting data communication model [15], [17], [19]oiMd specifically, the empirical channel pdf does
not match the true channel distribution, if the HARQ paclats sent in a bursting fashion. The reason is tha
if the channel isgood the packet transmission ends at the first transmissiondrodowever, many channel
uses are utilized for sending a packet when the chanreddsHence, a large portion of the data transmissior
is carried out when the channel experiences low quality]enthie transmitter is mostly off when the channel
is good.

With a continuous communication model, on the other hane,ctiennel gains are observed proportiona
to their realization probabilities, because the transmiis always transmitting the codewords. Hence, the
empirical channel pdf matches the true one and, with the sangements as in [15], [17], [19], long-term

throughput of the HARQ protocols degenerates to the aver@gein the continuous communication mddel

18The same discussions are valid for the average power defiris well [15], [17], [19]

February 11, 2013 DRAFT



20

As stated before, we concentrate on the bursting commumcatodel. Thus, the long-term throughput
is directly calculated based on (7), as follows. For analysi HARQ protocols in the continuous data
communication models, the readers are referred to [16], [17

We consider a maximum adf/ data retransmission rounds, i.e., each codeword is (ns)trdted a maximum
of M + 1 rounds. In this case&y information nats is encoded into a codeword of lengtland rateR = =
which is retransmitted a maximum df times. In them-th, m = 1,..., M + 1, (re)transmission round the
codeword is rescaled to have povief. The (re)transmission continues until the codeword isesttly decoded
by the receiver or the maximum permitted retransmissiomasus reached.

Let us defineV,, as the event that the data is successfully decoded at thefehd m-th (re)transmission
and not before, an#t,, as its complement. Provided that the receiver can decoddat®e() nats is received.
On the other handn L channel uses are spent if the data is decoded au:ithie (re)transmission round. Also,
independent of the message decoding status, there willbe 1) L channel uses if all possible retransmission

rounds are used. In this way, the throughput is found as
P E{Q}M1} _ Q(l,_ Pr{Vi,...,Viri1}) ) )
E{r}) LY M mPr{Vi, .. Ve, Vb + (M + 1) LPr{Vi, ..., Varsi}
_ R 1—Pr{Vi,...,Virs1} .
S PV, Vi, Vi + (M 4+ 1) Pr{V4, ..., Var1 }

Also, with the same procedure and as the energy consumee dirshm (re)transmission rounds &™) =

(25)

LY "~ T,, the average transmission power [15]-[18], [37], [39] isrid as
doo BRSNS Pr{T . Vi Vi €D Pe(, Vi)
E{r}0 2 LM mPr{(Vi,. . Vi, Viu} + (M 4+ 1) LPr{Vi, ..., Vari}
o (e T Pr{Vis o Vi1, Vind + (20l T) Pr{VA, -, Varin} (26)
M M Pr{Vi, . Vi, Vin b + (M 4+ 1) Pr{Vi, ..., Vi } '
At the end of them-th (re)transmission, the receiver performs maximum ratimbining of them received

signals. This process effectively increases the receidB ® > | ¢,7,, and reduces the data rate £0
which is decoded ifR < log(1+ > ", 9,7,). This is based on the fact that with an equivalent SNihe
maximum decodable transmission ratesisog(1 + ) if a codeword is repeateqh times [17]-[19], [39], [40].
In this way, the probability terms of (25) and (26) are fourwl b

Pr{Vi, ..., Viuo1, Vin} = Pr{log(1 + 75" g;T3) < R < log(1+ 37", ¢;7))} 27
Pr{Vi,..., Varsa} = Pr{log(1 + X114 9,T}) < R}
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which, as illustrated in Section V, can be simplified accogdio the fading joint distribution.
Finally, the following theorem provides a connection bedwé¢he average rate and the long-term throughpt
of the HARQ protocols in the bursting communication model.

Theorem 1: The throughput of the RTD HARQ scheme is upper bounded by

M+1

Pr{Vi,..., Vin1, Viu}
<R  mf 28
fIRTD < Z m(l — Pr{Vi, ... Varer}) (28)

Proof: The upper bound is found based on the following inequalities

(a) 1= Pr{Vh,. ., Vara} @ Ail Pr{Vi,..., Vin_1, Vin} R

ARTD < = _ . = _ _
I S o Pe{Vay o V1, Viny A m(L=Pr{Vi, - Vara}) 1= Pr{, ., Varya)
where (a) is based on (25) an¢h) follows from Jensen’s inequality, convexity of the functigi(z) = 1

and M Pr (VL Ve, o Vi, Vih = 1 — Pr{Vi, Vi, ..., Vass1 }. Also, the last equality comes from the

M+1 PI‘{Vl, melv
m

definition of average rate, i.eR = RY Vil This is particularly interesting when the number

of retransmission rounds increases, wheréVy, ..., Vi, } diminishes. [
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Fig. 1. An example of a packet and different codewords lengtinsidered in the paper.
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Fig. 2. Throughput versus the average transmission pd@weBhort-length coding scenario. Adaptive power allocatiormore useful when
temporal correlation increases.
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