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Abstract

This paper studies the problem of feedback subsampling in temporally-correlated wireless networks utilizing quantized

channel state information (CSI). Under both peak and average power constraints, the system data transmission efficiency

is studied in two scenarios. First, we focus on the case wherethe codewords span one fading block. In the second

scenario, the throughput is determined forpiecewiseslowly-fading channels where the codewords are so long thata

finite number of correlated gain realizations are experienced during each codeword transmission. Considering different

temporal correlation conditions in both scenarios, substantial throughput increment is observed with feedback rateswell

below 1 bit per slot.
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I. INTRODUCTION

Background:Adaptive resource allocation techniques are useful tools to increase the data transmission

efficiency and reliability of wireless networks [1]–[7]. The main idea behind these schemes is to adapt some

transmission parameters, such as the rate and power, based on the channel quality. Therefore, it is essential

to have good estimates of the channel quality at both end-points of the communication link. Channel state

estimation at the receiver is relatively simple and incurs negligible loss in the transmission rate, particularly

when the channel experiences slow variations. On the other hand, due to the signaling load caused by

reporting the channel information, assuming perfect channel knowledge at the transmitter is an overly optimistic

assumption, which does not match with reality1. This is the main motivation for the present limited channel

state information (CSI) feedback systems, e.g., [1]–[10].

Among different techniques proposed for feedback load reduction in wireless networks, CSI quantization

schemes [11]–[17] and feedback subsampling [1]–[4] have received considerable attention recently. Implement-

ing quantized CSI, the transmitter is provided with a rough measure of the channel quality obtained by the

channel gain quantization. Subsampling techniques, on theother hand, deal with the time-domain correlations

between the adjacent blocks2. Here, the CSI is fed back in specific time slots and in the other blocks it is

estimated via, e.g., minimum mean square error (MMSE) estimators [1]–[4].

In theoretical investigations, the communication channels are normally modeled as slowly-fading channels.

In this channel model, the fading coefficients are assumed tobe random variables that remain constant over time

intervals of fixed duration, determined by the channel coherence time, and vary across successive blocks in an

independent and identically distributed (iid) manner [11]–[19]. This is a useful model particularly for analytical

performance analysis, e.g., in computation of error probability. For feedback compression, however, the slowly-

fading is not an appropriate model, because the channel temporal correlations can not be exploited. Also, the

basic slowly-fading channel is not always a realistic model[20]–[30]. For instance, the indoor ultra wideband

(UWB) channels vary slowly and smoothly in successive fading blocks. Although there may be occasional

sharp transitions due to sudden changes in the surrounding environment (e.g., when a person walks into the

room [28], [29]), these changes occur infrequently, and theadjacent fading blocks are typically temporally-

1For instance, in the 3G cellular systems the available feedback rate is limited to only 1.5 kbits per slot [8].

2Subsampling could also be applied in the frequency domain, but transform coding approaches have proven quite successful for exploiting

frequency correlation, e.g., [1]–[4].
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correlated. Moreover, for the fast-moving users the channel may change during a codeword transmission period.

For these reasons, it is interesting to extend the basic slowly-fading models to the case where there is temporal

correlation between the successive channel realizations.

Related works:There are many scientific reports tackling the partial CSI problem from both practical and

theoretical aspects3 [1], [2]. For instance, different practical feedback reduction schemes have been proposed

by [3]–[7], [31]–[34].

From an information-theoretic perspective, there are manyresults dealing with quantized CSI in slowly-

fading channels; Kim and Skoglund [12] found the channel average rate in the presence of quantized CSI and

investigated different optimality conditions for the quantization boundaries. Further, Ekbatani et. al, [13], [14]

studied the effect of feedback channel noise on the performance of the slowly-fading channels. As another

kind of partial CSI feedback, [15]–[19] implemented hybridautomatic repeat request (HARQ) in slowly-fading

channels and [16], [17] compared the results with the ones obtained by quantized CSI. References [12]–[19]

are all based on the basic uncorrelated slowly-fading channel assumption.

Temporal correlation in limited-feedback schemes has beenconsidered by a number of information theorists.

For example, [20], [21] investigated the performance of temporally-correlated multiple-input-multiple-output

(MIMO) channels in the presence of feedback delay or other cells interference. A linear precoding technique

was proposed in [22] for temporally-correlated MIMO channels utilizing quantized CSI. Implementation of

HARQ in temporally-correlated channels has been considered by, e.g., [23]–[26]. Finally, we studied the effect

of dynamic quantizers on the throughput and feedback load ofcorrelated channels [27].

Reviewing the literature, there are some points that are themain motivators for this paper:

• It has been previously shown that feedback compression via exploiting the temporal correlations is crucial

for practical implementation of many communication systems4. However, feedback subsampling, which is

one of the most powerful methods for feedback compression, has not been well analyzed yet. (Meanwhile

there are a number of simulation-based works dealing with feedback subsampling [3], [4].)

• To the best of our knowledge, all related slowly-fading channel-based papers assume the codewords to

3Due to extremely high number of papers dealing with partial CSI, it is not possible to mention all related works here. We apologize to the

authors whose papers we have not included in our list and refer the readers to, e.g., [1], [2] for deeper review of the partial CSI schemes.

4For instance, the amount of CSI required for proper implementation of orthogonal frequency-division multiplexing (OFDM) and MIMO broadcast

channels is not practically affordable if temporal and frequency correlations are not exploited for feedback compression [4], [35].
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span a single fading block. On the other hand, modern codes often use very long codewords, which may

exceed the channel coherence time [36]. Moreover, as statedbefore, the fading parameters of the fast-

moving users or the UWB communication setups may change during a codeword transmission. Therefore,

it is interesting to evaluate the system performance in the cases where the channel takes a finite number

of values during a codeword transmission period.

Contributions:This paper studies the problem of feedback subsampling in temporally-correlated channels.

The problem is cast in form of maximizing the throughput subject to different peak and average power

constraints, when the transmitter is provided with subsampled quantized CSI. The results are obtained for

different fading models where the channel remains constantduring a codeword transmission or takes a finite

number of correlated values within a codeword transmissionperiod, which models the time-varying channels.

As opposed to [3], [4], we present analytical results for thefeedback subsampling problem. Also, our problem

setup is different from the ones studied in [12]–[27], because 1) feedback subsampling, on which we focus,

was not investigated in those papers and 2) we consider the fading variations during a codeword transmission.

The results show that, depending on the temporal correlation conditions, substantial throughput increment can

be achieved with feedback rates well below 1 bit per slot (bps). Also, there are average power thresholds below

which an on-off approach is the best scheme maximizing the throughput of subsampling-based approaches. We

show that the network data transmission efficiency is overestimated if the fading variations during a codeword

transmission are approximated by their average value. Finally, the arguments of the paper can be used to extend

many schemes previously proposed for slowly-fading networks to the ones in fast-fading channels.

An overview of the paper:The results of the paper are obtained in two scenarios, as stated in Table 1. First,

it is assumed that, while there is correlation between successive gain realizations, each codeword spans a single

fading block (Fig. 1). In this case, calledshort-length codingscheme, the transmitter utilizes the quantized

CSI received in 1 out ofK blocks to estimate the optimal transmission parameters of the next codewords

(feedback subsampling). Here, the throughput is obtained for delay-free and delayed feedback conditions and

is compared with the throughput in HARQ protocols.

In the second scenario, the codewords are assumed to span a number of fading blocks (Fig. 1). In other words,

the basic slowly-fading model assumption is relaxed to a piecewise slowly-fading model where the channel

gain can have a finite number of correlated values in each codeword transmission time slot. We denote this

model aslong-length codingapproach. Here, the system throughput is obtained for different power constraints
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and the effect of repetition codes on the system performanceis evaluated.

II. SYSTEM MODEL

Channel model:We consider a correlated slowly-fading channel. That is, the fading random variable is

assumed to be constant in fading blocks of lengthL channel uses, normally determined based on the channel

coherence time. In this way, utilizing codewords of lengthL, the channel output at, e.g., thek-th fading block

can be represented as
Yk[i] = HkXk[i] + Zk[i], i = 1, . . . , L (1)

where the input messageXk multiplied by the fading random variableHk is summed with an iid complex

Gaussian noiseZk ∼ CN (0, N0) resulting in the outputYk. With no loss of generality, we setN0 = 1 and

defineGk
.
= |Hk|2 which is denotedchannel gainin the sequel. Also, the results are obtained in an information

theoretic perspective where the blocks are supposed to be (asymptotically) long [11]–[19]5.

We assume the successive fading realizations to be dependent such that givenGk = gk, k = 0, . . . , K − 1,

the fading realization in time slotK is obtained according to the conditional probability density function

(pdf) fGK |GK−1...G0(gK |gK−1 . . . g0). The analytical results are valid for a fairly general case where the gain

distribution can be any continuous pdf taking positive values over(0,∞). For the simulation results, however,

we focus on Rayleigh fading channels where the successive fading channel realizations are related to each

other according to the first order Gauss-Markov process

Hk+1 = αHk +
√
1− α2ε, ε ∼ CN (0, µ), Gk = |Hk|2. (2)

Here, ε is a Gaussian noiseCN (0, µ) uncorrelated withHk. Also, α is a known correlation factor which,

defining E{.} as the expectation operator andx̆ as the conjugate ofx, demonstrates two successive gain

realizations dependencies byα = E{Hk+1H̆k}

E{|Hk|2}
, i.e., the one-lag normalized autocorrelation6. Under this model,

the gain joint and marginal pdfs are found as

fGk ,Gk−1
(x, y) =

1

(1− α2)µ2
e
− x+y

(1−α2)µΨ0(
2α
√
xy

(1− α2)µ
) (3)

and

5As discussed in, e.g., [37], the information theoretical results of slowly-fading channels match the results of actualcodes for practical code

lengths, e.g.,L ≃ 100 channel uses, and provide appropriate performance bounds for systems with smaller code lengths.

6As an extension, one can consider the Rician fading models whereHk and ε in (2) are redefined asHk = H r
k + jH i

k and ε = εr + jεi with

j =
√−1, H r

k ∼ N (ar, µ√
2
), H i

k ∼ N (ai , µ√
2
), εr ∼ N ( 1−α√

1−α2
ar, µ√

2
), εi ∼ N ( 1−α√

1−α2
ai , µ√

2
). Here,ar andai are the corresponding means of

the Gaussian variablesH r
k andH i

k.
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fGk
(g) =

1

µ
e−

g
µ , g ≥ 0, (4)

respectively, whereΨ0(.) is the zeroth-order modified Bessel function of the first kind[38]. Also, one can

extend (2) to

Hk+n = αn−lHk+l +
√

1− α2(n−l)ε, n > l (5)

which, as seen in the following, can be used in cases with delayed feedback or arbitrary subsampling rates

(More details about the fading pdf are given in Section V.). Finally, all results are presented in natural logarithm

basis, and in all simulations the throughput is presented innats-per-channel-use (npcu).

CSI feedback scheme:It is assumed that the receiver has perfect instantaneous knowledge about the channel

gain, which is an acceptable assumption in slowly-fading conditions [11]–[19]. On the other hand, the trans-

mitter is provided with subsampled quantized CSI which is fed back by the receiver everyK-th block; in time

slotsmK, m = . . . ,−1, 0, 1, . . ., a deterministic mapping function (quantizer)

Ω(gmK) = n if gmK ∈ Sn = [g̃n−1, g̃n), g̃0 = 0, g̃N =∞ (6)

is implemented by the receiver which partitions the nonnegative real line intoN nonoverlapping quantization

regions with quantization boundaries̃gn, n = 0, . . . , N . Then, if the channel realization falls into then-th

quantization region, i.e.,gmK ∈ Sn = [g̃n−1, g̃n), the quantization indexn is sent back to the transmitter, where

the transmission rate and power are selected based on the received CSI. Note that the transmitter has no CSI

except the region in which the channel gain falls. Also, considering the feedback subsampling, the feedback

rate is given by1
K
log2N bps. Both delay-free and delayed feedback conditions are studied in the following.

Finally, we definepn = Pr{gmK ∈ Sn} as the probability of the gain belonging toSn.

Forward channel data transmission approaches:We focus on thebursting communication model where,

while K successive fading blocks are used in each transmission interval, there is a long idle period between

the transmission of different packets7. Therefore, we can ignore the gain dependencies between different packet

transmissions. Two different transmission schemes are considered for everyK successive fading blocks, as

illustrated in Fig. 1. In both scenarios, the transmitter isonly informed about the quantized CSI of the first

block out of theK blocks of a packet. The only difference between two methods returns back to the length

of the codewords. In the short-length coding scenario, eachcodeword spans only one fading block. In the

7In the following, the data transmitted inK successive fading blocks is denoted a packet (See Fig. 1).
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long-length coding scenario, on the other hand, each codeword is supposed to span over the entire packet,

consisting ofK fading blocks.

Evaluation yardstick:Our figure of merit is the long-term throughput (in npcu) defined as [12]–[17], [39]

η̂ = lim
I→∞

∑I

i=1Q(i)
∑I

i=1 τ(i)

(a)
=

E{Q}K−1
k=0

E{τ}K−1
k=0

. (7)

Here,Q(i) andτ(i) are the number of successfully decoded information nats andthe number of channel uses

in the i-th time slot, respectively. Then,(a) follows from the law of large numbers whereE{Q}K−1
k=0 is the

expected number of successfully decoded information nats at the end of each packet transmission andE{τ}K−1
k=0

is the expected number of channel uses in a packet transmission period.

In both quantized CSI-based transmission scenarios studied in this paper thewholeK blocks are used for

transmission of fixed-length codes. That is,τ(i) = KL, ∀i, i.e., the number of channel uses in each packet

is the same regardless of the channel conditions. Thus, the denominator of (7) is constant in both quantized

CSI-based scenarios and, using law of large numbers, the throughput simplifies to

η̂ = lim
I→∞

∑I

i=1Q(i)

IKL
= lim

I→∞

1

I

I
∑

i=1

Q(i)

KL
= lim

I→∞

1

I

I
∑

i=1

R(i) = EG0,...,GK−1
{R(g0, . . . , gK−1)} = R̂, (8)

whereR(i) is the achievable rate in thei-th packet period. In other words, as stated in (8), in both quantized

CSI-based scenarios the throughput degenerates to the average rateR̂ = EG0,...,GK−1
{R(g0, . . . , gK−1)}, i.e.,

the expectation of the successful transmission rates when the channel is in statesGk = gk, k = 0, . . . , K − 1

[12]–[17].

For the HARQ protocols with a bursting communication model,the length of the packets, i.e.,τi’s, is

a random variable and not constant. This is because, depending on the channel condition, we may need to

retransmit the data for a number of times. Thus, as also stated in [15], [17]–[19], [39], the packets have different

weights on the long-term throughput and channel empirical pdf does not match the true channel distribution.

As a result, the long-term throughput should be directly calculated based on (7), as explained in the Appendix.

III. T HROUGHPUT ANALYSIS; SHORT-LENGTH CODING SCENARIO

Given that the gain realization at time slotk = 0 falls in then-th quantization regionSn, defined in (6), the

data is transmitted byK codewords having ratesRn,k = log(1 + g∗n,kTn,k), k = 0, . . . , K − 1, if short-length

coding is considered. Here,g∗n,k, k = 0, . . . , K − 1, are auxiliary variables, one-to-one related with ratesRn,k,

which simplify the equations (Thus, we may useRn,k andg∗n,k interchangeably in the following discussions).
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These parameters can be interpreted as fixed values estimated by the transmitter ifg0 ∈ Sn. Also, Tn,k is the

power considered for thek-th block such that, for a given quantization regionSn, we have

1

L

L
∑

l=1

|Xk[l]|2 ≤ Tn,k. (9)

Remark 1:As the gain realization in time slotk = 0 is in the regionSn = [g̃n−1, g̃n), the optimal value

of the auxiliary variableg∗n,0 must be within this region as well8. However, this argument is not valid for the

other considered valuesg∗n,k, k > 0, (and consequently, the ratesRn,k) which can be any positive value.

The codewords are decoded at the receiver separately. Therefore, if the gain realization at time slotk supports

the considered rate in that block, i.e.,gk ≥ g∗n,k = e
Rn,k−1
Tn,k

, the transmitted data is successfully decoded,

otherwise outage occurs. Consequently, for then-th quantization region, the expected received information in

time slotk is found as

Q̂n,k = L×Rn,k × Pr{successful decoding| g0 ∈ Sn} = L× log(1 + g∗n,kTn,k) Pr{gk ≥ g∗n,k|g0 ∈ Sn}
= L

pn
log(1 + g∗n,kTn,k) Pr{gk ≥ g∗n,k & g0 ∈ Sn} = βn,kL

pn
log(1 + g∗n,kTn,k),

βn,k =























∫ g̃n

g∗n,0

∫∞

0
. . .

∫∞

0
fG0,...,GK−1

(x0, . . . , xK−1)dx0 . . . dxK−1 = FG0(g̃n)− FG0(g
∗
n,0), k = 0

∫ g̃n

g̃n−1

∫∞

0
. . .

∫∞

g∗
n,k

. . .
∫∞

0
fG0,...,GK−1

(x0, . . . , xK−1)dx0 . . .dxK−1

=
∫ g̃n

g̃n−1

∫∞

g∗
n,k

fG0,Gk
(x0, xk)dx0dxk, k 6= 0

(10)

wherefG0,...,GK−1
is the gain joint pdf inK successive realizations andFG0 denotes the gain marginal cumulative

distribution function (cdf). Thus,βn,k is the probability of successful message decoding in time slot k when

the transmission rate is set toRn,k = log(1 + g∗n,kTn,k) and the quantization indexn has been received in the

slot k = 0. In this way, using (10), the throughput is obtained by

η̂ =
E{Q}K−1

k=0

E{τ}K−1
k=0

=

∑N

n=1 pn
∑K−1

k=0 Q̂n,k

KL
=

1

K

N
∑

n=1

K−1
∑

k=0

βn,k log(1 + g∗n,kTn,k). (11)

Also, the average transmission power, defined in [11]–[18],[37], [39], is simply found as9

T̂ =
N
∑

n=1

pn(
Tn,0L+ . . .+ Tn,KL

KL
) =

1

K

N
∑

n=1

K−1
∑

k=0

pnTn,k. (12)

8In fact, with the same procedure as in [12] which studies unsubsampled CSI in uncorrelated slowly-fading channels, we can show that in the

optimal case we haveg∗n,0 = g̃n−1 if n 6= 1.

9In general, the average power is defined asT̂ = lim
I→∞

∑
I

i=1
ξ(i)

∑
I

i=1
τ(i)

whereξ(i) is the consumed energy in thei-th time slot. With the same procedure

as in (8), the average power is rephrased as (12) for the quantized CSI schemes using packets of fixed length.
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In this perspective, consideringT as the transmission power constraint, the general power-limited throughput

optimization problem can be stated as

η̂max = max
∀g∗

n,k
,g̃n,Tn,k

1
K

∑N

n=1

∑K−1
k=0 βn,k log(1 + g∗n,kTn,k)

subject to1
K

∑N

n=1

∑K−1
k=0 pnTn,k ≤ T

(13)

which, based on the power allocation strategy and the fadingdistributions, can be solved numerically or

analytically. Finally, settingK = 1 the results are simplified to the ones presented in [12] with no CSI

subsampling and no correlation between the channel realizations.

Transmission power constraints:Based on the transmitter power adaptation capabilities, there may be dif-

ferent power constraints; due to, e.g., hardware or complexity limitations, there are cases where, independently

of the feedback index, the power allocated to each codeword can not exceed a maximum valueT . In this

case, as the transmission rate of AWGN channels is an increasing function of the signal-to-noise ratio (SNR)

[11]–[19], the optimal powers maximizing the throughput are obtained byTn,k = T, ∀n, k. This constraint is

normally calledshort-termpower allocation [11]–[19].

Under the more relaxedlong-term (battery-limited) power constraint, the transmitter can adapt the power

based on the channel conditions such thatT̂ ≤ T . In this way, the optimal powers maximizing the throughput

can be found based on (11), (12) and a Lagrange multiplier function Υ = η̂ − λT̂ leading to the following

water-filling [40, chapter 9.4] equation

∂Υ

∂Tn,k

= 0⇒ Tn,k =

⌈

βn,k

λpn
− 1

g∗n,k

⌉+

. (14)

Here,λ is the Lagrange multiplier satisfyinĝT ≤ T constraint and⌈x⌉+ .
= max(0, x).

Remark 2:It has been previously shown that to maximize the throughputmore resources should be allocated

to thebetterchannels, e.g., [12], [16], [17]. Thus, it can be easily shown that, maximizing the throughput, we

haveTn,k ≥ Tn,l if Pr{gk ≥ x|g0 ∈ Sn} ≥ Pr{gl ≥ x|g0 ∈ Sn}, ∀x. That is, for a given quantization indexn,

higher powers are allocated to the blocks in which the channel gains are estimated to be higher10.

Remark 3: With Pr{gk ≥ x|g0 ∈ Sn} ≥ Pr{gl ≥ x|g0 ∈ Sn}, ∃k, l, ∀x, there exist average power thresholds

below which an on-off approach is the optimal scheme maximizing the throughput in the short-length coding

scheme. This point follows from Remark 2; the propertyTn,k ≥ Tn,l in Remark 2 simply means that, for every

10Note that the two power termsTn,k andTn,l are interchangeable in the average power (12).
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given quantization indexn, no power is allocated to the blocks estimated to be weak, until the strong blocks

of the packet have received their required powers. That is, for every given average power thresholdT , there

is a set of block indices
⌣

l n ⊂ {0, . . . , K − 1} whereTn,l = 0 if l ∈
⌣

l n andTn,l > 0 if l /∈
⌣

l n. Hence, the

maximum throughput is achieved when, depending on the average power constraint, the transmitter turns off

in weak time slots and allocates the power in the time slots where the channel is estimated to be strong.

As an example, if the current channel gain is in the first quantization region, it is expected that the channel

gain increases in the next slot. Hence, we should haveT1,1 ≥ T1,0 (For simulation results, see Fig. 3). Thus,

with a low total powerT , no power may be assigned toT1,0, i.e., T1,0 = 0, while we may haveT1,1 > 0.

Remark 4:With the same arguments as in Remark 2, we haveg∗n,k ≥ g∗n,l (or equivalentlyRn,k ≥ Rn,l) if,

compared to thel-th slot, better channel condition is expected in thek-th slot. Also, in harmony with intuitions,

the simulation results show that when the subsampling rate increases or the channel correlation decreases the

auxiliary variablesg∗n,k converge tog∗No which is the fixed value considered for data transmission with no CSI

at the transmitter.

Finally, the paper has focused on the single-layer transmission (SLT) scheme. However, the same procedure

as in, e.g., [12], can be used to extend the results to the casewith a multi-layer transmission (MLT) approach,

which improves the system performance, particularly for low feedback rates.

Iterative throughput optimization algorithm:Equation (13) is a nonconvex optimization problem in terms of

quantization parameters. Hence, to solve the problem, we propose an iterative algorithm stated in Algorithm

I. Here, we should mention that, as the problem is nonconvex,there is no guarantee that the globally optimal

parameters are determined by any algorithm, except the algorithms with an exhaustive search-based fashion

which are run infinitely many times. Step VII of Algorithm I implies that a number of randomly generated

answers are checked in each iteration. Thus, it can be easilyproved that the algorithm can asymptotically

reach the global optimum. However, as the algorithm is practically run for a finite number of iterations, the

simulation results of Section V can not be claimed to be globally optimal. For this reason, 1) we have checked

the proposed algorithm for many different initial settings, to reduce the effect of local minima. For almost all

of the initial settings the algorithm reaches the same result with high accuracy, which is an indication of a good

result. Moreover, 2) we have double-checked the results of short-length coding scheme under short-term power

constraint by modifying the gradient-based algorithm of [12], which has been used for uncorrelated channels.

The simulations show that in some cases Algorithm I works better than the algorithm in [12], which might be
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because the algorithm of [12] needs to numerically differentiate the Marcum-Q function that shows up in the

Rayleigh-fading model (see (24)). Finally, note that, while Algorithm I is much faster than exhaustive search,

the gradient-based algorithm of [12] is faster than the proposed algorithm. However, as the parameters of, e.g.,

(13), are determined off-line, the complexity is not as important as in online applications.

Algorithm 1 Throughput optimization
I. For a given powerT and the fading pdffG0,...,GK−1

, considerJ , e.g.J = 20, randomly generated vectors

Λj = [g̃j0 . . . g̃
j
N gj∗1,0 . . . g

j∗
N,K−1], 0 = g̃j0 ≤ g̃j1 ≤ . . . ≤ g̃jN , j = 1, . . . , J .

II. For each vector, do the following procedures

– Find the probability coeficientsβn,k’s andpn’s based on the joint pdf.

– Find the optimal transmission powers according to (12) and (14).

– Determine the throughput̂ηj based on the transmission powers and (11).

III. Determine the vector which results in highest throughput, i.e.,Λi whereη̂j ≤ η̂i, ∀j = 1, . . . , J .

IV. Λ1 ← Λi.

V. Generateb≪ J , e.g.,b = 5, vectorsΛj,new, j = 1, . . . , b aroundΛ1. These vectors should also satisfy the

constraints introduced in I.

VI. Λj+1 ← Λj,new, j = 1, . . . , b.

VII. Regenerate the remaining vectorsΛj, j = b + 2, . . . , J randomly such that Λj =

[g̃j0 . . . g̃
j
N gj∗1,0 . . . g

j∗
N,K−1], 0 = g̃j0 ≤ g̃j1 ≤ . . . ≤ g̃jN , j = b+ 2, . . . , J .

VII. Go to II and continue until convergence.

A. Discussions

In the following, we extend the results of the short-length coding approach to the cases with delayed

feedback. Also, some discussions about the continuous communication model, practical implementation of

feedback subsampling and HARQ protocols are presented. Note that, although the results are given for the

short-length coding scenario, the same arguments can also be used in the long-length coding scenario.

1) Delayed feedback:The results of, e.g. (11), can be extended to the case where there isD ≥ 1 steps delay

in the received feedback, as the delay can be modeled as utilizing the received quantized CSI of thek = 0

fading block for parameter setting in blocksk = D, . . . , D +K − 1. In this way, with the same procedure as
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before, the throughput is found as

η̂delayed(D) = 1
K

∑N

n=1

∑K−1
k=0 βn,k+D log(1 + g∗n,k+DTn,k+D)

βn,k+D =
∫ g̃n

g̃n−1

∫∞

0
. . .

∫∞

g∗
n,k+D

. . .
∫∞

0
fg0,...,gD+K−1

(x0, . . . , xD+K−1)dx0 . . .dxD+K−1.
(15)

Also, the average transmission power is changed toT̂ = 1
K

∑N

n=1

∑K−1
k=0 pnTn,k+D which, along with (15),

change the throughput optimization problem (For simulation results, see Fig. 10).

2) On the continuous communication model:The same approach as in (8) can be used to determine the

throughput of the quantized CSI-based schemes if, instead of the bursting, thecontinuouscommunication

model is condiered. However, the main difference between these two models is that, in contrast to the bursting

model, the subsampled quantized CSI of the previous packetsprovide considerable information for the current

packet, if continuous communication is considered. Thus, for the continuous model, all feedback bits received

during the previous packet periods should be taken into account, which makes the fading pdf a function of

(infinitely) many quantization indices, and not mathematically tractable. This is the reason for considering the

bursting model. Note that 1) the bursting model is an appropriate model for many practical setups, as the users

are not always active [15]–[17], [19], [41]. Also, 2) with quantized CSI, the results of the bursting model,

e.g., (11), are valid also for the continuous model if, in each packet transmission period, the quantized CSI of

the previous packet periods is ignored. Finally, 3) as discussed in, e.g., [15], [17], [19], there are fundamental

differences between the performance of HARQ protocols in bursting and continuous communication models.

This point, which is because of the variant length of HARQ packets, is further studied in the Appendix.

3) On practical implementation of quantized feedback subsampling: In practice, variable-rate coding is

achieved by adaptive modulation and coding (AMC) where the received SNR is compared with a set of

thresholds, listed in a number of tables, and an appropriatemodulation and coding index is chosen based on

the comparisons [1]–[4]. Also, utilizing subsampled CSI, MMSE estimators are normally used to estimate the

SNR of the missing blocks as in, e.g., [4]. The thresholds canbe mapped to the transmission powersTn,k and

ratesRn,k. Moreover, the successful message decoding probabilitiesβn,k are obtained by the empirical pdf of

the successfully decoded codewords for each SNR threshold in the tables.

Practically, feedback subsampling is of particular interest when the number of users or the number of chunks

in OFDM setups increases. Here, the feedback resources can be reutilized by different users/chunks in a time

division multiple access (TDMA) fashion [1]–[4]. Moreover, frequency correlations between, e.g., neighbor

chunks of the OFDM channels can be exploited with the same methods as the ones we developed for temporal
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correlation (There are also a number of transform coding approaches such as discrete cosine transform (DCT)

which have been shown to be efficient for feedback compression in the frequency domain [1]–[4], [6], [7],

[31].). Finally, special attentions are required when designing the schedulers in the presence of feedback

subsampling. This is because the scheduler should take the accuracy of the channel estimations into account,

and decide whether to exploit the channels with more updatedCSI, or to explore the channels with an outdated

CSI [26]. Thus, the scheduler should be designed based on theinterplay between user scheduling, channel

memory evolution and queue status.

4) Data transmission with HARQ feedback:HARQ is one of the most well-known schemes to increase the

data transmission efficiency of wireless networks via limited feedback resources [15]–[19], [23]–[25], [39].

Therefore, it is interesting to compare the results of the quantized CSI approach with the throughput obtained

by the HARQ feedback.

Among different HARQ protocols, repetition time diversity(RTD) is a good and simple fixed-length coding

HARQ technique where the same codeword is retransmitted in each retransmission and the receiver performs

maximum ratio combining of all received signals [17]–[19],[24], [25], [39]. Hence, its complexity is comparable

with the ones in the quantized CSI schemes. This is particularly because not only the code lengths are the same

in all retransmissions but also no new parity symbols needs to be generated in the retransmission rounds. In

the Appendix, we determine the throughput of the RTD protocol for different channel conditions. Comparisons

between the quantized CSI- and HARQ-based approaches are given in Section V which demonstrate the

superiority of the quantized CSI scheme over the RTD protocol in the bursting communication model.

IV. THROUGHPUT ANALYSIS; LONG-LENGTH CODING SCENARIO

Utilizing long-length codes of lengthKL (in channel uses),Qn information nats is encoded into a single

codeword{χ[i], i = 1, . . . , KL} of rateRn = Qn

KL
, if the n-th quantization index is received at the beginning of

the packet (Fig. 1). The optimal coding scheme is consideredwhere each codeword is constructed by concate-

nation of a standardGaussiancode and a power controller which allocates the powerTn,k, k = 0, . . . , K − 1,

to the symbols{χ[1 + kL] . . . χ[(k + 1)L]} of the code [42, chapter 7]. That is, the code is constructed based

on CN (0, 1) and then the values of each block are rescaled by
√

Tn,k. Using this code construction scheme,

the results of, e.g., [37], [40, chapter 15], [42, chapter 7], can be used to show that, with the set of powers

Tn,k, the maximum number of decodable information nats using codewords of lengthKL is limited to
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Qmax
Tn,0,...,Tn,K−1

= L

K−1
∑

k=0

log(1 + gkTn,k). (16)

Therefore, for each quantization indexn, the expected achievable information in this scenario is found as

Q̂n = Qn × Pr

{

Qn ≤ L
K−1
∑

k=0

log(1 + gkTn,k)

∣

∣

∣

∣

g0 ∈ Sn

}

=
1

pn
Rn ×KL× Pr

{

Rn ≤
1

K

K−1
∑

k=0

log(1 + gkTn,k)& g0 ∈ Sn

}

(17)

and the throughput is

η̂ =
E{Q}K−1

k=0

KL
=

∑N

n=1 pn
(

Rn ×KL× Pr{Rn ≤ 1
K

∑K−1
k=0 log(1 + gkTn,k)

∣

∣g0 ∈ Sn}
)

KL

=

N
∑

n=1

Rn Pr{Rn ≤
1

K

K−1
∑

k=0

log(1 + gkTn,k) & g0 ∈ Sn}. (18)

Consequently, as the average transmission power is obtained by (12), the power-limited throughput optimization

problem can be stated as

η̂max = max
g̃n,Tn,k,Rn

∑N

n=1Rn Pr{Rn ≤ 1
K

∑K−1
k=0 log(1 + gkTn,k)& g0 ∈ Sn}

subject to1
K

∑N

n=1

∑K−1
k=0 pnTn,k ≤ T,

(19)

which can be solved with the same procedure as in Algorithm I.

Remark 5:Using (18) and the same argument as in Remark 2, it follows that, to maximize the throughput,

more powers should be allocated to the subcodewords in whichthe channel gain is estimated to be higher, for

a giveng0 ∈ Sn.

Remark 6:Assume short-term power allocation and no CSI feedback. Then, (I): the throughput in a given

piecewise slowly-fading channel is less than the throughput in another slowly-fading channel whose fading

pdf is obtained by averaging the behavior of the piecewise slowly-fading channel in a codeword transmission

period. However, (II): the system throughput in these casesconverges at low SNRs. These points can be proved

as follows.

With no CSI feedback, the piecewise slowly-fading channel throughput, i.e., (18), is rephrased as

η̂ = RPr{R ≤ 1

K

K−1
∑

k=0

log(1 + gkT )}. (20)

Moreover, the throughput in a slowly-fading channel following the pdffU (K), U (K) = 1
K

∑K−1
k=0 gk is

η̂ = RPr{R ≤ log(1 + U (K)T )} = RPr{R ≤ log(1 +
1

K

K−1
∑

k=0

gkT )}. (21)
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Now, comparing (20) and (21), part (I) is easily proved basedon the concavity of the functionf(x) = log(1+x),

which leads to1
K

∑K−1
k=0 log(1 + gkT ) ≤ log(1 + 1

K

∑K−1
k=0 gkT ). Finally, usinglog(1 + x)→ x for low SNRs,

the throughput in (20) and (21) converge toη̂ = RPr{R ≤ 1
K

∑K−1
k=0 gkT}, as stated in part (II).

The remark is interesting when we remember that in practice the channel does not remain constant, even

at low speeds, although it is approximated to be fixed. The remark shows that the practical data transmission

efficiency of the communication systems is worse than what istheoretically obtained by such approximations

(please see [43, chapter 4] as well). Also, although the remark is proved for the case of no CSI, it seems to

be intuitively valid when the transmitter is provided with quantized CSI too, since the channel with quantized

CSI can be modeled as a channel with no CSI and a modified fadingpdf [16].

A. Discussions

With the same procedure as in Section III, the results of the long-length coding scenario can be extended

to cases with delayed feedback. Here, we investigate the throughput in the presence of repetition codes. The

results are interesting because implementation of repetition codes leads to substantial code design and decoding

complexity reduction particularly in long codes. Also, in some high-performing coding schemes, it is easy to

construct codes with rates close to one, while the low rates,e.g., rate1
2
, are difficult to design. However, the

low rates can be easily constructed by repetition of codes having rates close to one.

Using repetition codes, the codeword{χ[i], i = 1, . . . , KL} is constructed byK times repetition of a

subcodeword{χ̃[i], i = 1, . . . , L} in the K blocks. The only difference between the subcodewords is their

powers where, for a quantization indexn, the k-th subcodeword is scaled to have powerTn,k. The scheme

works as follows. For a quantization regionSn, construct a length-L Gaussian subcode{χ̃[i], i = 1, . . . , L}
with Q̃n information nats, power̃Tn,0 and rateR̃n = Q̃n

L
. Then, repeat the subcode forK times and rescale the

powers byTn,k, k = 0, . . . , K−1, to make a single codeword{χ[i], i = 1, . . . , KL}. At the receiver, maximum

ratio combining of the subcodewords is performed. In this way, as the codeword has̃Qn information nats

and the data is repeated, it is successfully decoded ifQ̃n ≤ Llog(1 +
∑K−1

k=0 gkTn,k). Hence, the throughput is

found as

η̂rep =
E{Q}K−1

k=0

E{τ}K−1
k=0

=

∑N

n=1 pnQ̃n Pr{Q̃n ≤ L log(1 +
∑K−1

k=0 Tn,kgk)|g0 ∈ Sn}
KL

=

N
∑

n=1

pn
1

K
R̃n Pr{R̃n ≤ log(1 +

K−1
∑

k=0

Tn,kgk)|g0 ∈ Sn}
(a)≃

N
∑

n=1

pn
1

K
R̃n Pr{R̃n ≤

K−1
∑

k=0

Tn,kgk|g0 ∈ Sn} (22)
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where(a) is obtained bylog(1 + x) ≃ x for low SNRs.

On the other hand, considering (18), the maximum throughputof the long-length coding scheme at low

SNRs is obtained by

η̂ ≃
N
∑

n=1

pnRn Pr{Rn ≤
1

K

K−1
∑

k=0

Tn,kgk|g0 ∈ Sn}. (23)

Thus, comparing (22) and (23) while setting̃Rn = KRn, it is found that concatenation of repetition codes

and power controllers along with maximum ratio combining atthe receiver is optimal, in terms of throughput,

at low SNRs (This point is in harmony with the literature [44].). In this case, the rate of the subcodewords

considered in the repetition coding scheme should beK times of the original codewords rates.

V. SIMULATION RESULTS; RAYLEIGH FADING CORRELATED CHANNELS

The simulations focus on Rayleigh fading channels where thesuccessive fading channel realizations are

related to each other according to (2)-(5). Moreover, the probability termsPr{Gk ∈ [u, v) &Gk−1 ∈ [w, z) }
in, e.g., (10), are determined based on the following integration procedure

Pr{Gk ∈ [u, v) &Gk−1 ∈ [w, z) } =
∫ v

u

∫ z

w
fGk,Gk−1

(x, y)dxdy
(a)
=

∫ v

u
1
µ
e−

x
r

(

∫

√
2z
r√

2w
r

θe−
θ2

2 Ψ0(s
√
xθ)dθ

)

dx

(b)
=
∫ v

u
1
µ
e−

x
µ{ξ(s√x,

√

2w
r
)− ξ(s

√
x,

√

2z
r
)}dx (c)

=(1− α2)e−
w
µ {ξ(

√

2w
r
α,

√

2u
r
)− ξ(

√

2w
r
α,

√

2v
r
)}

−(1− α2)e−
z
µ{ξ(

√

2z
r
α,

√

2u
r
)− ξ(

√

2z
r
α,

√

2v
r
)}+ 1

µ

∫ v

u
e−

x
µ{ξ(

√

2z
r
, s
√
x)− ξ(

√

2w
r
, s
√
x)}dx

(d)
= e−

w
µ {ξ(

√

2w
r
α,

√

2u
r
)− ξ(

√

2w
r
α,

√

2v
r
)} − e−

z
µ{ξ(

√

2z
r
α,

√

2u
r
)− ξ(

√

2z
r
α,

√

2v
r
)}

+e−
v
µ ξ(

√

2w
r
,
√

2v
r
α)− e−

u
µ ξ(

√

2w
r
,
√

2u
r
α)− e−

v
µ ξ(

√

2z
r
,
√

2v
r
α) + e−

u
µ ξ(

√

2z
r
,
√

2u
r
α).

(24)

Here,(a) is obtained by definingr
.
= (1−α2)µ, s

.
=

√

2/rα and using variable transformθ =
√

2y/r. Then,

(b) is directly obtained from the definition of the Marcum Q-function ξ(x, y) =
∫∞

y
te−

t2+x2

2 Ψ0(xt)dt. Finally,

(c) is based on the fact thatξ(x, y) = 1 + e−(x2+y2)/2Ψ0(xy) − ξ(y, x) and (d) is derived by using variable

transformt =
√
x, partial integration and some calculations.

The simulation results are illustrated as follows11.

On the effect of power allocation:Figures 2-4 study the effect of power allocation on the performance of

the short- and long-length coding schemes12. Here, the following points are deduced from the figures:

11In all figures, we setN = 2, K = 2 andµ = 1, unless otherwise stated.

12For adaptive power allocation in Fig. 4, the results are obtained for the case where, while the powers are optimally allocated to the subcodewords,

the total transmission power in each codeword is constant. That is,Tn,0 + Tn,1 = 2T, n = 1, 2.
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• With adaptive power allocation there are thresholds below which the on-off approach (not transmitting

at all in the time slots where the gain is estimated to be low) is the optimal data transmission approach

(Figs. 3 and 4b, Remark 3). Also, the simulation results are in harmony with Remarks 2 and 5; with

adaptive power allocation more power is allocated to the slots in which the channel gain is estimated to

be higher. For instance, we haveT2,0 ≥ T1,0, that is, atk = 0 time slot more power is allocated to the

second region. Also, given that the channel is in the first (the second) quantization region, it is expected

that the channel gain increases (decreases) in the next slot. Hence, we haveT1,1 ≥ T1,0 andT2,0 ≥ T2,1,

as also seen in Figs. 3 and 4b.

• With more correlation, i.e., higherα, the power terms in a packet period, for instanceT1,0 andT1,1 (or

T2,0 andT2,1) get closer together (Fig. 3). The intuition behind this is that with more temporal correlation

the probability that a good channel remains good (and a bad channel remains bad) increases.

• Also, in harmony with the literature, e.g., [12], [16], [17], adaptive power allocation leads to considerable

increment in the throughput of the two scenarios at low SNRs (Fig. 2 and 4a).

Comparison between the short- and long-length coding scenarios: Considering short-term power constraint,

Fig. 5 compares the throughput in the short- and long-lengthcoding scenarios. The results show that, for

Rayleigh fading channels, higher (but not much higher) throughput is achieved with long-length coding,

compared to short-length coding. Particularly, the throughput of the two schemes are different at low temporal

correlation conditions. However, increasing the temporalcorrelation, the throughput of the two scenarios get

closer, converging to the one obtained by full correlation.Note that, while the long-length coding outperforms

the short-length coding approach in terms of throughput, itleads to harder message encoding and decoding and

channel estimation at the receiver. This is because longer codes are utilized in the long-length coding model

and the channel changes during a codeword transmission period13.

On the efficiency of feedback subsampling:Considering equal-probability quantization14, Fig. 6 studies the

throughput for different feedback rates. Compared to the cases with only CSI quantization and no feedback

subsampling, the results show that higher throughput can beachieved with less or equal feedback rate when

feedback subsampling is utilized (Using Fig. 6, this point can, for example, be verified by comparing the points

13In general, more time diversity can be exploited when the channel variations increases in time but, on the other hand, thechannel estimation

becomes harder for time-varying channels.

14With equal-probability quantization the channel marginalpdf is divided intoN regions having probability1
N

.
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C or E with point D.). Thus, depending on the correlation condition, the feedback subsampling can be an

efficient feedback compression scheme for the communication systems.

Comparison between the quantized CSI and HARQ protocols:With a bursting communication model, Fig. 7

shows the RTD-based system throughput and compares the results with the ones obtained by the short-length

coding based quantized CSI approach. Here, the results are obtained for a maximum ofM = 1 RTD-based

retransmission round and short-term power constraint. As demonstrated in the figure, the quantized CSI scheme

outperforms the HARQ approach, in terms of throughput, and the difference between the throughput of the two

schemes increases with power/temporal correlation. In contrast to the quantized CSI scheme, the HARQ-based

throughput decreases with temporal correlation. Intuitively, this is because with more correlation less time

diversity is exploited by the HARQ. The readers are referredto [16], [17] for comparison between the HARQ

and quantized CSI schemes in the continuous communication model and uncorrelated slowly-fading channels.

On the effect of temporal correlation in the long-length coding scenario:Figure 8 verifies the validity of

Remark 6 for different correlation conditions. Also, Fig. 9compares the performance of optimal and repetition

coding schemes in the long-length coding scenario. Considering Figs. 5, 8 and 9 we observe that the channel

temporal correlation may play different roles in the throughput of the long-length coding scenario; As the

correlation increases, less time diversity is exploited inthe long-length coding scenario. On the other hand,

we gain more from the subsampled CSI when the correlation increases, because the subsampled CSI provides

considerable information for the slots with no CSI feedback. In this way, there is a tradeoff and depending

on the fading pdf the limited-feedback throughput may increase or decrease with the correlation in the long-

length coding scenario. For instance, the throughput decreases with the correlation if no CSI is provided at the

transmitter (Fig. 8) (As another example for the case where the throughput decreases with correlation, please

see the results of the repetition codes withN = 2 in Fig. 9). On the other hand, Figs. 5 and 9 demonstrate

cases where the throughput increases with correlation, as the gain of feedback subsampling becomes higher

than the loss in the time diversity when the correlation increases15.

Other results:According to Fig. 9, the repetition codes lead to considerable performance loss at medium/high

SNRs. Also, the effect of channel temporal dependency on thethroughput decreases when the suboptimal codes

are utilized. Finally, Fig. 10 investigates the effect of different correlation conditions andD = 1 slot feedback

15Note that the subsampled CSI is always useful, in the sense that the throughput increases with the number of quantizationregions.
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delay on the throughput of the system utilizing short-length coding scheme. Here, the results show that with

feedback delay, partial CSI is beneficial only when there is considerable temporal correlation between successive

blocks (The same point is valid for the long-length coding scenario, although not seen in the figure.).

VI. CONCLUSION

This paper presented different schemes for exploiting timediversity in temporally-correlated channels. Using

feedback subsampling, the results were obtained under bothdelayed and delay-free feedback conditions and

with different transmission power constraints. The results show that with temporal correlation on-off approach

is the optimal scheme maximizing the throughput of the feedback subsampling-based schemes. Approximating

the channel variations by their average value leads to overestimating the performance of the wireless networks,

unless if low-SNR regime is considered. Finally, dependingon the channel condition, the feedback subsampling

can be an efficient scheme which, compared to the traditionalCSI quantization models, leads to higher

throughput with less or equal feedback load.

APPENDIX A

PERFORMANCE ANALYSIS FOR THERTD PROTOCOL

In contrast to the considered quantized CSI schemes, the length of the HARQ packets is not constant, but is

a random variable which depends on the channel quality. Thus, each HARQ packet has a different weight on

the system data transmission efficiency, and the long-term throughput does not degenerate to the average rate

in the bursting data communication model [15], [17], [19]. More specifically, the empirical channel pdf does

not match the true channel distribution, if the HARQ packetsare sent in a bursting fashion. The reason is that

if the channel isgood, the packet transmission ends at the first transmission round. However, many channel

uses are utilized for sending a packet when the channel isbad. Hence, a large portion of the data transmission

is carried out when the channel experiences low quality, while the transmitter is mostly off when the channel

is good.

With a continuous communication model, on the other hand, the channel gains are observed proportional

to their realization probabilities, because the transmitter is always transmitting the codewords. Hence, the

empirical channel pdf matches the true one and, with the samearguments as in [15], [17], [19], long-term

throughput of the HARQ protocols degenerates to the averagerate in the continuous communication model16.

16The same discussions are valid for the average power definition as well [15], [17], [19]
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As stated before, we concentrate on the bursting communication model. Thus, the long-term throughput

is directly calculated based on (7), as follows. For analysis of HARQ protocols in the continuous data

communication models, the readers are referred to [16], [17].

We consider a maximum ofM data retransmission rounds, i.e., each codeword is (re)transmitted a maximum

of M + 1 rounds. In this case,Q information nats is encoded into a codeword of lengthL and rateR = Q

L

which is retransmitted a maximum ofM times. In them-th, m = 1, . . . ,M + 1, (re)transmission round the

codeword is rescaled to have powerTm. The (re)transmission continues until the codeword is correctly decoded

by the receiver or the maximum permitted retransmission rounds is reached.

Let us defineVm as the event that the data is successfully decoded at the end of the m-th (re)transmission

and not before, and̄Vm as its complement. Provided that the receiver can decode thedata,Q nats is received.

On the other hand,mL channel uses are spent if the data is decoded at them-th (re)transmission round. Also,

independent of the message decoding status, there will be(M+1)L channel uses if all possible retransmission

rounds are used. In this way, the throughput is found as

η̂RTD =
E{Q}M+1

m=1

E{τ}M+1
m=1

=
Q(1− Pr{V̄1, . . . , V̄M+1})

L
∑M+1

m=1 mPr{V̄1, . . . , V̄m−1, Vm}+ (M + 1)LPr{V̄1, . . . , V̄M+1}

= R
1− Pr{V̄1, . . . , V̄M+1}

∑M+1
m=1 mPr{V̄1, . . . , V̄m−1, Vm}+ (M + 1)Pr{V̄1, . . . , V̄M+1}

. (25)

Also, with the same procedure and as the energy consumed at the first m (re)transmission rounds isξ(m) =

L
∑n=m

n=1 Tn, the average transmission power [15]–[18], [37], [39] is found as

T̂RTD =
E{ξ}M+1

m=1

E{τ}M+1
m=1

=

∑M+1
m=1 ξ

(m) Pr{V̄1, . . . , V̄m−1, Vm}+ ξ(M+1) Pr{V̄1, . . . , V̄M+1}
L
∑M+1

m=1 mPr{V̄1, . . . , V̄m−1, Vm}+ (M + 1)LPr{V̄1, . . . , V̄M+1}

=

∑M+1
m=1 (

∑m

n=1 Tn) Pr{V̄1, . . . , V̄m−1, Vm}+ (
∑M+1

n=1 Tn) Pr{V̄1, . . . , V̄M+1}
∑M+1

m=1 mPr{V̄1, . . . , V̄m−1, Vm}+ (M + 1)Pr{V̄1, . . . , V̄M+1}
. (26)

At the end of them-th (re)transmission, the receiver performs maximum ratiocombining of them received

signals. This process effectively increases the received SNR to
∑m

n=1 gnTn and reduces the data rate toR
m

which is decoded ifR ≤ log(1 +
∑m

n=1 gnTn). This is based on the fact that with an equivalent SNRx the

maximum decodable transmission rate is1
m
log(1+x) if a codeword is repeatedm times [17]–[19], [39], [40].

In this way, the probability terms of (25) and (26) are found by

Pr{V̄1, . . . , V̄m−1, Vm} = Pr{log(1 +∑m−1
j=1 gjTj) < R ≤ log(1 +

∑m

j=1 gjTj)}
Pr{V̄1, . . . , V̄M+1} = Pr{log(1 +∑M+1

j=1 gjTj) < R}
(27)
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which, as illustrated in Section V, can be simplified according to the fading joint distribution.

Finally, the following theorem provides a connection between the average rate and the long-term throughput

of the HARQ protocols in the bursting communication model.

Theorem 1: The throughput of the RTD HARQ scheme is upper bounded by

η̂RTD ≤ R

M+1
∑

m=1

Pr{V̄1, . . . , V̄m−1, Vm}
m(1− Pr{V̄1, . . . , V̄M+1})

. (28)

Proof: The upper bound is found based on the following inequalities

η̂RTD

(a)

≤ R
1− Pr{V̄1, . . . , V̄M+1}

∑M+1
m=1 mPr{V̄1, . . . , V̄m−1, Vm}

(b)

≤R

M+1
∑

m=1

Pr{V̄1, . . . , V̄m−1, Vm}
m(1 − Pr{V̄1, . . . , V̄M+1})

=
R̂

1− Pr{V̄1, . . . , V̄M+1}

where (a) is based on (25) and(b) follows from Jensen’s inequality, convexity of the function f(x) = 1
x

and
∑M+1

m=1 Pr{V̄1, V̄2, . . . , V̄m−1, Vm} = 1 − Pr{V̄1, V̄2, . . . , V̄M+1}. Also, the last equality comes from the

definition of average rate, i.e.,̂R = R
∑M+1

m=1
Pr{V̄1,...,V̄m−1,Vm}

m
. This is particularly interesting when the number

of retransmission rounds increases, wherePr{V̄1, . . . , V̄M+1} diminishes.
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Fig. 1. An example of a packet and different codewords lengths considered in the paper.
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TABLES 36

TABLE I
A BIG PICTURE OF THE PAPER.

Short-length coding Long-length coding
Assumption A codeword spans a single block A codeword spans multiple blocks

Problem Power-limited throughput optimizationPower-limited throughput optimization
Studied in Section III Section IV

Comparison with HARQ feedback, delayed feedback Repetition codes

February 11, 2013 DRAFT


