Microwave technology for localization of traumatic intracranial bleedings—a numerical simulation study
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Abstract—Traumatic brain injury (TBI) is a major public health problem worldwide. Intracranial bleedings represents the most serious complication of TBI and need to be surgically evacuated promptly to save lives and mitigate injury. Microwave technology (MWT) is promising as a complement to computed tomography (CT) to be used in road and air ambulances for early detection of intracranial bleedings. In this study, we perform numerical simulations to investigate if a classification algorithm based on singular value decomposition can distinguish between bleedings at different positions adjacent to the skull bone for a similar but simplified problem. The classification accuracy is 94–100 % for all classes, a result that encourages us to pursue our efforts with MWT for more realistic scenarios. This indicates that MWT has potential for localizing a detected bleeding, which would increase the diagnostic value of this technique.

I. INTRODUCTION

Traumatic brain injury (TBI) is the leading cause of death and severe disability among young people, and frequently occurs in road traffic accidents, sports injuries, etc. [1], [2]. Accidental falls causing TBI among elderly is also a major problem [3]. Intracranial bleedings is the most severe complication of TBI, and need to be detected and treated at an early stage to save the lives of these patients [2]. Computed tomography (CT) is the clinical standard for detecting intracranial bleedings. The main disadvantage with CT is that it is not suitable for portable use. Microwave technology (MWT) could be well suited for field use, as a complement to CT. In previous work we showed by performing laboratory measurements on a bleeding model in a human cranium using a microwave helmet, in addition to 2D numerical simulations of the measurement system, that MWT is promising for detecting clinically significant bleedings (i.e. large bleedings requiring surgery) and for estimating the size of a bleeding [4], [5]. Imaging the brain in near real-time using MWT is very challenging and currently not feasible [6], [7]. Imaging capability would add to the diagnostic value of MWT. In this study we perform 2D numerical simulations to investigate if there is potential to locate a bleeding by using a classification algorithm trained on a dataset of bleedings at different positions for varying sizes of bleedings in crania of different sizes. As in the previous study [4], [5] we model subdural hematoma, which has very high mortality, 50–85 %, and is the traumatic intracranial bleeding that most commonly requires surgery [1].

II. METHOD

A. Numerical simulations

We exploit numerical simulations for a 2D field problem that resembles a cross section of the microwave helmet measurement setup presented in [4], [5]. The simulations are performed using MATLAB (version R2012a). An example of the 2D geometry is shown in Fig. 1, where the head is surrounded by eight (parallel plate) waveguide antennas with water bags attached to the apertures. (The waveguides have metal walls and the medium in-between the parallel plates has relative permittivity 20 and conductivity 0, chosen to obtain a transmission efficiency similar to the antennas used in the microwave helmet.) The bleedings are modeled as parts of ellipses to mimic the crescent shape of subdural hematomas [2].

We consider the transverse-electric polarization with respect to the z-axis and, thus, the fundamental mode of the waveguides that feed the aperture antennas has zero cutoff frequency. The field problem is solved by means of the finite element method [8] with nodal basis functions of the third order for $H_z(x,y)$. Furthermore, we exploit the first-order boundary condition to model the waveguide ports and the open-region boundary that surrounds the head and the antennas. Given this model of the measurement system, we compute the scattering matrix (including all reflection $S_{ii}$ and transmission coefficients $S_{ji}$ for all combinations of sending antenna $i$ and receiving antenna $j$) as a function of frequency for the frequency band from 100 MHz to 3 GHz, matching the laboratory measurements [5], for a large number of measurement scenarios that are described below and we estimate the computational relative error to be on the order of percent. The dielectric properties $\epsilon = \epsilon' - j\epsilon''$ of the body tissues and the water (in the water bags) are shown in Fig. 2, where the data for the bone stems from [9] whereas values for gray matter and blood matches the laboratory measurements [5] and water is calculated using a Debye model.
Four parameters are varied in the model in order to incorporate the expected variability for patient measurements:

1) Bleeding positions: We consider ten bleeding positions evenly distributed around the circumference of the inner surface of the skull bone. Fig. 1 shows a bleeding at position 1 by a dark gray area and the other bleeding positions are indicated by means of dashed lines, where the bleeding position index increases in the counterclockwise direction. Since the computational problem is symmetric and simulation times are relatively long, bleedings are first created on the right side of the brain only (positions 9, 10, 1, 2 and 3) and bleedings on the opposite side (positions 4–8) are created by mirroring the geometry and mapping the coefficients $S_{ij}$ to the mirror position (e.g. position 1 $\rightarrow$ 6, position 2 $\rightarrow$ 7, etc.).

2) Bleeding sizes: For each bleeding position, the thickness of bleeding takes the values 0.2, 0.5, 1, 2 and 2.5 cm. (A subdural hematoma thicker than 1 cm is considered large and should always be surgically evacuated as soon as possible [2].) Adjacent bleeding positions overlap for bleedings that are thicker than 0.5 cm.

3) Head sizes: The head size is varied by $\pm 6\%$ in steps of 2% from the base case, which is an ellipse of major axis 18.2 cm and minor axis 14.8 cm equal to the dimensions of the human cranium used in [4], [5], totaling seven head sizes.

4) Helmet positions: The head is rotated randomly by $\pm 6\degree$ relative to the antenna array. This corresponds to that the antenna that touches the forehead is displaced approximately $\pm 1$ cm in the $x$-direction.

A dataset with 100 observations per bleeding position is created. Each observation is randomly chosen (without replacement) from a large dataset with approximately even distributions of bleeding sizes, head sizes, and helmet positions. Thus, each class of bleedings, i.e. each position, is composed of many different measurement scenarios, making the classification problem more challenging and mimicking some important aspects of patient measurements.

B. Data preprocessing and analysis

MATLAB (version R2012a) is used for all preprocessing and analysis. Algorithms included in MATLAB are used when possible, other algorithms are written in-house.

1) Preprocessing: For each measurement all channels are combined into one complex vector $\mathbf{x}$.

2) Classification algorithm: The bleeding positions represent the different classes. Given $C$ the total number of classes, let $\mathcal{U}_c$ be a subset containing data from class $c$, where $c \in \{1, \cdots, C\}$. Hence, $\forall \mathbf{x}_{c,i} \in \mathcal{U}_c$, the signal is modeled as:

$$\mathbf{x}_{c,i} = \mathbf{U}_c \mathbf{\alpha}_c(i) + \mathbf{e}_c$$  \hspace{1cm} (1)

where $\mathbf{U}_c$ is the subspace basis estimated from the measurement matrix $\mathbf{X}_c = [\mathbf{x}_{c,1}, \cdots, \mathbf{x}_{c,N_c}]$ by singular value decomposition, with a dimension equal to the number of observations $N_c$ in training data for class $c$; vector $\mathbf{\alpha}_c(i)$ contains the weights of the basis vectors and $\mathbf{e}_c$ is additive white noise. Therefore, the classification criterion is to find the smallest distance from the data $\mathbf{x}_i$ to the basis $\mathbf{U}_c$, for all classes $c$. For further details about the classification algorithm see [4], [5].

3) Validation: Five-fold cross-validation is used to estimate the classification accuracy.
TABLE I

Confusion Matrix for the Classification Result. The rows show the actual position of a bleeding and the columns show the predicted position. The number of observations correctly classified (equal to the classification accuracy in percent) for each class are shown in the main diagonal (row index equals column index).

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>99</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>98</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>94</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>99</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>97</td>
</tr>
</tbody>
</table>

III. RESULTS

Table I and Fig. 3 show the classification results for the different bleeding positions. The classification accuracy was 94–100% for all classes (Table I). For all classification errors except one a position adjacent to the true one was predicted (Table I). The subspace distance for observations at adjacent positions were in general much smaller than for observations at positions geometrically further away (positions shown in Fig. 1, note that positions 1 and 10 are adjacent) from the current bleeding (Fig. 3).

IV. DISCUSSION

This study shows that MWT has potential for localizing traumatic intracranial bleedings. We simulate a large number of bleedings at ten different positions, of different sizes and in crania of different sizes and demonstrate that the classification algorithm could distinguish the locations with very high accuracy even for a data set with large variability.

A 2D electromagnetic finite element method is employed to achieve a fast and efficient simulation tool that describe the physics for the laboratory measurement setup [4], [5] reasonably well, where the model is rather simple for practical reasons. We consider this to be a suitable approach to simulate patient measurements in the context of a classification algorithm test, since all the input parameters are known and controllable and the fundamental physics and the numerical method is well known and understood. The main limitations of the simulation model are that the anatomy is obviously simplified and that the simulations are performed in 2D, which especially limits the antenna structures that are possible to model. Altogether we can not conclude from the simulation results that it would be possible to localize even small bleedings with high accuracy, but our findings indicate that there is potential for localization of clinically significant bleedings in patients, which would increase the clinical value of MWT.
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Fig. 3. Box plots showing the distance to each subspace for all classes, i.e. bleeding positions. The line in the middle of the box shows the median, and the bottom and the top of the box show the 25th and 75th percentile, respectively. The whiskers extend to 1.5 times the interquartile range away from the top or bottom of the box, or to the furthest observations from the box. Data points outside the whiskers are plotted individually.