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Abstract—In this paper, we pursue a performance evaluation of distributed multiple-input multiple-output (MIMO) systems in composite Rayleigh/Inverse-Gaussian fading channels. Capitalizing on some generic bounding techniques, we first derive new closed-form bounds on the ergodic capacity of optimal receivers. In order to gain useful insights into the impact of fading parameters on optimal receivers’ performance, a detailed characterization in the asymptotically high and low signal-to-noise ratio regimes is also provided. In addition, we explore the “large-system” regime and provide asymptotic expressions when the number of antennas grows large. A similar performance analysis is performed for the achievable sum rate of distributed MIMO systems employing linear minimum mean-square error receivers.

I. INTRODUCTION

The potential of combining MIMO spatial multiplexing gains with macro-diversity gains is realized by distributed MIMO (D-MIMO) systems, that promise to improve the cell coverage [1]–[3]. In D-MIMO systems, multiple antennas, placed at one end of the radio link, are deployed into multiple radio ports. In such configurations, each radio port experiences different large-scale fading (a.k.a. shadowing) effects and path-loss, due to the different propagation paths. This is the key difference compared to conventional point-to-point MIMO configurations, which makes the performance analysis of D-MIMO systems a challenging mathematical problem. As such, there are very few analytical works investigating the impact of composite fading channels (i.e., mixture of both small-scale and large-scale fading) on the performance of D-MIMO systems.

The ergodic capacity of D-MIMO systems was explored with the aid of majorization theory in [2] by deriving upper and lower capacity bounds for the case of Nakagami-\(m\)/log-normal fading channels. On the other hand, in [3], the analytically friendlier gamma distribution was used, as an alternative to the log-normal distribution, and the capacity of D-MIMO systems was investigated over Nakagami-\(m\)/Gamma fading (a.k.a. generalized-\(K\) fading) channels. Nevertheless, these results, based on the gamma shadowing model, are essentially approximations. More importantly, for the large variance case or in the tails of the log-normal distribution, the gamma distribution does not yield a good approximation [4]. Motivated by these intrinsic deficiencies, the Inverse-Gaussian (IG) distribution was recently proposed as a more accurate approximation to the classical log-normal model to describe large-scale fading effects [4]. In fact, the authors in [4] proved that the composite Rayleigh/IG (RIG) distribution approximates the Rayleigh/log-normal distribution more accurately than the \(K\) distribution in terms of the Kullback–Leibler measure of divergence. Note that the IG distribution has already been used in the context of free-space optical systems [5], whereas the composite Nakagami-\(m\)/IG distribution was first used in [6] for the performance evaluation of communications systems and in [7], in the context of relaying systems, respectively.

The main objective of this paper is to analytically investigate the performance of D-MIMO systems with optimal and linear minimum mean-squared error (MMSE) receivers over RIG fading channels. It is important to note that, to the best of authors’ knowledge, the results in this paper present the first-ever analytical investigation of D-MIMO systems in RIG fading channels. Motivated by the preceding, we hereafter derive tight upper and lower sum rate bounds for this class of channels using some recent bounding techniques [2]. With the help of these proposed bounds, we analytically explore the “large-system” regime by assuming that either the number of receive or transmit antennas grows large. In both cases, we explicitly demonstrate that the effects of small-scale Rayleigh fading are averaged out and the ergodic capacity is affected only by the large-scale fading. We also investigate the asymptotically high and low signal-to-noise ratio (SNR) regimes. Our analytical results are quite informative and insightful; for example, they enable us to characterize the impact of large-scale fading parameters as well as path-loss on the sum rate.

Notation: For any matrix, \((\cdot)^H\) denotes the Hermitian transpose, \(\text{tr}(\cdot)\) the matrix trace, and \(\det(\cdot)\) the determinant operation. The \((i, j)\)-th minor of matrix \(A\) is denoted by \(A_{ij}\), while \(A_i\) is \(A\) with the \(i\)-th column removed. The symbol \(E[\cdot]\) stands for the expectation operation. The notation \(\Gamma(\cdot)\) for the well-known Gamma function [8, Eq. (8.310.1)], while \(\text{Ei}(x) = -\int_x^\infty \frac{e^{-t}}{t} dt\) is the exponential integral function [8, Eq. (8.211.1)]. Finally, \(\psi(\cdot)\) is Euler’s digamma function [8, Eq. (8.360.1)].

II. MIMO System Model

Consider a typical MIMO system with \(N_r\) receive antennas and \(L\) radio ports each connected to \(N_t\) transmit antennas, assuming that \(N_r \geq LN_t\). The input-output model for this D-MIMO system is

\[
y = \sqrt{\gamma} \mathbf{H} \mathbf{E}^{1/2} x + n
\]
where $x \in \mathbb{C}^{L_N r \times 1}$ and $y \in \mathbb{C}^{N_r \times 1}$ are the transmitted and received signal vectors, respectively, while $n \sim \mathcal{C}\mathcal{N}(0, N_0 I_{N_t})$ is the complex AWGN term, where $N_0$ is the noise power. The average SNR is defined as $\gamma$. The large-scale fading effects are represented by the diagonal matrix $\Xi \in \mathbb{R}^{L N_t \times L N_t}$ whose structure is $\Xi = \text{diag}\{N_{\gamma i}/D_{i}^{2}\}$ for $i = 1, \ldots, L$. Note that all $N_t$ antennas in the $i$-th radio port experience the same large-scale fading. The distance between the receiver and the $i$-th radio port is denoted by $D_i$, while $v$ is the path-loss exponent. The large-scale fading coefficients $\xi_i$ are modeled as independent IG random variables (RVs), $\xi_i \sim \text{IG}(\mu_i, \lambda_i)$, or

$$p(\xi_i) = \sqrt{\frac{\lambda_i}{2\pi i\xi_i^{\frac{3}{2}}}} \exp\left(-\frac{\lambda_i(\xi_i - \mu_i)^2}{2\mu_i^2\xi_i}\right), \quad \xi_i > 0 \quad (2)$$

where $\mu_i > 0, \lambda_i > 0$ are the mean and the scale parameters of the IG distribution, respectively [9].

The entries of the channel matrix $H \in \mathbb{C}^{N_r \times L N_t}$ are assumed to be independent and identically distributed (i.i.d.) Rayleigh RVs, i.e., $h_{st} \sim \mathcal{C}\mathcal{N}(0, 1)$, where $s = 1, \ldots, N_r$ and $t = 1, \ldots, L N_t$. We now invoke that a squared Rayleigh RV follows the Gamma distribution with scale parameter 1 and also that the sum of $n$ i.i.d. Gamma RVs with common scale parameter $\theta$ and shape parameters $\{k_i\}_{i=1}^n$ is also Gamma distributed with parameters $\left(\sum_{i=1}^n k_i, \theta\right)$ [10]. As such, the sum of $N_r$ i.i.d. Gamma RVs with scale parameter 1 is distributed as $\phi_i \sim \text{Gamma}(N_r, 1)$, or

$$p(\phi_i) = \phi_i^{N_r-1} \Gamma (N_r) \exp(-\phi_i), \quad \phi_i > 0 \quad (3)$$

III. PERFORMANCE ANALYSIS OF D-MIMO SYSTEMS

In this section, we present a detailed performance analysis of D-MIMO systems with optimal and linear MMSE receivers in RIG fading channels.

A. Optimal receivers

We assume that the receiver has perfect channel state information (CSI) while the transmitter has no statistical neither instantaneous CSI and as such performs uniform power allocation across all the data streams. Then, the MIMO ergodic capacity reads as

$$C_{\text{erg}} = \mathcal{E} \left[ \log_2 \left( \det \left( I_{L N_t} + \frac{\gamma}{L N_t} \Xi H^H H \right) \right) \right] \quad (4)$$

where the expectation is taken over all channel realizations of $H, \Xi$ and the channel is assumed to be ergodic.

1) Exact analysis: We now derive new ergodic capacity upper and lower bounds for optimal receivers. Capitalizing on the results of [2], we first derive an upper capacity bound.

**Proposition 1:** For D-MIMO systems with optimal receivers in RIG fading channels, the ergodic capacity in (4) is upper bounded by $C_{UB}$, with

$$C_{UB} = \frac{\gamma}{2\sqrt{\pi} \ln 2 L} \Gamma (N_r) \sum_{i=1}^L \exp \left( \frac{\lambda_i}{\mu_i} \right) \sum_{j=1}^N w_j V_i (x_j) \quad (5)$$

where $V_i (t) = t^{-\frac{3}{2}} \exp \left( -\frac{\lambda_i^2}{4\mu_i t} \right) G_{3,2}^{1,3} \left( \begin{array}{c} \gamma \mu_i t \\ L N_t D_i^{-1} \end{array} ; 0, -1 \right) , \quad \{x_j\}_{j=1}^N$ are the zeros of the $N$-th order Laguerre polynomial, $\{w_j\}_{j=1}^N$ are the weight factors tabulated in [11, Table 25.9], and $G_{m,n}^{p,q} = \left[ x_{a_1, \ldots, a_p}^{b_1, \ldots, b_q} \right]$ denotes the Meijer’s $G$-function [8, Eq. (9.301)].

**Proof:** Using [2, Eq. (64)], we can rewrite the ergodic capacity in (4) as

$$C_{\text{erg}} \leq C_{UB} = \frac{N_r}{\ln 2} \sum_{i=1}^L \mathcal{E} \left[ \ln \left( 1 + \frac{\phi_i}{L N_t D_i^2} \right) \right] \quad (6)$$

To evaluate $I_1$, we first express $\ln(1 + ax)$ in terms of a Meijer’s-$G$ function using [12, Eq. (8.4.6.5)]. Then, combining (3) with [8, Eq. (7.813.1)] gives

$$I_1 = \frac{1}{\Gamma (N_r)} \int_0^\infty G_{3,2}^{1,3} \left( \begin{array}{c} \gamma \phi_i \\ L N_t D_i^{-1} \end{array} ; 1, 0 \right) \phi_i d\phi_i \quad (7)$$

Substituting (2) into (7), applying a change of variables, $t_i = (2\xi_i \mu_i^2/\lambda_i)$, and thereafter using [8, Eq. (9.315)], we end up with the following expression

$$I_1 = \frac{\gamma \exp \left( \frac{\phi_i}{\mu_i} \right)}{2\sqrt{\pi} L N_t D_i \Gamma (N_r)} \int_0^\infty \exp(-t_i) V_i (t_i) \ dt_i \quad (8)$$

where $V_i (t_i)$ is defined in (5). The above integral can be efficiently evaluated by Gauss-Laguerre quadratic integration [11, Eq. (25.4.45)]. Thus, we can conclude the proof.

In the above proof, Gauss-Laguerre quadratic integration has been used to approximate the integral expression. While (5) can be used to compute the upper bound for D-MIMO systems in RIG fading channels, the computation of Gauss-Laguerre quadratic integration can still be time consuming, especially at low SNRs (e.g., $\gamma < -15$ dB). More importantly, the above upper bound, though in analytical form, provides limited physical insights. It is thus of interest to consider the high-SNR regime for further analyzing the upper bound.

**Corollary 1:** At high-SNRs ($\gamma \to \infty$), the ergodic capacity upper bound $C_{UB}$ simplifies to

$$C_{UB}^\infty = L N_t \log_2 \left( \frac{\gamma}{L N_t} \right) + \frac{1}{L N_t} \log_2 (N_r) + N_r \sum_{i=1}^L \log_2 (\mu_i) \quad (9)$$

where $V_i (t_i)$ is defined in (5). The above integral can be efficiently evaluated by Gauss-Laguerre quadratic integration [11, Eq. (25.4.45)]. Thus, we can conclude the proof.

**Proof:** The proof is trivial and therefore omitted.

Clearly, the high-SNR upper bound in (9) effectively decouples the effects of small-scale and large-scale fading on the ergodic capacity. Now, we give a new ergodic capacity lower bound via the following proposition:

**Proposition 2:** For D-MIMO systems with optimal receivers in RIG fading channels, the ergodic capacity in (4)
is lower bounded by $C_{LB}$, with

$$C_{LB} = LN_t \log_2 \left( 1 + \frac{\gamma}{L N_t} \exp \left( \frac{1}{L} \sum_{i=1}^{L} \left( \ln \mu_i - v \ln D_i \right) \right) \right) \left( 1 + \exp \left( \frac{2 \lambda_i}{\mu_i} \right) \right) \mathcal{E} \left( \ln \left( \det \left( \Xi \mathbf{H}^{H} \mathbf{H} \right) \right) \right) \left( 1 + \frac{2 \lambda_i}{\mu_i} \right) \mathcal{E} \left( \frac{-2 \lambda_i}{\mu_i} \right).$$

Proof: The proof relies on the application of Minkowski’s inequality to (4), as proposed in [13, Th. 1]. Exploiting the fact that $\ln(1 + \alpha \exp(x))$ is convex in $x$ for $\alpha > 0$, and thereafter applying Jensen’s inequality, we can obtain the following lower bound

$$C_{LB} = LN_t \log_2 \left( 1 + \frac{\gamma}{L N_t} \exp \left( \frac{1}{L N_t} \sum_{i=1}^{L N_t} \psi(N_r - k) \right) \right).$$

Recalling the identity $\det(\mathbf{AB}) = \det(\mathbf{A})\det(\mathbf{B})$, we can express the above expectation term as follows:

$$I_2 = \mathcal{E} \left[ \ln(\det(\Xi)) \right] + \mathcal{E} \left[ \ln(\det(\mathbf{H}^{H} \mathbf{H})) \right].$$

Since $\Xi$ is diagonal, the last term in (11) can be given as

$$\mathcal{E} \left[ \ln(\det(\Xi)) \right]^{(50)} = -N_r \sum_{i=1}^{L} \ln D_i + N_r \sum_{i=1}^{L} \ln \mu_i \exp \left( \frac{2 \lambda_i}{\mu_i} \right) \mathcal{E} \left( \frac{-2 \lambda_i}{\mu_i} \right).$$

Since $\mathbf{H}$ is Rayleigh distributed, the term $\mathbf{H}^{H} \mathbf{H}$ follows a central Wishart distribution (zero-mean) [14]. Using [14, Eq. (A.8.1)], the last term in (11) can be easily evaluated. Thus, we can conclude the proof.

Note that, in the high-SNR regime, the lower bound becomes by definition exact and equal to the ergodic capacity [13].

2) Low-SNR analysis: We now examine the ergodic capacity in the power-limited (or low-SNR) regime. The low-SNR performance of MIMO systems is typically analyzed via the normalized receive energy per bit ($E_b' / N_0$) rather than via the per-symbol SNR [15]. This capacity representation is given by

$$C_{erg} \left( \frac{E_b}{N_0} \right) \approx S_0 \log_2 \left( \frac{E_b}{N_0} \right)$$

$$E_b \left( \frac{N_0}{N_0_{opt}} \right) = \frac{1}{C_{erg}(0)} \quad \text{and} \quad S_0 = -2 \ln \frac{\left( \hat{C}_{erg}(0) \right)^2}{\hat{C}_{erg}(0)}$$

where $E_b / N_0_{opt}$ and $S_0$ are the minimum normalized energy per information bit required to convey any positive rate reliably and the wideband slope, respectively, while $\hat{C}_{erg}(0)$ and $\hat{C}_{erg}(0)$ denote the first- and second-order derivatives of the ergodic capacity in (4) w.r.t. the SNR, respectively [15].

Proposition 3: For D-MIMO systems with optimal receivers in RIG fading channels, the minimum energy per information bit and the wideband slope are

$$\frac{E_b}{N_0_{opt}} = \frac{L \ln 2}{N_r} \left( \sum_{i=1}^{L} \mu_i D_i^{-v} \right)^{-1}$$

$$S_0 = \frac{2}{N_r} + \frac{1}{N_r} \left( \sum_{i=1}^{L} \mu_i D_i^{-v} \right)^{-1}$$

Proof: First, we recall that

$$\frac{d}{dx} \ln (\det(\mathbf{I} + x \mathbf{A})) \bigg|_{x=0} = \text{tr}(\mathbf{A}).$$

Now, we set $\gamma \to 0$ in (6) and evaluate $\hat{C}_{erg}$ as

$$\hat{C}_{erg}(0) = \mathcal{E} \left[ \text{tr}(\mathbf{Z}^{H} \mathbf{Z}) \right]$$

$$= \frac{N_r}{LN_t \ln 2} \sum_{i=1}^{L} \int_{0}^{\infty} p(\xi_i) d\xi_i$$

where $\mathbf{Z} = \mathbf{H}^{1/2} \mathbf{H}$ and $\xi_i^2D_i^2$ are the real, non-negative diagonal elements of $\mathbf{Z}^{H} \mathbf{Z}$. Substituting (2) and (3) into (18), thereafter using [8, Eq. (3.381.4)] and the first moment of a IG RV ($\mathcal{E}[\xi] = \mu_i$), we get

$$\hat{C}_{erg}(0) = \frac{N_r}{L \ln 2} \sum_{i=1}^{L} \mu_i D_i^{-v}.$$
applied in the context of multiple access systems with random spreading [17] and thereafter in the analysis of MIMO systems [18]:

\[ C_{\text{erg}} = S_\infty (\log_2(\gamma) - L_\infty) + o(1) \]  

(20)

where \( S_\infty \) is the so-called high-SNR slope in bits/s/Hz per 3-dB units, while \( L_\infty \) is the zero-th order term or high-SNR power offset, in 3-dB units [17], [18].

**Proposition 4:** For D-MIMO systems with optimal receivers in RIG fading channels, the high-SNR parameters are

\[ S_\infty^{\text{opt}} = LN_t \]  

(21)

\[ L_\infty^{\text{opt}} = \log_2(LN_t) - \frac{1}{L} \sum_{i=1}^{L} \left( \log_2(\mu_i) - v \log_2(D_i) \right) + \frac{1}{\ln 2} \exp \left( \frac{2\lambda_i}{\mu_i} \right) E_1 \left( -\frac{2\lambda_i}{\mu_i} \right) - \frac{1}{LN_t \ln 2} \sum_{k=0}^{LN_t - 1} \psi(N_r - k). \]  

(22)

**Proof:** For MIMO systems with optimal receivers, the slope and the offset are obtained by [19, Eq. (16), (17)]

\[ S_\infty^{opt} = \min(N_r, LN_t) \]  

(23)

\[ L_\infty^{opt} = \log_2(LN_t) - \frac{1}{LN_t \ln 2} \mathbb{E} \left[ \ln \left( \det \left( \Xi H^H H \right) \right) \right]. \]  

(24)

Combining (11) with (24) gives (22) after simplifications. ■

From (22), we can infer that the small- and large-scale fading terms are effectively decoupled in the high-SNR regime. Furthermore, larger values of \( D_i \), reduce the ergodic capacity due to the increased path-loss attenuation. Note that the high-SNR slope in (21) verifies that the high-SNR ergodic capacity increases linearly with the minimum number of antennas, which is in line with [13] and [14].

In Fig. 2, the simulated ergodic capacity is compared with the analytical high-SNR approximation (20), the analytical upper and lower bounds from (5) and (10), respectively. Both the upper and lower bounds become tighter when the number of receive antennas, \( N_r \), increases. Also, we can easily observe that the high-SNR approximations become exact even at moderate SNR values. In the low-SNR regime, the lower bound converges asymptotically to the empirical value of ergodic capacity. These observations are consistent with the results of [3], [13], and [20].

4) **Large-system analysis:** We now examine the ergodic capacity lower bound in the large-system regime.

**Corollary 2:** When the number of receive antennas grows large (i.e., \( N_r \to \infty \)), while \( N_t, L \) are kept fixed, the ergodic capacity lower bound becomes

\[ C_{\text{LB}} = LN_t \log_2 \left( 1 + \frac{\gamma N_r}{LN_t} \exp \left( \frac{1}{L} \sum_{i=1}^{L} \left( \ln \mu_i - v \ln D_i \right) + \exp \left( \frac{2\lambda_i}{\mu_i} E_1 \left( -\frac{2\lambda_i}{\mu_i} \right) \right) \right) \right). \]  

(25)

**Proof:** First, we recall that [11, Eq. (6.3.18)]

\[ \psi(x) \approx \ln x, \quad \text{if} \quad x \to \infty. \]  

(26)

Substituting (26) into (10) gives (25) after appropriate simplifications. ■

From the large-system result in (25), we can clearly conclude that the small-scale fading effects are asymptotically averaged out and only the large-scale fading effects remains, when the number of receive antennas grows very large, which agrees with the results of [21]. Note also that the capacity increases logarithmically with the number of receive antennas.

Next, we analyze an important case when both \( LN_t \) and \( N_r \) grow large. More specifically, when \( LN_t \to \infty \) we need to analyze the two cases based on \( N_t \to \infty \) (\( L \) fixed) and \( L \to \infty \) (\( N_t \) fixed) separately. Also, we assume \( \beta = \frac{N_r}{LN_t} > 1 \) and based on this fixed and finite ratio, we examine the ergodic capacity lower bound in the following two cases:
(i) \( L \): Fixed and \( N_t \to \infty, N_r \to \infty \): In this case, the ergodic capacity lower bound (10) is given by

\[
\frac{C_{LB}}{N_r} \xrightarrow{N_t \to \infty} L \log_2 \left( 1 + \frac{\gamma \beta^2}{\exp(1)(\beta - 1)^{\beta - 1}} \right) \times \exp \left( 1 - \frac{L}{\sum_{i=1}^{L} \ln \mu_i - \nu \ln D_i + \exp \left( \frac{2 \lambda_i}{\mu_i} \right) E_1 \left( -\frac{2 \lambda_i}{\mu_i} \right) \right) \right). \tag{27}
\]

**Proof:** Using (26), we express the last sum term in (10) as follows:

\[
\frac{1}{L N_t} \sum_{k=0}^{L N_t - 1} \psi(N_r - k) \approx \ln N_r + \frac{1}{L N_t} \sum_{k=0}^{L N_t - 1} \ln \left( 1 - \frac{k}{N_r} \right) \tag{28}
\]

\[
\approx \ln N_r + \frac{1}{L N_t} \int_0^{L N_t} \ln \left( 1 - \frac{k}{N_r} \right) dk \tag{29}
\]

\[
= \ln N_r + (\beta - 1) \ln \left( \frac{\beta}{\beta - 1} - 1 \right) \tag{30}
\]

where in (29), we expressed the sum term in (28) as an integral function and then, we used the following integral identity [25] to obtain (30)

\[
\int_0^M \ln \left( 1 - \frac{x}{N} \right) dx = (N - M) \ln \left( \frac{N}{N - M} \right) - M, \text{ if } N > M.
\]

Substituting (30) into (10) gives (27) after simplifications. ■

From (27), we can infer that the capacity increases linearly with the number of transmit antennas for any \( \beta > 1 \).

(ii) \( N_t \): Fixed and \( L \to \infty, N_r \to \infty \): In this case, we assume that all radio ports are uniformly distributed in a circle of radius \( R_0 \), centered by the base station and all radio ports experience to have the same fading effects. As such, we can set \( \mu_i = \mu, \lambda_i = \lambda \) fixed values and \( D_i \) varying for all \( L \) ports, where \( i = 1, \ldots, L \). The corresponding probability distribution of the distance between the radio ports and base station is given by [22, Eq. (7)]

\[
P_D(x) = \frac{2x}{R_0^2}, \quad 0 \leq x \leq R_0. \tag{31}
\]

Next, we rearrange the large-system lower bound in (27) as

\[
C_{LB} = L N_t \log_2 \left( 1 + a \exp \left( \frac{1}{L} \sum_{i=1}^{L} \ln D_i - v \right) \right) \tag{32}
\]

where

\[
a \triangleq \gamma \mu \beta^2 (\beta - 1)(1 - \beta) \exp \left( \frac{2 \lambda_i}{\mu_i} \right) E_1 \left( -\frac{2 \lambda_i}{\mu_i} \right) - 1.
\]

When \( L \to \infty \), the argument in the exponential term is nothing but an ensemble average w.r.t. \( D_i \) (distribution of distances). As such, we can express (32) as

\[
C_{LB} \xrightarrow{L, N_t \to \infty} N_t \log_2 \left( 1 + a \exp \left( E_{D_i} \left[ \ln D_i - v \right] \right) \right). \tag{33}
\]

We now recall L'Hospital's rule to get

\[
\lim_{x \to 0^+} x \ln(x) = \lim_{x \to 0^+} \frac{\ln(x)}{1/x} = \lim_{x \to 0^+} -1/x^2 = 0. \tag{34}
\]

Combining [8, Eq. (2.723.1)] with (34), we can easily obtain the following expression.

\[
E_{D_i} \left[ \ln D_i - v \right] = -v \ln R_0 + \frac{\nu}{2}. \tag{35}
\]

Substituting (35) into (33) gives

\[
C_{LB} \xrightarrow{L, N_r \to \infty} N_t \log_2 \left( 1 + a R_0^v \exp \left( \frac{\nu}{2} \right) \right). \tag{36}
\]

At high-SNRs, we can further approximate (36) as

\[
C_{LB} \xrightarrow{L, N_r \to \infty} N_t \log_2 (a - v N_t) \log_2 (R_0) + \frac{v N_t}{2 \ln 2}. \tag{37}
\]

From (37), we can clearly infer that a large cell radius \( R_0 \) decreases the ergodic capacity logarithmically.

**B. MMSE receivers**

We can now pursue a similar sum rate analysis for the case of MMSE receivers. Assuming independent decoding at the receiver, the achievable sum rate is expressed as [19]

\[
\mathcal{R}_{\text{mmse}} = L N_t \mathcal{E} \left[ \log_2 \left( \det \left( I_{L N_t} + \frac{\gamma}{L N_t} \Sigma \mathbf{H} \mathbf{H}^H \right) \right) \right] - \sum_{i=1}^{L N_t} \mathcal{E} \left[ \log_2 \left( \det \left( I_{L N_t - 1} + \frac{\gamma}{L N_t} \mathbf{H}_i \mathbf{H}_i^H \right) \right) \right]. \tag{38}
\]

Since an exact SNR analysis in tedious, we elaborate on the low- and high-SNR regimes. We begin with the former:

1) Low-SNR analysis: We now examine the sum rate performance of D-MIMO MMSE receivers in the power-limited regime.

**Proposition 5:** For D-MIMO systems with MMSE receivers in RIG fading channels, the minimum energy per information bit is given by

\[
\frac{E_0}{N_0_{\text{min}}} = \frac{\ln 2}{N_r \left( N_t \sum_{i=1}^{L} \frac{1}{D_i^2} - \frac{1}{L N_t} \sum_{i=1}^{L N_t} \frac{\sum_{j \neq i} \mu_j}{\mu_i^2} \right)} \tag{39}
\]

while the wideband slope is given by (40) shown at the bottom of this page.

**Proof:** For proving (39), we need to take the first derivative of (38) w.r.t. \( \gamma \to 0 \). Using (17), we can easily express the first derivative as

\[
\mathcal{R}_{\text{mmse}}(0) = \frac{L N_t}{\ln 2} \mathcal{E} \left[ \frac{1}{L N_t} \text{tr} \left( \Sigma \mathbf{H} \mathbf{H}^H \right) \right] - \frac{1}{L N_t} \sum_{i=1}^{L N_t} \mathcal{E} \left[ \frac{1}{L N_t} \text{tr} \left( \Sigma_i \mathbf{H}_i \mathbf{H}_i^H \right) \right]. \tag{41}
\]

\[
S_{\text{mmse}} = \frac{2 L N_t}{N_r} \sum_{i=1}^{L N_t} \mu_i^2 D_i^{2 v} - \frac{(L N_t - 1) \sum_{i=1}^{L N_t} \mu_i^2 D_i^{2 v}}{L N_t} \sum_{i=1}^{L N_t} \left( \sum_{j \neq i} \mu_j D_j^{2 v} \right)^2. \tag{40}
\]
Now, we split (41) as \( \hat{R}_{\text{mse}}(0) = \hat{R}_{\text{mse}} - \hat{R}_{\text{mse}}^{(i)} \). We have already evaluated \( \hat{R}_{\text{mse}}^{(i)} \) in (19) and hence, we evaluate \( \hat{R}_{\text{mse}}^{(i)} \) as

\[
\hat{R}_{\text{mse}}^{(i)} = \frac{1}{LN_i} \ln 2 \sum_{i=1}^{LN_i} \mathbb{E} \left[ \sum_{j=1}^{\lambda_i} \frac{\xi_j}{D_{ij}^\dagger} \right].
\]

The expectation is the same as in (18). Therefore, we have that

\[
\hat{R}_{\text{mse}}(0) = \frac{N_r N_t}{\ln 2} \sum_{i=1}^{L} \frac{\mu_i}{D_i} - \frac{N_r}{\ln 2} \sum_{i=1}^{LN_i} \sum_{j=1}^{\lambda_i} \frac{\mu_j}{D_{ij}^\dagger}.
\]

To evaluate the wideband slope in (40), we invoke a classical result from random matrix theory on correlated Rayleigh MIMO channels [19, Eq. (75)]. We assume no correlation at the receiver (i.e., \( \Theta_R = I_{N_r} \) and \( \Theta_T = \Xi \)). The dispersion of random matrix \( \Xi_{ii} \) denoted by \( \zeta(\Xi_{ii}) \), is given by

\[
\zeta(\Xi_{ii}) = \frac{(LN_i - 1) \sum_{j=1}^{\lambda_i} \left( \mu_j^2 + \frac{\lambda_i}{\lambda_i - 1} \right) D_{ij}^{-2v}}{\sum_{j=1}^{\lambda_i} \frac{\mu_j D_{ij}^{-v}}{2}}.
\]

Combining (51) and (52) with [16, Eq. (8)] gives (44). Substituting all the above results into [19, Eq. (75)] and appropriate simplifications give (40).

In Fig. 3, we compare the performance of optimal, linear zero-forcing (ZF)\(^1\) and MMSE receivers in the low-SNR regime. The simulated low-SNR ergodic capacity/sum rates and the analytical linear approximations are plotted against the transmit \( E_b/N_0 \). The figure illustrates the big performance gap between optimal and ZF receivers which is due to the high number of total transmit antennas \( LN_t = 6 \), that corresponds to the number of interfering data streams. On the other hand, we can easily conclude that the MMSE receivers are optimal in terms of \( E_b/N_0 \). MMSE receivers sub-optimality is only reflected via a reduced wideband slope. More importantly, all the analytical linear approximations are sufficiently tight for a wide range of SNR values.

2) High-SNR analysis: In this case, we examine the sum rate performance of MMSE receivers in the high-SNR regime. We recall that, at high-SNRs, both ZF and MMSE receivers behave equivalently in terms of sum rate [23]. We have already introduced the high-SNR parameters in Section-III-A and hence, we can directly give the following proposition.

**Proposition 6:** For D-MIMO systems with MMSE receivers in RIG fading channels, the high-SNR parameters are

\[
S_{\text{mse}}^\infty = LN_t + \lambda
\]

\[
L_{\text{mse}}^\infty = \log_2(L N_t) - N_t \sum_{i=1}^{L} \left( \log_2(\mu_i) - \frac{\mu_i}{\mu_i} \right)
\]

\[
+ \frac{1}{\ln 2} \exp \left( \frac{2\lambda_i}{\mu_i} \right) \mathbb{E} \left[ -\frac{2\lambda_i}{\mu_i} \right] - \frac{1}{\ln 2} \mathbb{E} \left[ N_r - LN_t + 1 \right]
\]

\[
+ \frac{1}{\ln 2} \exp \left( \frac{2\lambda_i}{\mu_i} \right) \mathbb{E} \left[ -\frac{2\lambda_i}{\mu_i} \right] \mathbb{E} \left[ \ln(\det(\Xi_{ii})) \right]
\]

\[
+ \frac{1}{\ln 2} \exp \left( \frac{2\lambda_i}{\mu_i} \right) \mathbb{E} \left[ \ln(\det(\frac{H}{\mu_i} H_i)) \right] \mathbb{E} \left[ \ln(\det(\mathbf{H}^H H_i)) \right].
\]

Since \( \Xi_{ii} \) is diagonal, we can directly apply (12) to get

\[
\sum_{i=1}^{LN_t} \mathbb{E} \left[ \ln(\det(\Xi_{ii})) \right] = \sum_{i=1}^{LN_t} \sum_{j=1}^{\lambda_i} \left( \gamma + \log_2(D_{ij}) \right)
\]

\[
+ \frac{1}{\ln 2} \exp \left( \frac{2\lambda_i}{\mu_i} \right) \mathbb{E} \left[ -\frac{2\lambda_i}{\mu_i} \right] \mathbb{E} \left[ \ln(\det(\mathbf{H}^H H_i)) \right].
\]

Since \( H_i \) is Rayleigh distributed, the term \( \mathbf{H}^H H_i \) also follows the central Wishart distribution (zero-mean) [14]. Using [14, Eq. (A.8.1)], the last expectation term in (48) can be easily evaluated. Then, substituting (11), (49) into (48), and appropriate simplifications give (46).
Similar to optimal receivers, the small- and large-scale fading terms are decoupled in the high-SNR regime, while (45) verifies that the high-SNR sum rate increases linearly with the minimum number of antennas. As anticipated, higher Tx-Rx distances reduce the sum rate due to the increased path-loss attenuation.

IV. CONCLUSION

In this paper, we have presented an analytical framework to investigate the performance of D-MIMO systems with optimal and linear MMSE receivers operating over RIG fading channels. More specifically, the implications of small- and large-scale fading effects were analyzed in detail. The main motivation for our performance analysis has been the poor accuracy of the gamma distribution to approximate the log-normal distribution, when the variance of the latter is large. As such, the RIG distribution can serve as an efficient approximation to the classical Rayleigh/log-normal model. At the same time, the mathematical analysis becomes more challenging.

We derived new closed-form upper and lower capacity bounds for this class of channels, which apply for any arbitrary number of antennas and remain sufficiently tight across the entire SNR range. In the high-SNR regime, we explicitly demonstrated that the lower bound becomes exact and in the low-SNR regime, we derived new analytical expressions for the minimum energy per information bit to reliably convey any positive rate and the wideband slope.

APPENDIX

Lemma 1: For IG distributed RV, \( \xi_i \sim IG(\mu_i, \lambda_i) \), the first log-moment is given by

\[
E \left[ \ln \xi_i \right] = \ln \mu_i + \exp \left( \frac{2\lambda_i}{\mu_i} \right) Ei \left( -\frac{2\lambda_i}{\mu_i} \right) \tag{50}
\]

where \( i = 1, \ldots, L \). The following key results will be particularly useful to obtain the dispersion of large-scale fading random matrix \( \Xi \).

\[
E \left[ \text{tr} (\Xi) \right] = N_t \sum_{i=1}^{L} E \left[ \xi_i \right] D_i^{-\nu} = N_t \sum_{i=1}^{L} \mu_i D_i^{-\nu} \tag{51}
\]

\[
E \left[ \text{tr} (\Xi^2) \right] = N_t \sum_{i=1}^{L} E \left[ \xi_i^2 \right] D_i^{-2\nu} = N_t \sum_{i=1}^{L} \left( \mu_i^2 + \frac{\mu_i^3}{\lambda_i} \right) D_i^{-2\nu}. \tag{52}
\]

Proof: Using (2) and the integral identity [24, Eq. (2.6.22.8)], we can easily obtain (50) after basic simplifications. We now recall that for IG distributed RVs, the first two moments about zero are \( E[\xi_i] = \mu_i \) and \( E[\xi_i^2] = \mu_i^2 + \frac{\mu_i^3}{\lambda_i} \), respectively [9]. Using these two moments, we can directly obtain (51) and (52), respectively.
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