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Abstract

Cooperative intelligent transport systems (C-ITS), where vehicles cooperate by exchanging messages wirelessly to avoid, for example, hazardous road traffic situations, receive a great deal of attention throughout the world currently. Many C-ITS applications will utilize the wireless communication technology IEEE 802.11p, which offers the ability of direct communication between vehicles, i.e., ad hoc communication, for up to 1000 meters. In this thesis, medium access control (MAC) protocols for vehicular ad hoc networks (VANET) are scrutinized and evaluated. The MAC protocol decides when a station has the right to access the shared communication channel and schedules transmissions to minimize the interference at receiving stations. A VANET is a challenging network for the MAC protocol because the number of stations in is unknown a priori and cannot be bounded. Therefore, the scalability of the MAC method has a major influence on the performance of C-ITS applications.

Two different MAC protocols are studied: carrier sense multiple access (CSMA) of 802.11p and self-organizing time division multiple access (STDMA). These two MAC methods are examined with respect to the communication requirements and protocol settings arising from C-ITS standardization. Based on these constraints, suitable performance measures are derived such as MAC-to-MAC delay and detection distance, where the former catches both the delay and reliability.

In STDMA, the channel access delay is upper-bounded and therefore known before transmission, since regardless of the number of stations within radio range, all stations are always guaranteed timely channel access. In CSMA, the channel access delay is not upper-bounded and it is unknown until transmission commences, as it is based on the instantaneous channel load and stations can experience a random delay when in backoff.

The evaluation of CSMA and STDMA is performed through extensive computer simulations, modelling a 10 km highway with six lanes in each direction. Vehicles travel along the highway and broadcast position messages periodically with different update rates. Two different channel models have been used during the evaluations, one distinguishing between a receiver being in line-of-sight (LOS) or obstructed LOS (OLOS) from the transceiver, while the other does not consider this.

The simulation results, for both channel models, show that CSMA has on average a smaller channel access delay than STDMA. However, the results also reveal that STDMA always achieves a better reliability than CSMA, especially for distances of 100-500 meters between transmitter and receiver. The distance, at which approaching stations receive the first messages from each other, is up to 100 meters longer for STDMA than CSMA. This thesis therefore concludes that STDMA is a very suitable MAC method for VANET-based C-ITS applications.
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1 Introduction

Cooperative intelligent transport systems (C-ITS) [1], where vehicles cooperate by exchanging messages wirelessly to avoid for example hazardous road traffic situations, receive a great deal of attention throughout the world currently. There are intense research activities and standardization efforts on-going within this area. Further, major field operational tests (FOT) are planned and underway [2, 3]. Depending on application, there are mainly two wireless technologies considered for C-ITS; the short-range communication technology IEEE 802.11p [4] and cellular networks such as 3G/LTE. The latter depends on a centralized network topology where all data traffic must take a detour via the base station (BS) even though two stations are geographically co-located. IEEE 802.11p, on the other hand, offers the ability for direct communication between ITS stations, i.e., ad hoc communication, for up to 1000 meters. IEEE 802.11p\(^1\) is an amendment to the ubiquitous wireless local area network (WLAN) standard IEEE 802.11-2012 [5] tailored to the vehicular environment. IEEE 802.11-2012 specifies the medium access control (MAC) sub-layer and several physical (PHY) layers. In 802.11p, ITS stations do not have to associate with each other before communication takes place therefore no network has to be established. Further, although no access point (AP) is present in 802.11p, there can be fixed ITS stations (e.g., ITS equipped traffic lights) offering services to mobile ITS stations (e.g., vehicles) and the distinction between mobile and fixed ITS stations is made at higher layers in the protocol stack.

C-ITS applications can roughly be categorized into road traffic safety, road traffic efficiency and value-added services [6]. Road traffic safety applications have stringent requirements on both bounded delay and high reliability, concurrently. Therefore, protocol stacks dedicated for supporting this type of applications have been developed in the USA and in Europe. The common denominators for these stacks are the communication technology 802.11p and simple network/transport protocols with low overhead allowing passing through the protocol stack faster. Road traffic efficiency applications and value-added services can use 802.11p technology and/or 3G/LTE together with the network protocol IPv6 supporting Internet connections. Value-added services may for example be announcements of commercial services such as advertisements for hotels, petrol stations, grocery stores etc. Examples of road traffic safety applications are lane change warning, emergency vehicle approaching, stationary vehicle, road conditions, road work, etc. Efficiency applications aim at enhancing the road traffic flow, reducing CO2-emissions and pollution, through for example green light optimal speed advisory (GLOSA), traffic light optimization, in-vehicle signage, and enhanced route guidance. However, the border between road traffic safety and road traffic efficiency applications is not clear cut. If an accident occurs, e.g., a vehicle suddenly breaks down in the middle of the street (stationary vehicle); the enhanced route guidance application can advise drivers to take an alternative route before they reach the stationary vehicle and end up in a queue with no possibility to turn around. In other words, the safety application can in certain situations trigger efficiency applications, and vice-versa.

Standardization on C-ITS specifies two types of messages that will be used to realize road traffic safety applications; time-triggered position messages and event-driven hazard warnings. The former is

---

\(^1\) IEEE 802.11p [4] has been incorporated in the new version of IEEE 802.11-2012 [5] and it is therefore classified as superseded. For simplicity the vehicular “profile” of 802.11 will be referred to as 802.11p throughout the thesis.
called cooperative awareness message (CAM) in Europe [7] and basic safety message (BSM) in the USA [8]. The event driven messages are called decentralized environmental notification message (DENM) in Europe [9] whereas USA does not have a distinct name for this type of message (although sometimes referred to as BSM type 2). CAM/BSM will be sent with an update rate of 1-10 Hz depending on context and contain information about the vehicle speed, position, heading, path history, etc. They will roughly be around 200 bytes long without security overhead, which will add further bytes. A DENM will be issued when a road traffic safety application detects an upcoming potentially dangerous situation. Once triggered, the DENM will be sent periodically until the event is no longer valid (the situation was avoided or the situation has occurred) upon which a “stop” DENM will be transmitted.

Different C-ITS applications have different communication requirements and thus 3G/LTE and IEEE 802.11p are not two competing technologies they rather complement each other. One of the main advantages of 802.11p is the easy dissemination of information locally around the ITS station. Information can also be transmitted in a certain direction on the highway using geographical routing (georouting). The information contained in CAM/BSM is perishable with short life-time due to the movement of vehicles – the higher speed of the vehicle the shorter time the information is valid (in particular this concerns position information). By using the ad hoc communication of IEEE 802.11p, delays can be kept low since no detour around a BS is necessary. C-ITS applications that do not have short delay requirements or rely on information being spread regionally rather than locally can utilize 3G/LTE. For example, a fixed ITS station using 802.11p can act as an information provider to services offered by 3G/LTE by transmitting service announcements to surrounding vehicles, which in turn can connect to the 3G/LTE network themselves to retrieve more information. It should be noted, however, that 3G/LTE networking currently requires subscription to a specific mobile telephone operator, which is not necessary for 802.11p used for C-ITS.

1.1 Vehicular ad hoc networks

The majority of the data transmitted in the vehicular ad hoc network (VANET) supporting traffic safety applications will be broadcasted (one-to-many communication) and no acknowledgements (ACK) will be sent in response if messages are received successfully. Many ITS stations are typically interested in receiving the broadcasted messages and if everyone sent an ACK the communication channel would be flooded. In the VANET using 802.11p (with no central coordination), there will be a set of predetermined frequency channels for communication, and the only way to state the presence of an ITS station is to broadcast CAM/BSM on one these channels.

The network establishment has been removed in 802.11p, i.e., a station is allowed to communicate outside the context of a basic service set (the smallest building block of an 802.11 network). This implies that whenever a station has a message to send it can transmit directly under the condition that the MAC protocol allows it. Ad hoc topologies without prior network establishment has advantages such that a lower average delay can be achieved and no coverage by base stations is necessary – if there is someone to communicate with information exchange can take place. On the other hand, the ad hoc structure entails specific requirements for the communication protocols operating in this scenario. Specifically, the MAC protocol used in a VANET must be decentralized. It must cope with few stations as well as many stations without collapsing. Further, it should minimize simultaneous transmissions in an attempt to keep the interference at an acceptable level for receiving stations.
The MAC protocol is a key component in cooperative systems because if channel access is not granted in a timely fashion, cooperation cannot be achieved.

1.2 Medium access control

The MAC method decides when a station has the right to access the shared communication channel. The regulation is made by scheduling transmissions in time, frequency, space or by using unique codes, constellations or interleavers to distinguish different stations. The type of MAC method to use in a particular communication network is selected based on network topology and application. Since all communications in a centralized network must traverse the AP/BS, it has knowledge of all nodes within range. A centralized network can therefore use a centralized MAC protocol that distributes available resources (frequencies, time slots or orthogonal codes) among all nodes currently within range. This implies that the AP/BS can use the MAC protocol to optimize performance based on specific requirements. In *ad hoc* networks it is more difficult to find such a resource-efficient MAC method, especially since the number of stations can drastically vary from time to time. In a C-ITS operating in a VANET context, the requirements on the MAC method stem from three different parts namely (i) the *ad hoc* topology, (ii) road traffic safety applications, and (iii) the overall C-ITS.

The *ad hoc* topology requires the MAC protocol to be inherently:

- Self-organizing
- Scalable

The road traffic safety applications have requirements on:

- Delay
- Reliability

The overall C-ITS requirement on the MAC method is:

- Fairness

The ability to *self-organize* and *scalability* are two properties that the MAC method must have, to operate in an *ad hoc* topology. The ability of the MAC method to self-organize is a strict requirement, since no centralized coordination of the resources exists in VANETs. Scalability is defined in [10] as “A system is said to be scalable if it can handle the addition of users and resources without suffering a noticeable loss of performance or increase in administrative complexity.” In VANET-based road traffic safety applications, the number of stations cannot be restricted nor is it known in advance. The MAC protocol in a VANET therefore needs to fulfill the requirements on delay, reliability and fairness even though there are many stations in the system. Therefore, the scalability property of the MAC method is imperative since this significantly affects the delay, reliability and fairness jointly.

The delay does not necessarily need to be low to meet the requirements of VANET-based safety applications. It is more important that it is predictable, i.e., there exists an upper bound on the channel access delay. With a predictable channel access delay, the station knows if it can meet the delay requirements of a certain message even in extreme cases, and it has the possibility to reorder and reschedule messages depending on importance. Further, with a predictable channel access delay the station is given the possibility to optimize its message generation towards when the channel access is granted and thereby the information in the position message will be up-to-date.
Reliability is particularly cumbersome in broadcast communication scenarios since no ACKs are transmitted in response if a message was successfully received. In traditional unicast (one-to-one) communication, a message can be retransmitted until it is received correctly and reliability approaches 100% when the delay grows to infinity. In other words, there is a trade-off between delay and reliability. Much like delay, reliability is addressed at several layers in the protocol stack. The PHY can enhance the reliability with suitable coding, modulation or/and diversity techniques tailored for the propagation environment. At the MAC layer reliability refers to the ability of the MAC method to schedule transmissions to reduce interference between stations.

The level of fairness between individual stations should be as high as possible in VANET-based safety applications. From a MAC perspective, fairness is translated into equal probability to access the channel given the same type of data traffic, i.e., the same Quality of Service (QoS) class should have the same probability of timely channel access for all stations in the system. Further, if the channel access delay and the interference during channel access vary greatly between transmissions, the MAC layer should try to distribute these variations among stations as fair as possible.

Consequently, the MAC protocol used in a VANET needs to be self-organizing such that unused resources are reclaimed regularly, it should be scalable such that no vehicles are excluded, it should provide a predictable delay such that channel access delay can be upper-bounded and fair, and it should schedule all transmissions to minimize interference for increased reliability.

1.3 Scope

The focus of this thesis is to evaluate MAC methods for VANET with respect to the communication requirements arising from applications found within C-ITS, together with parameters and constraints stemming from C-ITS standardization. To this end, this thesis investigates the performance of two different MAC protocols, namely carrier sense multiple access (CSMA) of 802.11p and self-organizing time division multiple access (STDMA). The evaluated scenario is a case where all vehicles broadcast periodic position messages (CAM/BSM) with different update rates when travelling on a 10 km highway with six lanes in each direction (no urban scenarios are used for evaluation and no unicast data traffic is present). In addition, suitable performance measures are defined, specifically for evaluating MAC methods in VANET, in which there can be no upper limit on the number of participating stations.

1.4 Problem description

The following research questions have been addressed in this thesis:

1. What type of communications requirements are imposed on the MAC layer of a VANET used for broadcasting road traffic safety data?
2. What performance metrics are suitable for evaluating MAC schemes for road traffic safety applications?
3. Given these performance metrics, what can we expect from the MAC in the current standard 802.11p?
4. Is there an alternative MAC scheme that can perform better?
5. How prominent is the scalability issue given the data traffic patterns derived from standardization?
6. How much does the channel model influence the evaluation of MAC schemes?

A VANET constitutes a particularly challenging communication environment due to the rapidly changing station density. Further, the number of participating stations in a VANET is not always known and, more importantly, cannot be restricted. Since the decentralized network topology contains no AP or BS regulating access to the shared channel, scalability issues become more prominent. The concept of cells and reuse of frequency is not possible to use at the same extent as in cellular networks. In addition, the current proposal of both European and US standardization efforts is that all vehicles must share a common frequency channel for transmitting CAM/DENM/BSM. Therefore, many vehicular communication links will have to share the same radio spectrum in a limited geographical area, causing interference to one another.

1.5 Contributions

Major contributions of this thesis are:

1. Up to date and comprehensive survey of C-ITS standardization, outlining requirements
2. New performance measures for evaluating MAC schemes for road traffic safety applications
3. Thorough evaluation study of the MAC scheme in the current standard 802.11p
4. Proposal of using alternative MAC scheme for VANETs fulfilling outlined requirements
5. Evaluation the impact of different network loads on MAC performance in VANET
6. Evaluating the impact of two different channel models on MAC performance in VANET

The research presented in this thesis started in 2006, which was before C-ITS standardization in Europe had been initiated (ETSI Technical Committee on ITS was established in December 2007). In 1999, activities on ITS took off in the US when the Federal Communications Commission (FCC) allocated a 75 MHz band at 5.850-5.925 GHz especially intended for ITS: “to improve traveller safety, decrease congestion, facilitate the reduction of air pollution, and help to conserve vital fossil fuels” [11]. In 2004, IEEE begun its development of 802.11p and it was ratified in 2010. In [XI] from 2007, we surveyed several different wireless technologies for the high-speed vehicular environment and the only identified technology for ad hoc communication between vehicles, was 802.11p.

The MAC algorithm of 802.11p is based on CSMA, which faces problems with fairness when the number of stations increases within radio range as shown in [IX, X]. In [X], we also presented STDMA as an alternative MAC scheme for VANETs for the first time. STDMA is already in commercial use in a system called Automatic Identification System (AIS), which is a mandatory position reporting system for ships larger than 300 gross ton and passenger vessels. The AIS is very similar to what is currently under development for the vehicular environment. In AIS, ships keep track of each other through wirelessly communicated position messages and thereby accidents can be avoided. The AIS was developed to combat the short-comings with conventional radar systems, such as the inability to see behind other objects and cluttered radar images due to bad weather situations. In [X], we adjusted the STDMA algorithm to fit the high-speed vehicular environment with respect to the PHY proposed in 802.11p and the carrier frequency of 5.9 GHz. In AIS, a carrier frequency of 160 MHz is employed together with a PHY based on Gaussian filtered minimum shift keying with frequency modulation (GMSK/FM).

In [VII, VIII], we studied channel access delay of CSMA and STDMA in VANETs, and showed that, when the network is overloaded, CSMA will start to drop packets at the sending side since newer packets
arrive at the MAC layer from the application before channel access had been granted for the earlier packet. The number of consecutive packet drops could result in lack of channel access for up to 10 seconds for some individual ITS stations. It was also shown that CSMA becomes unfair in overloaded situations, i.e., there was a major difference between the worst case channel access delay and the best case channel access delay in CSMA. In STDMA, however, all stations are guaranteed channel access regardless of the number of stations within radio range implying that the channel access delay is upper bounded. However, since STDMA allows more simultaneous transmissions, this leads to higher interference for certain stations. This is in contrast to CSMA, where stations instead start to drop packets at the sending side.

In [VI], we studied the occurrence of simultaneous transmissions within radio range for STDMA and CSMA. When the network load increases, STDMA allows simultaneous transmissions within radio range, but these are scheduled in space (using the position information contained in CAMs), i.e., STDMA aims to maximize the distance between two simultaneously transmitting stations. In CSMA, any stations that reach a backoff value of zero at the same time will cause simultaneous transmissions, and the backoff values do not depend on where in space the station is situated. In other words, STDMA strives to make the interference situation as favorable as possible for the closest neighbors, whereas in CSMA when simultaneous transmissions occur randomly and when they are co-located, packets are more likely lost. Simultaneous transmissions carried out outside the radio range of stations were studied in detail in [III], a.k.a. hidden terminal situations. Simulations of a highway scenario where carried out, in which all hidden terminal transmissions according to the definition in [III], were removed to determine their influence on performance. The results revealed that, even if no hidden terminal transmission occurred (due to being artificially removed), the packet reception probability did not increase drastically for CSMA or STDMA.

Given the communication requirements of VANET-based road traffic safety applications, we introduced a new performance metric called MAC-to-MAC delay in [IV], merging the channel access delay and reliability into one performance measure. In this measure the channel access delay goes to infinity when the message is not successfully decoded at receiver. The results revealed that even if CSMA on average has shorter channel access delay than STDMA, the reliability is not as high as for STDMA (i.e., fewer receptions goes towards infinity). The results in that, the cumulative distribution function (CDF) of the MAC-to-MAC delay is higher for STDMA than CSMA, after the initial delay.

While conducting the research presented in this thesis, standardization has evolved and much has changed throughout the years such as the generation rules of CAMs/BSMs, default data transfer rate and update rates. Back in 2006, a fixed update rate was foreseen. The discussion within standardization was then to use 2 Hz update rates and 800 byte long packets in Europe whereas similar discussions in US landed in 10 Hz and shorter packets around 300 bytes. The uncertainty regarding packet size stem mainly from the different security approaches investigated on both sides of the Atlantic. Further, position messages were initially thought to be sent using the highest priority queue of CSMA. These settings were used in all of the papers on which this thesis is based; reflect the on-going discussion within standardization at the time of publication. However, in this thesis the latest settings for default data transfer rate, packet length, update rates, priority queue for CSMA, etc., are all derived from current standardization as outlined in Chapter 2. These settings have also been the foundation for the performance evaluation of CSMA and STDMA conducted in Chapter 4. Further, a new channel model based on a recent channel sounding campaign is introduced [I] and compared with a
channel model based on the Nakagami-$m$ model [12]. Five different performance metrics are derived and used for evaluating the MAC methods, including one previously unpublished: Detection Distance is established in this thesis.

1.6 Method
The methodology has been:

1. Literature study
2. Interaction with industry in ETSI standardization to ensure industrial relevance and knowledge transfer
3. Measurement campaigns and practical experiments
4. Careful development of performance metrics
5. Careful implementation of MAC methods in MATLAB and extensive computer simulations

The research direction was identified in [XI], where a literature study was performed on wireless technologies for the high-speed vehicular environment. Extensive system level computer simulations have been performed in MATLAB, where the MAC methods CSMA and STDMA have been evaluated in a highway scenario broadcasting CAMs/BSMs, resulting in several publications [III, IV, VI, VII, VIII, IX, X].

In January 2009, we were invited to ETSI Technical committee on ITS in Europe to present our ideas on an alternative MAC scheme for VANETs. Since then an active participation in standardization has remained. A Specialist Task Force 395 (STF395) within ETSI was put together in 2011 (led by the author) which resulted in two published technical reports [13, 14] dealing with the suitability of time-slotted MAC approaches for road traffic safety applications. The author has also drafted the new version of the access layer technology, EN 302 663 [15], based on 802.11p with additional features tailored for the European frequency bands.

Practical work has also been part of the evaluation work presented in this thesis such as a measurement campaign using 802.11p hardware [V]. Further, an implementation of a cooperative adaptive cruise control (CACC) based on 802.11p communication was performed in [II].

1.7 Outline
In Chapter 2, the standardization status for C-ITS in Europe and the USA is outlined, motivating the communication requirements on the MAC method presented in Chapter 3 and the parameter settings for the performance evaluation in Chapter 4. The two evaluated MAC schemes, CSMA and STDMA, are detailed in Chapter 3 together with related work on MAC schemes for VANETs. The performance metrics used for the MAC evaluation is outlined in Chapter 4, reflecting the requirements from C-ITS in Section 1.2. Simulation results are presented in Chapter 4, followed by conclusions and future outlook in Chapter 5 and Chapter 6, respectively.
2 Standardization on vehicular communications

Much has happened during the last decade within all major standards development organizations (SDO) dealing with vehicular communications. The standardization on vehicular communications took off in 1999 when the U.S. Federal Communications Commission (FCC) allocated a 75 MHz band at 5.850-5.925 GHz especially intended for ITS: “to improve traveler safety, decrease traffic congestion, facilitate the reduction of air pollution, and help to conserve vital fossil fuels” [11]. The American Society for Testing and Materials (ASTM) was commissioned to bring forward a standard and they did so by emanating from the WLAN standard IEEE 802.11 and made some minor changes to fit it to the high-speed vehicular environment. It was approved in 2003. The ASTM standard [16] made use of a simple mailbox application layer [17] and the resulting protocol stack contained three layers: application, data link and physical.

In 2003, IEEE took over the work from ASTM and they have extended the protocol stack with more layers for supporting Internet access and so forth. This more holistic view has been given the name wireless access in vehicular environment (WAVE) and it includes the physical layer up to the transport layer. The WAVE approach will be discussed in detail in Section 2.1. The Society for Automotive Engineers (SAE) is developing a message set dictionary [8] to be used by road traffic safety applications. The message set dictionary is technology agnostic, i.e., not relying on a particular wireless access technology. The SAE is also developing a minimum performance requirements document J2945.1 [18], which will be the basis for road traffic safety applications.

The International Organization for Standardization (ISO) is developing a framework called communications access for land mobiles (CALM) [19]. The idea with CALM is to use all types of already existing wireless access technologies such as 2G/3G/LTE, wireless broadband access (e.g., WiMAX), IEEE 802.11, CEN-DSRC (as defined in Europe and Japan supporting, e.g., electronic toll collection, ETC), to provide seamless wireless connection to the end users and applications. In the protocol stack above the different wireless carriers (i.e., network layer), the internet protocol version 6 (IPv6) is found, gluing together all different access technologies. For supporting vehicular ad hoc networking, CALM M5 [20] has been developed, which is based on IEEE 802.11p. Not all ITS applications can use IPv6 due to for example the rapidly changing environment. Therefore, a low overhead network and transport layer protocol has been developed called CALM – Non-IP networking [21].

In 2007, ETSI TC ITS was established, and it is responsible for bringing standards forward for all parts of the protocol stack. In 2009, the European Commission (EC) issued mandate M/453 “Standardisation mandate addressed to CEN, CENELEC, and ETSI in the field of information and communication technologies to support the interoperability of co-operative systems for intelligent transport in the European community” [22]. ETSI and CEN responded to the mandate, which is legally binding. ETSI is responsible for developing the whole protocol stack including vehicle-centric road traffic safety applications, whereas applications orienting towards road traffic efficiency utilizing road infrastructure are under the responsibility of CEN. In Europe, 30 MHz has been set aside for vehicular communications at 5.875-5.905 GHz, solely intended for road traffic safety applications. Non-safety related applications are directed to a 20 MHz band at 5.855-5.875 GHz. The dedicated frequency bands have been divided into 10 MHz frequency channels. Due to the proximity of these bands to the frequency band used for ETC in Europe (5.795-5.805 GHz) ETSI TC ITS must also develop mitigation techniques to avoid to interfere with the ETC systems [23]. There is no cost associated with using this frequency
band (it is license free). However, the usage of it is regulated in EN 302 571 [24] specifying requirements on output power limits, spectrum masks etc. In Table 1, a short summary of the SDOs is given and in subsequent subchapters the WAVE approach standardized by IEEE and the European protocol stack developed by ETSI TC ITS are detailed.

**Table 1. Summary of relevant SDOs in Europe and US.**

<table>
<thead>
<tr>
<th>SDO</th>
<th>Abbreviation</th>
<th>Responsible Technical Committee (TC)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEN</td>
<td>European Committee for Standardization</td>
<td>TC 278</td>
<td>WG 16 “Cooperative systems” is responsible for road traffic efficiency applications standardization in Europe on vehicular communications.</td>
</tr>
<tr>
<td>ETSI</td>
<td>European Telecommunications Standards Institute</td>
<td>TC ITS</td>
<td>WG1-WG5 covering all parts of the protocol stack. On the application layer road traffic safety applications are ETSI TC ITS’s responsibility.</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute for Electrical and Electronics Engineers</td>
<td>802.11 and WAVE</td>
<td>WG 802.11 and WG 1609.x.</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
<td>TC 204</td>
<td>WG16 “Wide area network” developing the CALM framework for supporting various wireless carriers amongst them also IEEE 802.11p, which is called CALM-M5. WG18 “Cooperative Systems”, which is working in close cooperation with CEN/TC278/WG16.</td>
</tr>
<tr>
<td>SAE</td>
<td>Society for Automotive Engineers</td>
<td>TC DSRC</td>
<td>Developing the messages set and minimum performance requirements for the WAVE stack in the US.</td>
</tr>
</tbody>
</table>

2.1 **IEEE WAVE**

The WAVE approach is depicted in Fig. 1, where the protocol stack is divided into two parts – safety applications and non-safety applications. The non-safety applications use the traditional Internet protocol stack containing IPv6, user datagram protocol (UDP) for connectionless services as well as transmission control protocol (TCP) for connection-oriented services. Both parts of the protocol stack share the same data link layer and physical layer for transmission.
The MAC sub-layer and the physical layer are derived from IEEE 802.11-2012 [5]. In July 2010, the vehicular “profile” of 802.11 was approved and termed 802.11p [4]. It has been incorporated in the latest version of IEEE 802.11-2012 and 802.11p is now classified as superseded. For simplicity the vehicular “profile” of 802.11 will be called 802.11p throughout this thesis to distinguish it from AP based WLAN operation.

IEEE 802.11p introduced a new management information base (MIB) parameter called dot11OCBActivated and when this is set to true a new capability is achieved namely the possibility to communicate outside the context of a basic service set (BSS), which is the smallest building block of a 802.11 network. The side effects of this is that the BSS authentication and association procedures are removed because this is a time consuming process and in a VANET where stations are highly mobile this transaction may not be completed until the stations are out of the radio range of each other. The communication outside the BSS is ad hoc but it should not be confused with the independent BSS which is one of the network topologies supported in 802.11. To distinguish between communication within a BSS and outside of it the network identification (basic service set id, BSSID) is set to a wildcard in every frame transmitted in an 802.11p network. The removal of authentication and association procedures implies further changes to 802.11, which will be discussed below.

IEEE 802.11-2012 contains two basic network topologies: the infrastructure BSS and the independent BSS (IBSS). The former contains an AP and data traffic usually takes a detour through the AP even when two stations are closely located. The IBSS is a set of stations communicating directly with each other and this is also called ad hoc network. Both these topologies are aimed for nomadic devices and synchronization is required between stations via beacons. Further, they are identified with a

---

2 The MIB is a virtual database containing a set of parameters that can be set in IEEE 802.11. The MIB parameters are given default values that can be changed depending on mode of operation.

---

Figure 1. An overview of the WAVE protocol stack containing both a road traffic safety applications’ part as well as a non-safety part.
unique BSSID. Association and authentication are required in infrastructure BSS (containing AP) whereas in IBSS (ad hoc) association is not used and communication can take place in an unauthenticated mode. In 802.11p mode, authentication, association and security between stations are disabled at the MAC sub-layer. This implies that active and passive scanning of BSS and IBSS are disabled. The scanning on frequency channels for the station to join an existing network is no longer enabled. Therefore, the implementation of 802.11p in the vehicular environment requires predetermined frequency channels to be set in the management.

IEEE 802.11 offers several physical layers and one common MAC sub-layer with QoS support. IEEE 802.11p is using the orthogonal frequency division multiplexing (OFDM) physical layer detailed in Clause 18 of 802.11 [5] (a.k.a. IEEE 802.11a), and it has support for QoS through the former amendment called IEEE 802.11e (approved in 2004 and enrolled in the base standard 2007).

### 2.1.1 Physical layer

The physical layer of 802.11p is OFDM detailed in Clause 18 of IEEE 802.11-2012. The basic idea is to divide the available frequency spectrum into narrower subchannels (subcarriers). The high-rate data stream is split into a number of lower-rate data streams transmitted simultaneously over a number of subcarriers, where each subcarrier is narrow banded. There are 52 subcarriers, where 48 are used for data and 4 are pilot carriers. The OFDM PHY layer supports three different frequency channel widths; 5 MHz, 10 MHz, and 20 MHz. 802.11p is using 10 MHz channels whereas AP based WLAN operation is usually using 20 MHz channels. The OFDM symbol duration and subcarrier frequency spacing are depending on channel widths, i.e., the number of subcarriers is fixed. The duration of one OFDM symbol in 802.11p is 8 µs including guard interval, see Table 2.

#### Table 2. Subcarrier frequency spacing, symbol duration and guard interval, for the three different channel spacing found in the OFDM physical layer of 802.11.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>20 MHz</th>
<th>10 MHz</th>
<th>5 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subcarrier frequency spacing</td>
<td>0.3125 MHz</td>
<td>0.15625 MHz</td>
<td>0.078125 MHz</td>
</tr>
<tr>
<td>OFDM symbol duration including GI</td>
<td>4 µs</td>
<td>8 µs</td>
<td>16 µs</td>
</tr>
<tr>
<td>Guard interval (GI)</td>
<td>0.8 µs</td>
<td>1.6 µs</td>
<td>3.2 µs</td>
</tr>
</tbody>
</table>

OFDM has support for eight different transfer rates, which are achieved by using different modulation schemes and coding rates. In Table 3 the different transfer rates together with the coding schemes used in 802.11p are tabulated for 10 MHz frequency channels. Support of three transfer rates are mandatory; 3 Mbit/s, 6 Mbit/s, and 12 Mbit/s.
### Table 3. Transfer rates, modulation schemes and coding rates found in OFDM when using 10 MHz channels.

<table>
<thead>
<tr>
<th>Transfer rate [Mbit/s]</th>
<th>Modulation scheme</th>
<th>Coding rate</th>
<th>Data bits per OFDM symbol</th>
<th>Coded bits per OFDM symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>BPSK</td>
<td>1/2</td>
<td>24</td>
<td>48</td>
</tr>
<tr>
<td>4.5</td>
<td>BPSK</td>
<td>3/4</td>
<td>36</td>
<td>48</td>
</tr>
<tr>
<td>6</td>
<td>QPSK</td>
<td>1/2</td>
<td>48</td>
<td>96</td>
</tr>
<tr>
<td>9</td>
<td>QPSK</td>
<td>3/4</td>
<td>72</td>
<td>96</td>
</tr>
<tr>
<td>12</td>
<td>16-QAM</td>
<td>1/2</td>
<td>96</td>
<td>192</td>
</tr>
<tr>
<td>18</td>
<td>16-QAM</td>
<td>3/4</td>
<td>144</td>
<td>192</td>
</tr>
<tr>
<td>24</td>
<td>64-QAM</td>
<td>2/3</td>
<td>192</td>
<td>288</td>
</tr>
<tr>
<td>27</td>
<td>64-QAM</td>
<td>3/4</td>
<td>216</td>
<td>288</td>
</tr>
</tbody>
</table>

In Fig. 2 the resulting PHY layer packet ready for transmission is depicted. The signal part is 24 bits and it is always transmitted using the lowest transfer rate, i.e., BPSK with coding rate 1/2. The rate field contains the transfer rate that decides the rate for the packet from the signal part and onwards and the length field contains the packet length. The preamble synchronizes the receiver and when using 10 MHz channels it is fixed to 32 µs. The service and tail fields are used for bringing different parts of the receiver chain into desired states, e.g., putting the convolutional encoder to zero state in the end. Pad bits are used for reaching a multiple of coded bits per OFDM symbol, see Table 3.

![ PHY Header and Trail Diagram](image)

**Figure 2. The physical layer packet ready for transmission.**

### 2.1.2 Datalink layer

#### 2.1.2.1 Medium access control

The MAC algorithm deployed by 802.11p is found in the 802.11-2012 and it is called enhanced distributed coordination function (EDCA). It is based on the basic distributed coordination function (DCF) but adds QoS attributes. DCF is a carrier sense multiple access with collision avoidance (CSMA/CA) algorithm and DCF was already present in the first version of 802.11 released in 1997.

In CSMA/CA a station starts by listening to the channel before transmission and if the channel is perceived as free for a predetermined listening period the station can start to transmit directly. If the channel is or becomes occupied during the listening period the station must perform a backoff procedure, i.e., the station has to defer its access a randomized time period. In 802.11, the predeter-
mined listening period is called either arbitration interframe space (AIFS) or distributed interframe space (DIFS) depending upon the mode of operation (EDCA or DCF).

In unicast mode (one-to-one transmissions) 802.11 acts as stop-and-wait protocol, it will await an ACK in return if the message was received successfully. If the ACK is lacking, the transmitter must perform a backoff procedure and later try to retransmit the same message until an ACK is received or the retry counter for this particular message has reached its maximum.

The MAC procedure of 802.11 is studied in this thesis and a detailed description of it is provided in Section 3.1.

The MAC protocol adds header and trailer to the incoming packet from higher layer, see Fig. 3. Frame control carries information about protocol version, what type of frame being transmitted, if the frame is fragmented or not (consists of multiple parts, i.e., divided into fragments) etc. The duration field typically contains the packet duration. Four fields are dedicated to addressing. Sequence control keeps track of the packets by numbering them and it also states if the packet is fragmented or not. The QoS contains as information about quality of service. The trailer is a frame check sequence (FCS) being a 32-bit cyclic redundancy check (CRC).

![Figure 3. The general structure of the MAC packet with different fields given in bytes.](image)

2.1.2.2 WAVE 1609.4 Multichannel operation

The IEEE Std. 1609.4-2010 [25] deals with multichannel operation and resides in the MAC sub-layer. There are seven predetermined frequency channels – one control channel (CCH) and six service channels (SCH) – that can be used by the WAVE protocol stack for carrying both IP and non-IP data traffic. IP-based data traffic is only allowed on the SCHs, whereas non-IP-based data traffic can be transmitted on both the CCH and the SCHs. In Fig. 4 the channel specification is shown for the U.S. frequency band 5.850-5.925 GHz and it also contains the channel numbering. The first channel starts at 5.855 GHz leaving room for a 5 MHz band in the lower part of the frequency spectrum.

![Figure 4. The channel specification.](image)
A channel switching strategy has been developed in 1609.4 and it is depicted in Fig. 5. The basic idea is to use the CCH interval in the beginning of every 100 ms interval for enabling stations to find each other. During the SCH interval stations can decide to either switch to a SCH announced during the CCH interval or not. It is mandatory to listen to the CCH during the CCH interval.

The guard interval is set to 4 ms and accounts for delay in interrupting MAC operations and switching of channel. The stations synchronize through receiving the coordinated universal time (UTC) time from, e.g., GPS receiver. It has been recognized that during high network utilization periods, at the beginning of every CCH/SCH interval many stations may want to access the channel at the same time causing collisions among the stations. Therefore, in attempt to spread simultaneous transmissions attempts, every station having something to transmit in the beginning of the CCH/SCH interval must perform a backoff procedure.

The original plan was to use the CCH for transmitting the time-triggered BSMs (position messages). However, with the proposed channel switching strategy only 50% of the time is available for BSM transmissions and it is during the mandatory CCH listening interval. With many stations in the system sending with an update rate of 10 Hz, not everyone fit into the CCH interval. Therefore, a consensus has been reached in the U.S. to use SCH with channel number 172 for BSM transmissions [26], i.e., no BSM transmissions will be carried out on the CCH channel instead this service channel will be used 100% of the time (no channel switching).

**2.1.2.3 IEEE 802.2 logical link control**

The separation between LLC and MAC makes it possible to overcome differences in medium access techniques and it can be perceived as an adaptation layer. LLC provides three services to the network...
layer [27]; Type 1: unacknowledged connectionless service, Type 2: acknowledged connectionless service and Type 3: connection-oriented service. For vehicular communications Type 1 unacknowledged connectionless service is used. LLC provides through the subnetwork access protocol (SNAP) [28] the possibility to differentiate between different network layer protocols through so-called EtherTypes. In Fig. 6 the LLC and the SNAP headers are depicted. The LLC header is 3 bytes and the SNAP header is 5 bytes. When SNAP is present the LLC header contains default values stating the presence of SNAP, see Fig. 6. The protocol ID part of the SNAP header also contains a default value to state the presence of an EtherType. The EtherType is a unique identifier to a network protocol that can be received from IEEE after an application has been filed. The EtherType for WSMP is 0x88DC and for IPv6 it is 0x86DD [30].

![Figure 6. The headers for LLC operation Type 1 with the field sizes in bytes.](image)

\begin{align*}
\text{LLC header} & \quad \text{SNAP header} \\
\text{DSAP} &= 0\text{xAA} \quad \text{SSAP} &= 0\text{xAA} \quad \text{Control} &= 0\text{x03} \\
\text{Protocol ID} &= 0\text{x000000} \quad \text{EtherType} &= \\
\end{align*}

\textit{DSAP = Destination Service Access Point, SSAP = Source Service Access Point}

### 2.1.3 Network/Transport layers

The network and transport layers have one common protocol called WAVE Short Message Protocol (WSMP) [30]. It has been developed to minimize protocol overhead and it does not support routing implying that it is only one hop between sender and receiver. The minimum overhead created by WSMP is 5 bytes and it rarely exceeds 20 bytes compared to an IPv6/UDP transmission that has an overhead of at least 55 bytes [26]. WAVE short messages (WSM) will for example carry the BSM. WAVE service announcement (WSA) is also found in this part of the protocol stack. It is a management frame that will be transmitted on the CCH, containing information about services found at the different SSHs. Services can be everything from advertisements on cheap petrol to update of maps. It is foreseen that fixed ITS stations (roadside units) will most likely utilize the WSA distribution even though mobile ITS stations (vehicles) are not prohibited to also offer services.

### 2.1.4 Security

The security mechanisms found in 802.11 are disabled when setting the \texttt{dot11OCBAActivated} to \texttt{true} in the WAVE mode (802.11p). Therefore, new security mechanisms are under development in 1609.2 [31]. The security issue in VANETs is cumbersome because no central coordinator exist that can for example authenticate stations. The security overhead will therefore be large in every transmitted message (around 200 bytes is foreseen) and this will cost in processing time. A resume of the latest update on the security in 1609.2 is found in [26].
2.1.5 Message Set Dictionary

SAE is standardizing a message set dictionary in J2735 [8]. This specification is not specifically tailored for the WAVE stack and can therefore be used by other wireless technologies as well. It contains fifteen different types of messages. The most central message found herein is the BSM, which will be the basis for a diverse set of safety-related road traffic applications. It contains data about the vehicle itself such as position (latitude, longitude, and elevation), heading, steering wheel angle, vehicle size, etc. The BSM packet size will on average be 105 bytes and depending on driving context and the status of the wireless channel (i.e., channel busy ratio) it will be broadcasted 1 to 10 times per second (1-10 Hz).

2.1.6 General packet structure of a BSM message

In Fig. 7 the resulting BSM packet transmitted without the security is depicted. The PHY, MAC, LLC, and SNAP headers together with the MAC trail are fixed in size, whereas the WSM header and the BSM message will on average be 11 bytes and 105 bytes, respectively. The PHY trail, which consists of the tail bits and the pad bits to reach an even multiple of coded bits per OFDM symbol, is at least 6 bits when only tail bits are present and up to 293 bits assuming the highest transfer rates with 288 bits per OFDM symbol. The resulting packet length for a typical BSM without the security will be 160 bytes assuming a PHY trail of one byte. The security will at maximum add 222 bytes [31] and will be present in every transmitted packet. Thus, the BSM packet size will end up around 382 bytes for the WAVE approach.

<table>
<thead>
<tr>
<th>PHY header</th>
<th>MAC header</th>
<th>LLC header</th>
<th>SNAP header</th>
<th>WSM header</th>
<th>BSM message</th>
<th>MAC trail</th>
<th>PHY trail</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>26</td>
<td>3</td>
<td>5</td>
<td>11</td>
<td>~105</td>
<td>4</td>
<td>&gt;1</td>
</tr>
</tbody>
</table>

Figure 7. Example of a generic BSM packet with the sizes of each field in bytes.

2.2 ETSI TC ITS

The ETSI TC ITS station reference architecture [32] is depicted in Fig. 8. This was first developed within COMeSafety and published in [6]. ISO also adheres to this architecture in [19]. CEN is responsible for standardizing road side centric traffic efficiency applications and ETSI TC ITS is responsible for standardizing the protocols for the rest of the communication stack including vehicle-centric road traffic safety applications. The European protocol stack includes a facilities layer situated in-between the network/transport layer and the applications. The session, presentation and application layers have been merged into the facilities layer and it has similar functionality as the message sub-layer found in Fig. 1. It is responsible for issuing for example CAM and DENM on behalf of the applications situated on top of the facilities layer.
The access layer combines the data link layer and the physical layer and it is perceived as a single entity. The security part can be viewed as a specific part of the management plane [32]. The network and transport layers are grouped together in a similar way as in the WAVE approach in Fig. 1. The management part facilitates cross-layer issues such as the parameter flowing for the decentralized congestion control (DCC) mechanisms, discussed in Section 2.2.5. The security aspects developed within ETSI TC ITS are similar to the WAVE 1609.2 and will add approximately the same number of bytes to each packet transmitted. Details around the security architecture of ETSI TC ITS can be found in [33]. Security will not be discussed further in this thesis.

### 2.2.1 Access layer

The first access layer technology [15] standardized within ETSI TC ITS is based on IEEE standards with the additional requirement on DCC [34] methods, see Fig. 9. The access layer approach has been given the name ITS-G5. In the sub-layer logical link control (LLC) is the IEEE 802.2 LLC [27] found together with the SNAP header for differentiating between protocols at the network layer. The MAC sub-layer is using the vehicular profile of 802.11 by setting the MIB parameter `dot11OCBActivated` to `true`. The physical layer is the OFDM detailed in Clause 18 in [5]. The two lowest layers of the ETSI TC ITS protocol stack are almost identical to the WAVE approach in Fig. 1 with the exception that WAVE has the MAC sub-layer extension 1609.4 while ITS-G5 requires DCC.

ETSI TC ITS has developed a GeoNetworking (geographical networking) concept at the network/transport layers, where four different communication scenario is foreseen [35]; point-to-point, point-to-multipoint, GeoAnycast, and GeoBroadcast. Geographical addressing and geographical forwarding are two cornerstones in GeoNetworking. The addresses used for forwarding packets among the stations are based on the geographical positions of the stations and the forwarding itself is rely-
ing upon that each and every station has a perception of its part of the network, in other words, the nearest neighbor of the station and their positions. The station does not maintain routing tables instead it keeps a list of neighbors it can hear (receive packets from) and based on the geographical address in an incoming packet the station forwards the packet if suitable. With GeoNetworking packets can be addressed to certain geographical regions of interests without knowing if there are stations in the destined area or not.

2.2.2 Network/Transport layers

In Fig. 10 an example of point-to-point communication is illustrated (unicast communication), where the packet needs to be relayed through intermediate stations when transmitted from source (transmitter, TX) to destination (receiver, RX), multi-hop communications.

![Figure 10. Point-to-point communications.](image)

Point-to-multipoint communication implies that more than one destination is interested in receiving the information transmitted, see Fig. 11. Point-to-multipoint is broadcast communication.

![Figure 11. Point-to-multipoint communications.](image)

GeoAnycast communication defines a geographical area of interest in which the information can be received by any station within the area. The sender is located outside the geographically interesting region and there may be one or several stations relaying the packet in-between, see Fig. 12.

![Figure 12. GeoAnycast communications.](image)

In GeoBroadcast communication a geographical area of interest is also defined, and when the packet reaches the destination area it will be broadcasted within the area, see Fig. 13.
The network and transport layers are depicted in Fig. 14 together with relevant protocols and as can be seen there is support for Internet access through IPv6 and TCP/UDP (not excluding other transport protocols). The GeoNetworking approach consists of a series of standards, which are detailed in Table 4.

Basic transport protocol (BTP) [36] is a connectionless transport layer protocol specifically developed within ETSI to support low overhead communications and it adds a 4-byte header to the incoming packet from the layer above. BTP multiplexes between different services found at the layer above by using port numbers in the same way as TCP and UDP does.

The two central GeoNetworking standards in the network layer are divided into; (i) media-dependent functionalities and (ii) media-independent functionalities. The former is specified in TS 102 636-4-1 [37] and it deals with the DCC support on the network layer specifically tailored towards the access technology ITS-G5 [15]. The media-independent functionalities are found in TS 102 636-4-2 [38] and it specifies packet types that can be used in the different GeoNetworking scenarios depicted in Fig. 10-13. It is also possible to transmit IPv6 datagrams over the GeoNetworking protocols (as can be seen in Fig. 14) and this is described in TS 102 636-6-1 [39].
Table 4. Overview of the GeoNetworking standards series.

<table>
<thead>
<tr>
<th>Technical Specification</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS 102 636-1 [40]</td>
<td>Intelligent Transport Systems; Vehicular Communications; GeoNetworking; Part 1: Requirements</td>
<td>Describes the functional requirements in GeoNetworking.</td>
</tr>
<tr>
<td>TS 102 636-2 [35]</td>
<td>Intelligent Transport Systems; Vehicular Communications; GeoNetworking; Part 2: Scenarios</td>
<td>Describes different communication scenarios such as traditional point-to-point and point-to-multipoint scenarios as well as GeoBroadcast and GeoAnycast supported by GeoNetworking.</td>
</tr>
<tr>
<td>TS 102 636-3 [41]</td>
<td>Intelligent Transport Systems; Vehicular Communications; GeoNetworking; Part 3: Network Architecture</td>
<td>Describes the different components within the GeoNetworking architecture.</td>
</tr>
<tr>
<td>TS 102 636-4-1 [37]</td>
<td>Intelligent Transport Systems; Vehicular Communications; GeoNetworking; Part 4: Geographical addressing and forwarding for point-to-point and point-to-multipoint Sub-part 1: Media-Independent Functionality</td>
<td>The GeoNetworking protocol used when transmitting data. Defines packet types for the different communication modes.</td>
</tr>
<tr>
<td>TS 102 636-4-2 [38]</td>
<td>Intelligent Transport Systems; Vehicular Communications; GeoNetworking; Part 4: Geographical addressing and forwarding for point-to-point and point-to-multipoint Sub-part 2: Media-Dependent Functionality</td>
<td>Specifies DCC mechanisms at the network layer when the access technology ITS-G5 is used.</td>
</tr>
</tbody>
</table>

The GeoNetworking protocol packet consists of two parts; the mandatory common header and the optional extended header see Fig. 15. The common header is fixed to 36 bytes and it contains amongst other things geographical information about the sending station, which is the majority of the header length (28 bytes). The extended header part varies between 0-60 bytes depending on communication scenario (Fig. 10-13). The GeoAnycast and GeoBroadcast communication scenarios add the longest extended header – 60 bytes.
2.2.3 Facilities and Application layers

A basic set of applications has been defined in [42] by ETSI TC ITS, which has been grouped into road safety, traffic efficiency, and other applications, see Fig. 16. The facilities layer [43] provides three types of support; application, communication and information, to the applications. There will be a plenitude of information in the vehicular environment that vehicles will receive from other vehicles as well as fixed road infrastructure. The information support is responsible for maintaining and updating all the information received in a database called local dynamic map (LDM), a concept first developed in the EU-project Safespot [44]. The LDM part belonging to the vehicle is going to be standardized within ETSI TC ITS, whereas the LDM utilized by roadside units will be developed within CEN. Applications have different communication requirements and the communication support will cooperate with the network/transport layers to fulfill them. The different supports are further divided into services, see [42] for details.

In the application support part of the facilities layer the CAM basic service [7] and DEN basic service [9] is found. These two protocols support three different road traffic safety applications defined by ETSI TC ITS; road hazard signaling (RHS) [45], longitudinal collision risk warning (LCRW) [46], and intersection collision risk warning (ICRW) [47], see Fig. 16.
The three applications fall in the category of driver assistance for road traffic safety applications, see Fig. 17 [45], with the purpose of notifying the driver who can perform necessary operations to avoid an upcoming hazard. Currently, no applications are developed within ETSI TC ITS for taking control over the vehicles in a dangerous situation, i.e., the driver is making the last decision. The RHS application, which is a cooperative awareness application, functions in the time span between 5-30 seconds before the collision, whereas ICRW/LCRW issues warnings to avoid collisions with a time-to-collision (TTC) of 2-5 seconds. Note that the TTC values given here and in Fig. 17 are only indicative.

In contrast to ICRW and LCRW, the RHS application [45] supports a diverse set of use cases:

- emergency vehicle approaching,
- slow vehicle,
- stationary vehicle,
- emergency electronic brake light,
- wrong way driving,
- adverse weather condition,
- hazardous location,
- traffic condition,
- road work,
- and human presence.

The applications and use cases do not exclude other applications to be developed or use cases to be defined utilizing the CAM and DENM. In Table 5 an overview of the facilities and application layers standard documents are given.

<table>
<thead>
<tr>
<th>TS or EN</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR 102 638 [42]</td>
<td>Intelligent Transport Systems (ITS); Vehicular Communication; Basic Set of Applications; Definitions</td>
<td>Contains description over possible use cases of road traffic safety, road traffic efficiency and other applications together with the application and facilities layers models.</td>
</tr>
<tr>
<td>TS 102 894 [43]</td>
<td>Intelligent Transport Systems (ITS); Users and Applications requirements; Facility layer structure, functional requirements and specifications</td>
<td>Contains a detailed specification of the facilities layer structure.</td>
</tr>
<tr>
<td>TS 101 539-1 [45]</td>
<td>Intelligent Transport Systems (ITS); V2X applications; Part 1: Road Hazard Signaling (RHS) application requirements specification</td>
<td>Specifies the RHS application.</td>
</tr>
<tr>
<td>TS 101 539-2 [47]</td>
<td>Intelligent Transport Systems (ITS); V2X applications; Part 1: Intersection Collision Risk Warning (ICRW) application requirements specification</td>
<td>Specifies the ICRW application.</td>
</tr>
<tr>
<td>TS 101 539-3 [46]</td>
<td>Intelligent Transport Systems (ITS); V2X applications; Part 1: Longitudinal Collision Risk Warning (LCRW) application requirements specification</td>
<td>Specifies the LCRW application.</td>
</tr>
<tr>
<td>EN 302 637-2 [7]</td>
<td>Intelligent Transport Systems (ITS); Vehicular Communication; Basic Set of Applications; Part 2: Specification of Cooperative Awareness Basic Service</td>
<td>Specifies the CAM and its offered services to the application layer.</td>
</tr>
<tr>
<td>EN 302 637-3 [9]</td>
<td>Intelligent Transport Systems (ITS); Vehicular Communication; Basic Set of Applications; Part 3: Specification of Decentralized Environmental Notification Basic Service</td>
<td>Specifies the DENM and its offered services to the application layer.</td>
</tr>
</tbody>
</table>

A DENM will be constructed when one of the use cases in the RHS or the ICRW/LCRW applications are triggered, i.e., it is under control of applications. The DENM will then be transmitted periodically until a timer expires or the originator of the DENM transmits a stop DENM. If the originator of the
DENM has left or is unable to end the DENM transmissions another ITS station can transmit a stop DENM. The periodicity of both CAM and DENM is decided upon context. CAM can be transmitted with 1-10 Hz update rate, whereas a DENM can be transmitted with 1-20 Hz [45]. The general structure of a DENM [9], with its field sizes in bytes, is depicted in Fig. 18. Note: the DENM is currently being revised and the field sizes are subject to changes.

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Header</td>
<td>Consists of protocol version, ids of message and vehicle.</td>
</tr>
<tr>
<td>Management container</td>
<td>Carries information about when the event was detected in time, when this DENM was generated, how often the DENM should be transmitted (between 1-20 Hz), a unique id composed of the DENM originator station id together with a sequence number, an optional expiry time of the event and one field in the container is used for termination of DENM transmission.</td>
</tr>
<tr>
<td>Situation container</td>
<td>This contains information of what type of event that has been detected.</td>
</tr>
<tr>
<td>Location container</td>
<td>The location container consists of the geographical information about the event such as position, heading, and speed, if applicable. It also contains the path history of the event implying that a number of path history points are included in the same way it is included in the CAM, see Table 7. Every point is approx. 8 bytes and contains the position at a specific point in time. That is why this field can be as large as 190 bytes. Most of the time path history will include 2-10 points.</td>
</tr>
<tr>
<td>A la carte container</td>
<td>The a la carte container carries extra information about events when possible, e.g., lane number.</td>
</tr>
</tbody>
</table>

The explanation to each field in the DENM in Fig. 18 is found in Table 6.

The CAM generation is residing in the facilities layer and is not under the control of a specific application or use case at the application layer. Its generation is based on vehicle dynamics with a mandatory minimum message generation rate of 1 Hz and a maximum generation rate of 10 Hz. In between 1-10 Hz a CAM is generated when one of the following criteria again is fulfilled since last generation of a CAM:

- the vehicle has moved more than 4 meters
- the vehicle has changed heading more than 4°
- the vehicle has changed speed (acceleration, deceleration) more than 0.5 m/s

In Fig. 19, the general structure of a CAM packet is depicted with the different field sizes in bytes.
The explanation to each field in the CAM in Fig. 19 is found in Table 7.

Table 7. Description of the different field in the general CAM structure.

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Header</td>
<td>Consists of protocol version, ids of message and vehicle.</td>
</tr>
<tr>
<td>Basic container</td>
<td>Consists of position of the object received from a global navigation satellite system (GNSS) such as global positioning system (GPS), what kind of object (passenger car, motorcyclist, bus, heavy/light truck, pedestrian, etc.), and time stamp from GNSS receiver.</td>
</tr>
<tr>
<td>Basic Vehicle container HF</td>
<td>This field is included in every CAM (high frequency, HF) and it contains information about heading, speed, curvature, driving direction (backward or forward), and the role of the vehicle if applicable (e.g., public transport, special transport, dangerous goods, road work).</td>
</tr>
<tr>
<td>Basic Vehicle container LF</td>
<td>This field is not included in every CAM (low frequency, LF) and it contains more static data about the vehicle itself such as size, status of exterior lights, and path history. The path history is made up of a number of path history points, which can be at maximum 23 points. Every point is approx. 8 bytes and contains the position at a specific point in time. That is why this field can be as large as 176 bytes. Most of the time path history will include 2-10 points. It is at maximum transmitted with 2 Hz (included every 500 ms).</td>
</tr>
<tr>
<td>Special container</td>
<td>This field is included if the role of the vehicle contained in the basic vehicle container HF has indicated if it is public transport, dangerous goods etc., and then additional bytes (1-4 bytes depending on role) are included to describe the vehicle more precisely.</td>
</tr>
</tbody>
</table>

2.2.4 General packet structure of a CAM

In Fig. 20 the resulting CAM packet transmitted without the security overhead is depicted. The PHY, MAC, LLC, SNAP, BTP and GeoNetworking (GN) headers together with the MAC trail are fixed in size. The CAM data will be 14 bytes when only the high frequency (HF) part is transmitted and when the low frequency (LF) part is present containing the path history the CAM will typically be 90 bytes as assuming 10 points of path history. The PHY trail, which consists of the tail bits and the pad bits to reach an even multiple of coded bits per OFDM symbol, is at least 6 bits when only tail bits are present and up to 293 bits assuming the highest transfer rates with 288 bits per OFDM symbol. The resulting packet length for a HF CAM without the security will be 104 bytes assuming a PHY trail of one byte and for the LF CAM it will be 180 bytes. The security will at maximum add 222 bytes [31] and the security will be present in every transmitted packet. Thus, the resulting packet size will end up around 326 bytes for HF CAM (update rate of 1-10 Hz) and 402 bytes for LF CAM (update rate of 1-2 Hz).
2.2.5 Decentralized congestion control

The DCC is a collection of methods for controlling the network load to avoid unstable behavior. CSMA has been selected as the MAC method for the first generation of C-ITS. It has trouble to accommodate all broadcast transmissions in ad hoc mode when the density of stations increases. Simultaneous transmissions will occur by stations geographically co-located (within radio range of each other) and there are two primary reasons to these; the initial listening to the channel (AIFS) starts approximately at the same time or stations reach a backoff value of zero at the same time. The co-located transmissions affect the reliability. In other words, the CSMA algorithm in this setting with time-triggered broadcasted CAM/BSM in ad hoc mode is not scalable. This will be discussed in more detail in Section 3.1. The DCC is based on that each and every station monitors the channel activity and when predetermined thresholds on the channel occupancy are exceeded countermeasures are taken to avoid unstable behavior.

There are mainly three tools available for DCC; transmit rate control (TRC), transmit power control (TPC), and transmit data rate control (TDC). TRC implies that the number of generated packets is reduced when the channel load is high. TPC controls the output power per packet basis and decrease and increase the output power depending on channel activity. The last tool TDC is possible in 802.11 since it offers several transfer rates and implies that when the instantaneous channel load increases stations can use higher transfer rates to decrease the channel occupancy for every packet, i.e., the packet duration is decreased. In TDC, if the output power is kept at the same level, when increasing the transfer rate the area that is contaminated with interference is still the same but the “effective” communication range is decreased since the amount of energy per bit is decreased, recall the number of bits carried per symbol in Table 3. In Fig. 21 the concept of increasing the transfer rate is illustrated with communication range and interference range. Note that the gain with increasing the transfer rate is that the channel occupancy will decrease, e.g., increasing from 6 Mbit/s to 12 Mbit/s results in almost half the packet duration.
In Fig. 22 an example of TPC is illustrated. If the transfer rate is kept constant and the output power is decreased the communication range and interference range will both decrease.

--- = communication range  ---- = interference range

(a)  (b)

Figure 22. Example of TPC when decreasing the output power from (a) to (b), given the same transfer rate in both cases. The interference range is also decreased as can be seen in (b).

The DCC approach within ETCI TC ITS has been divided between the management plane, access layer, network/transport layer, and facilities layer, see Fig. 23. In other words, it is an eminently cross-layer issue. The access layer will provide the channel activity to higher layers, which can perform necessary operations such as limit the number of generated packets at the facilities. In TS 102 687 [34] a framework is detailed and this TS is also a requirement in the access layer specification EN 302 663 [15].
The probing of the channel activity will be conducted through a lagging window of a couple of seconds. During this window if channel activity is over a predefined threshold countermeasures are taken using TRC, TDC, or TPC, or a combination of two or three of these [34]. The DCC mechanisms are currently under development within ETSI TC ITS.

The scalability issue of CSMA is also addressed in the USA since the same physical layer and data link layer are used in the WAVE protocol stack. Different approaches for controlling the network load are under investigation but nothing has so far been put into standards or recommendations.

2.3 Differences between ETSI TC ITS and IEEE WAVE

There are differences between the European and the USA approach for VANETs supporting road traffic safety applications. In Fig. 24 the parts of the protocol stack used for road traffic safety applications for both approaches are depicted without the security parts. The protocols in the lower layers PHY, MAC and LLC, are identical. The channelization in WAVE is specified in a separate document (IEEE 1609.4) whereas how to use the different allotted frequency channels in Europe is included in the DCC mechanism. The major differences between the two approaches are found at higher layers. At the network/transport layers WAVE has support for one-hop communication through WSMP and ETSI has support for communication over multiple hops through the GeoNetworking protocol (geographical routing). Further, the 1609.3 (WSMP) specification also has support for service announcements, which has so far not been addressed in the European protocol stack. The facilities layer, introduced by ETSI TC ITS is not present in WAVE. The J2735 standard specifies message types such as the BSM, which is a message type also present in ETSI called CAM. But there the similarities end. More detailed specifications of the support to the applications are specified in the facilities layer of ETSI TC ITS, which will be included at the application layer in WAVE. ETSI TC ITS has also specified three road traffic safety applications containing several use cases. So far, no applications have been specified in the USA except that minimum performance requirements are under development within SAE in the document J2945.1.
Figure 24. A comparison of the U.S. protocol stack called IEEE WAVE and protocol stack of ETSI TC ITS for safety applications.
3 Medium access control

The MAC protocol, residing in the data link layer, is responsible for regulating access to the shared communication medium. The regulation is made by scheduling transmissions in time, frequency, space or by using unique codes, constellations or interleavers to distinguish different users. The research on MAC protocols is vast and dates back to the 70s, typically distinguishing between distributed and centralized MAC protocols, which can provide random or guaranteed access [81]. In a random access protocol, stations contend for access to the medium and the channel access delay is not predictable. A MAC method that falls into the category guaranteed access is predictable and channel access delay is upper-bounded. All stations will be allowed to transmit within a certain time period, regardless of the number of stations, and channel access can be made fair. Guaranteed access is more easily achieved in a centralized network topology, where a central controller, e.g., a BS or an AP, can distribute resources among all stations requiring access. In a distributed network like a VANET, the applied MAC protocol must not only be distributed, it must also self-organize such that it continuously adapts to changes in the data traffic patterns and network density.

From ongoing standardization activities as described in Chapter 2, it is clear that most road traffic safety applications will be based on VANETs where either event-driven hazard warning messages or time-triggered positioning messages are broadcasted. A MAC predictable with an upper bound on the channel access delay would therefore be preferable. Further, to maximize reliability, concurrent transmissions should be scheduled as far apart as possible to minimize interference. Finally, a MAC method that is fair and scalable in terms of the number of supported vehicles is desired.

As outlined in Chapter 2, CSMA is the proposed MAC method for the first generation of VANETs through IEEE 802.11p and it is also the basis for ISO CALM M5 as well as the European ETSI ITS-G5. As stated in Section 1.5 of this thesis, STDMA has the potential to fulfill most of the requirements imposed by VANET-based C-ITS and consequently, the particular focus here is these two MAC schemes: CSMA and STDMA tailored towards VANETs. First, the functionality of CSMA and STDMA are detailed, followed by a detailed discussion of the causes and implications of simultaneous transmissions. Finally, a comparison with other MAC schemes is made, regarding ability to fulfill the requirements on the MAC method as outlined in Section 1.2.

3.1 Carrier sense multiple access

There are two possible methods of channel access within 802.11 utilizing CSMA; enhanced distributed channel access (EDCA) and distributed coordination function (DCF). EDCA has support for QoS by prioritizing data traffic at the MAC layer by placing packets into one of four different queues, each with its own predetermined listening period, arbitration inter-frame space (AIFS) and contention window setting. DCF is the basic access mechanism, without support for QoS, i.e., maintaining one queue at the MAC layer for all types of data traffic. For C-ITS, EDCA has been selected as MAC method [5].

3.1.1 Channel access procedure

In CSMA, each station initiates a transmission by listening to the channel, i.e., performs a carrier sense (CS) operation, during a predetermined listening period. If the sensing is successful, i.e., no channel activity is detected, the station transmits directly. If the channel is occupied or becomes oc-
cupied during the listening, the station must perform a backoff procedure, i.e., the station has to defer its access a randomized time period.

After a busy channel becomes clear, all stations must listen the predetermined listening period before decrease of the backoff value can resume. Note that in broadcast mode, the backoff procedure will only be invoked once per packet and this occurs during the initial sensing of the channel. In unicast mode, however, where an ACK is sent in response to a successfully received packet, the backoff procedure can be invoked several times for the same packet if the transmitter does not receive an ACK. Unsuccessful reception of an ACK can be caused by:

- RX did not receive the packet and therefore did not transmit ACK
- RX did not decode the packet successfully and therefore did not transmit ACK
- RX successfully decoded the packet and transmitted an ACK, but it was not received by TX.
- RX successfully decoded the packet and transmitted an ACK, but it was not successfully decoded by TX.

The unsuccessful reception or decoding of packets can be due to path loss (weak signal because of large distance between transmitter and receiver), fading (multipath), or simultaneous transmissions (more than one transmission geographically co-located, e.g., hidden terminals). For every attempt to transmit a specific packet in unicast mode, $CW$ will be increased until it reaches its maximum value, i.e., starting from the minimum value $aCWmin$ until the maximum value $aCWmax$ is reached. The PHY layer in use determines the values of $aCWmin$ and $aCWmax$. For the OFDM PHY layer, they are $aCWmin = 15$ and $aCWmax = 1023$. In Fig. 26, the exponential increase of the contention window is depicted. This in turn implies that for the first backoff procedure, there are 16 values to uniformly select from ([0,15]), the second transmission attempt there are 32 values to select from ([0,31]), and so forth, until the maximum size of $CW$ has been reached ([0,1023]). If the packet transmission is successful (an ACK is received in response), $CW$ is set to its initial value again, i.e., $aCWmin$, for the next packet transmission.
In EDCA every station maintain queues with different listening periods, $T_{\text{AIFS}}$, values and $CW$ sizes for the purpose of increasing the probability that data traffic with higher priority access the channel before data traffic with lower priority. The QoS facility in EDCA defines eight different user priorities (UPs) and these are derived from the IEEE 802.1D standard [48] defining MAC bridges. The UPs from 802.1D are mapped onto four different access categories (ACs), i.e. queues. The UPs together with their mapping is shown in Table 8, where the lowest priority is 0 and the highest is 7. In 802.1D, best effort traffic has the lowest priority 0. However, the traffic type background has priority 1, even if this traffic type in reality has lower priority than the best effort traffic type. For historical reasons, the priority of the best effort traffic has not been changed as this would cause problems with elderly network equipment.

**Table 8. Mapping of UPs in 802.1D to AC in 802.11.**

<table>
<thead>
<tr>
<th>UP in 802.1D</th>
<th>Data traffic type in 802.1D</th>
<th>AC in 802.11</th>
<th>Data traffic type in 802.11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Background (BK)</td>
<td>AC_BK</td>
<td>Background</td>
</tr>
<tr>
<td>2</td>
<td>Spare (-)</td>
<td>AC_BK</td>
<td>Background</td>
</tr>
<tr>
<td>0</td>
<td>Best effort (BE)</td>
<td>AC_BE</td>
<td>Best effort</td>
</tr>
<tr>
<td>3</td>
<td>Excellent effort (EE)</td>
<td>AC_BE</td>
<td>Best effort</td>
</tr>
<tr>
<td>4</td>
<td>Controlled load</td>
<td>AC_VI</td>
<td>Video</td>
</tr>
<tr>
<td>5</td>
<td>Video (VI)</td>
<td>AC_VI</td>
<td>Video</td>
</tr>
<tr>
<td>6</td>
<td>Voice (VO)</td>
<td>AC_VO</td>
<td>Voice</td>
</tr>
<tr>
<td>7</td>
<td>Network control (NC)</td>
<td>AC_VO</td>
<td>Voice</td>
</tr>
</tbody>
</table>

In Table 9, the default parameter settings for the different queues in 802.11p are tabulated (see also Table 9 in [5]). The AIFSN stands for AIFS number and is used for calculating the $T_{\text{AIFS}}$ specific for each queue.
Table 9. Default parameter setting of AIFSN and CW for the ACs in 802.11p.

<table>
<thead>
<tr>
<th>AC</th>
<th>CWmin</th>
<th>CWmax</th>
<th>AIFSN</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC_BK</td>
<td>aCWmin</td>
<td>aCWmax</td>
<td>9</td>
</tr>
<tr>
<td>AC_BE</td>
<td>aCWmin</td>
<td>aCWmax</td>
<td>6</td>
</tr>
<tr>
<td>AC_VI</td>
<td>(aCWmin+1)/2-1</td>
<td>aCWmin</td>
<td>3</td>
</tr>
<tr>
<td>AC_VO</td>
<td>(aCWmin+1)/4-1</td>
<td>(aCWmin+1)/2-1</td>
<td>2</td>
</tr>
</tbody>
</table>

The $T_{AIFS}$ is calculated according to:

$$AIFS[AC] = AIFSN[N] \times aSlotTime + aSIFSTime,$$  \hspace{1cm} (1)

where $aSlotTime$ and $aSIFSTime$ (short interframe space, SIFS) are derived from the OFDM PHY layer used by 802.11p, see Table 10.

Table 10. OFDM PHY layer parameter values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>aSlotTime</td>
<td>13 µs</td>
</tr>
<tr>
<td>aSIFSTime</td>
<td>32 µs</td>
</tr>
<tr>
<td>aCWmin</td>
<td>15</td>
</tr>
<tr>
<td>aCWmax</td>
<td>1 023</td>
</tr>
</tbody>
</table>

In Table 11, the default values for $CWmin$, $CWmax$, and $T_{AIFS}$ for the different ACs in 802.11p are given.

Table 11. Default values of the $CWmin$, $CWmax$, and $T_{AIFS}$ for the different ACs in 802.11p.

<table>
<thead>
<tr>
<th>AC</th>
<th>CWmin</th>
<th>CWmax</th>
<th>$T_{AIFS}$ [µs]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC_BK</td>
<td>15</td>
<td>1 023</td>
<td>149</td>
</tr>
<tr>
<td>AC_BE</td>
<td>15</td>
<td>1 023</td>
<td>110</td>
</tr>
<tr>
<td>AC_VI</td>
<td>7</td>
<td>15</td>
<td>71</td>
</tr>
<tr>
<td>AC_VO</td>
<td>3</td>
<td>7</td>
<td>58</td>
</tr>
</tbody>
</table>

In Fig. 27, the channel access procedure for unicast and broadcast mode, respectively, is depicted for the EDCA mechanism. Recall that in broadcast mode there is no exponential increase of the $CW$ size as the backoff procedure is invoked only once during the initial sensing. However, in unicast mode the backoff procedure can be invoked both during the initial sensing of the channel and every time the ACK is lacking. Consequently, the $CW$ size increases exponentially for every transmission attempt. In addition, there is a retry counter associated with every packet and when this counter reaches its maximum number for a particular packet, the packet is discarded. Finally, there is an attached lifetime to every packet entering the MAC layer and when this lifetime counter is exceeded, the packet is also discarded. These internal packet drops are always signaled to the higher layers. When EDCA is used in an ad hoc topology where all nodes have full connectivity (i.e., all stations are within radio range) or in a network containing an AP, the EDCA procedure is predictable [82] according to the definition given in Section 1.2. However, in a VANET, where stations do not have full connectivity to all other stations the EDCA procedure is no longer predictable because transmissions can start during a $T_{AIFS}$ due to hidden terminals.
Figure 27. CSMA channel access procedure; (a) broadcast mode, and (b) unicast mode.
3.2 Self-organizing time division multiple access

STDMA is already in commercial use in the AIS for the shipping industry with focus on surveillance applications, such as collision avoidance among ships using the VHF mobile maritime band. The AIS system is standardized in ITU-R Recommendation M.1371-4 [49] and its use is mandatory for all ships larger than 300 gross ton and all commercial passenger vessels regardless of size. These ships are required to carry a transponder that regularly transmits position messages using STDMA as its MAC method. The first release of the AIS standard was made in 1998 and the fourth revision was ratified in April 2010, which includes new features accommodating the leisure boat industry at a voluntary basis. Prior surveillance applications for ships have been based on ground infrastructure in harbors and along the coastline together with radar support. Radar has some shortcomings, such as the inability to see behind large obstacles or incorrect radar images due to bad weather situations. By adding data communication, more solid information can be obtained about other ships in the vicinity and thereby accidents can be avoided. The update rate of the position messages broadcasted by ships using AIS depends on the speed of the ship.

In AIS, also base stations situated, e.g., at harbor entrances are used. These are connected to a back-office system allowing the authorities to follow ships in the harbor. The AIS base stations also transmit information about the harbor to the approaching ship. There are two different types of transponders in AIS – Class A and Class B. The mandatory part of AIS for the large ships and passenger vessels use Class A transponders where STDMA is utilized as MAC method. Class B transponders are intended for the leisure boat industry and is not mandatory. Class B transponders use a carrier sense TDMA (CSTDMA) scheme for channel access. Consequently, the AIS system has introduced CSMA nodes into an already existing STDMA system.

In STDMA, time is divided into frames and further into time slots. In AIS the frame length is 1 minute and the number of slots in each frame is 2 250, giving a slot time slot of 26.6 ms. At start-up, the node decides upon a report rate, i.e., how many position messages that should be transmitted in each frame. The AIS standard has certain predetermined report rates depending on the speed of the ship. Anchored ships send one message every 3 minutes, whereas ships having a speed of 0 knots to 14 knots report every 10 seconds (6 messages per frame), and for higher speeds up to every 2 seconds (30 messages per frame).

The AIS transfer rate is 9.6 kbit/s and two different frequency channels are used, each with a bandwidth of 25 kHz and center frequencies of 161.975 MHz and 162.025 MHz, respectively. The transponder uses both channels for transmissions and is capable of receiving on both channels at the same time, i.e., one transmitter and two receivers are required for each transponder. UTC synchronization between nodes is required by AIS and is carried out using a GNSS such as GPS. A node reports in each transmission whether it has direct UTC or indirect UTC. The latter is used if a node does not have a working GPS due to poor signal quality or a faulty receiver. If this occurs, the node instead synchronizes using information obtained from other nodes that signal that they have direct UTC capabilities. The AIS standard ITU-R Recommendation M.1371-4 [49] describes in detail the synchronization in different scenarios and also fall back solutions.

Håkan Lans held a patent on STDMA [50], which expired in July 2012. The patent was also been re-examined in the US on March 30, 2010, cancelling all claims.
3.2.1 Channel access procedure

The frame and slot lengths associated with AIS needs to be adjusted to better fit the vehicular environment. Given the carrier frequency of 5.9 GHz for C-ITS and assuming the same physical layer as used by WAVE and ITS-G5, a more suitable frame duration would be 1 second. Depending on the default transfer rate and the packet lengths, the number of slots in the frame is given. This number is determined in advance as it will not be possible to change the slot duration during system operation. However, even if the default transfer rate of 6 Mbit/s is selected by ETSI for CAMs, the physical layer of 802.11p offers several different transfer rates and hence different packet lengths could be supported using the same slot size by changing the transfer rate.

There are eight different STDMA parameters used for running the algorithm internally: report rate (RR), nominal increment (NI), selection interval (SI), nominal start slot (NSS), nominal slot (NS), nominal transmission slot (NTS), minimum time-out (TMO_MIN), and maximum time-out (TMO_MAX). In Table 12 explanations to the different parameters are given.

<table>
<thead>
<tr>
<th>Name</th>
<th>Abbreviation</th>
<th>State</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Report rate</td>
<td>RR</td>
<td>Fixed</td>
<td>The RR is the desired number of position messages (CAM/BSM) that is to be sent during one frame.</td>
</tr>
<tr>
<td>Nominal increment</td>
<td>NI</td>
<td>Fixed</td>
<td>The NI is the number of slots that will elapse on average between two consecutive position reports. It is derived by using the following equation: NI = no_of_slots_in_frame / RR. The NI is fixed during operation.</td>
</tr>
<tr>
<td>Selection interval</td>
<td>SI</td>
<td>Fixed</td>
<td>SI is the subset of slots eligible for transmission for the station. SI is 20% of NI and thereby SI is also given in number of slots. The SI is fixed during operation.</td>
</tr>
<tr>
<td>Nominal start slot</td>
<td>NSS</td>
<td>Fixed</td>
<td>This slot determines where the very first slot of the internal frame of this station is situated. In other words, it is a placeholder. The SI is placed around NSS, i.e., the NSS is the center slot.</td>
</tr>
<tr>
<td>Nominal slot</td>
<td>NS</td>
<td>Fixed</td>
<td>This slot is placed NI slots away from NSS and is the center slot for the next SI.</td>
</tr>
<tr>
<td>Nominal transmission slot</td>
<td>NTS</td>
<td>Dynamic</td>
<td>NTS is the slot selected for transmission within SI. Each NTS is likely to be different in every SI.</td>
</tr>
<tr>
<td>Slot time-out maximum</td>
<td>TMO_MAX</td>
<td>Fixed</td>
<td>The maximum number a specific NTS can be used for transmission. In the AIS standard this is fixed to 8, implying that a specific NTS can only be used for up to 8 frames.</td>
</tr>
<tr>
<td>Slot time-out minimum</td>
<td>TMO_MIN</td>
<td>Fixed</td>
<td>The minimum number of times a specific NTS can be used for transmission. In the AIS standard this has a value of 3, implying that a specific NTS must be used for at least 3 frames.</td>
</tr>
</tbody>
</table>

In Fig. 28, the frame structure used in STDMA with its different parameters is depicted. The RR determines the NI and the SI. Given an RR of 10 messages per frame, there will be 10 NI and 10 SI in
each frame. There is always only one NSS per frame, whereas the number of NS is equal to RR - 1.

The NTS are the actual slots used for transmission, one within each SI. In addition, each NTS has an integer, \( n \), drawn from the uniform distribution \([TMO_{\text{MIN}}, TMO_{\text{MAX}}]\), attached to it. This is a slot time-out value which determines for how many consecutive frames this particular NTS will be used for transmission. When a specific NTS has been used during \( n \) consecutive frames, a new NTS is selected from within the corresponding SI and a new \( n \), randomly selected, is attached to it. Whenever a new NTS is to be selected, it is not allowed to select the same NTS directly, i.e., to cope with network topology changes, a node is always forced to change NTS whenever its \( n \) value reaches zero. The position of a specific NTS within its corresponding SI is uncorrelated to the position of the next NTS within the following SI. In the example in Fig. 28, there are two position messages to be transmitted during one frame, implying two NI and two SI in each frame and also one NSS and one NS. Although the position of the NSS is near the end of the global STDMA frame, it is actually the start of the internal frame for this example node. Although all STDMA nodes use the same numbering of slots, starting with slot 0 when the global STDMA frame starts, each node has its own internal frame start, which is where the NSS is placed. Hence, nodes are slot synchronized but not frame synchronized.

When the station is turned on, it follows four different phases; *initialization*, *network entry*, *first frame* and *continuous operation*. It takes almost two frames to reach the continuous operation mode which is when the station is fully introduced to the surrounding neighbors such that they are aware of its slot allocation.

### 3.2.1.1 Initialization

During the initialization, the station listens to the channel activity for one frame to determine the current slot allocation. During this time, the station builds its own internal frame map to reflect the occupied slots and also collects information about the status (e.g., position, speed, and heading) of the current members of the network (i.e., nodes within radio range). Recall that the start of the initialization phase does not necessarily coincide with the STDMA frame start. Instead, the first slot the node listens to will be the start of the initialization for that station. In Fig. 29, the example station starts its initialization phase with slot number 997.
3.2.1.2 Network entry

The network entry phase follows the initialization. In this phase, the station introduces itself to the network for the first time. The network entry phase only lasts for a minor part of the frame: from the last slot in the initialization phase until the first transmission slot has been selected, i.e., the first NTS. When the last slot in the initialization phase is reached, the station randomly selects a slot located between this last slot and NI slots away and assigns this slot to be its NSS, Fig. 30. Next, SI is placed around this slot such that NSS is in the middle. Due to the initialization phase, the station is aware of the slot allocation in the entire frame and consequently it knows which slots that are occupied in its current SI. Among the slots perceived as being free in this SI, the station now randomly selects a slot to be its first NTS. Note that the station is only allowed to select its first NTS within the current SI. If there are no free slots (perceived as being free) within SI, the station will instead use an occupied slot belonging to the station that is situated geographically furthest away from itself. Recall that each station knows the position of every other station in the network due to the exchange of position messages. Finally, a random integer, \( n \), is drawn from the uniform distribution \([TMO_{\text{MIN}}, TMO_{\text{MAX}}]\) and associated with the NTS.

3.2.1.3 First frame

During the first frame, the station continues to allocate slots, i.e., selecting one NTS in every SI, and attaching random integers, \( n \), to them, see Fig. 31. This is done by adding one NI to the NSS and this new slot, called NS, is placed in the center of the next SI. The NSS and NSs are used only for positioning each SI. They can also be used for transmission, i.e., selected as NTS of the SI, if they belong to...
the candidate slots (i.e., perceived as free by this station). When a selected NTS is used for transmission during the first frame, the offset to the next upcoming NTS is also included in the transmitted data. However, this inclusion of offset is only performed during the first frame. During continuous operation, this offset is only included when a new NTS has been selected.

3.2.1.4 Continuous operation

When the station reaches its NSS again (one frame has elapsed) and it has allocated all of its NTS determined by the RR during the first frame phase, the station enters continuous operation, see Fig. 32. Now the station is fully introduced to the network and the other stations within radio range are aware of its upcoming transmissions. The NSS, together with all of its NS and SI now remain constant during the continuous operation. However, new NTS are selected whenever the random number associated with it reaches zero, and the station selects a new slot within the same SI by randomly selecting among the slots that are currently perceived as free. In Fig. 32, it is also depicted that the random number attached to each NTS is decremented as a new frame advances. Recall that a station is not allowed to use the same NTS again by simply attaching a new random number to it. It must select a new NTS, different from the previous and attach a new random number to it, selected from the uniform distribution \([TMO_{\text{MIN}}, TMO_{\text{MAX}}]\). This is done to avoid that stations, having selected their slots when they were out of radio range of each other, now use the same slot due to network topology changes. The selection of a new NTS is done just before the announcement in the current NTS (which is used for its last time). This is done to ensure that the station always selects its slot based on the most recent updates of its own internal frame.

![Figure 31. The first frame phase starts when the first transmission slot (NTS) has been used.](image1)

![Figure 32. Continuous operations starts when the very first used transmission slot (NTS) is reached.](image2)
3.2.2 Summary STDMA

Each station divides the STDMA frame into a number of equal sized groups of slots called NI. The number of NIs in the frame is the same as the RR. To every NI, one SI is attached, indicating the subset of slots that the station is eligible to select its transmission from. The SI is 20% of the number of slots contained in NI. The slot selected for transmission within an SI is called NTS, and to each NTS a random integer (time-out value), $n$, is attached. When $n$ reaches zero, the NTS has been used for the predetermined number of times and the station must select a new NTS and attach a new random number to it. The slots outside the SIs of a particular station are never used for communication by that station. In the middle of each SI an NS is situated. The first NS in the frame for one particular station is called the NSS and is said to be the “frame start” for this station. Due to this, there are as many possible “frame starts” for individual stations as it is slots in the frame and consequently also the same number of unique subsets of slots allowed for transmission. The NSS plays a role during the start-up phases since it is used for keeping track of the different phases. However, as soon as the station enters continuous operation, its significance diminishes and it becomes a NS in practice. All stations in the system have their own SI placement and since it is a repeatable pattern, stations have NI possible ways to place its NS (provided that they have the same RR). All stations have their own perception of the slot allocation in the frame. However, stations close to each other will have similar slot allocation maps since they receive transmissions from the same set of stations. During continuous operation, the station regards the STDMA frame as a ring buffer, where relative offsets are used for each NTS change.

3.3 Simultaneous transmissions

Simultaneous transmissions in ad hoc networks can be divided into three groups:

1. simultaneous transmissions carried out by two or more stations within radio range of each other
2. simultaneous transmissions carried out by two or more stations outside radio range of each other, but close enough for a station located in-between to be within radio range of both (or all) transmitters
3. simultaneous transmissions carried out by two or more stations outside radio range of each other, and far enough apart that no station can be within radio range of both (or all) transmitters

The second group is usually referred to as hidden terminals, i.e., two stations that cannot hear each other, but have a common set of receivers. In Fig. 33, a schematic picture of the hidden terminal problem is depicted. Transmitters TX1 and TX2 are outside radio range of each other and initiate transmissions at the same time, potentially causing decoding problems at receivers located in-between. However, in a broadcast scenario, when it is interesting to reach as many receivers as possible within a certain radio range, the outcome of hidden terminal situations may not be as severe as it can be in unicast scenarios, where two transmitters compete for the attention of the same receiver. In a broadcast scenario, there may be receivers that still can decode one out of the two or more simultaneous transmissions successfully. The hidden terminal problem is often said to be a major performance limiting factor in VANETs. However, this statement is made without any firm support or any strict definition of what constitutes a hidden terminal in a broadcast scenario. In [III], an attempt to define the hidden terminal problem in ad hoc broadcast networks was made. According to the
definition presented in [III], i.e., group 2 above, hidden terminals do not contribute to major performance degradation in broadcast scenarios.

In Fig. 34, simultaneous transmissions carried out by stations within radio range of each other, group 1, are depicted. In theory, the MAC method should be able to handle these situations. However, due to for example bad instantaneous channel quality (outage) the MAC method may not have the chance to avoid a simultaneous channel access. Therefore, in practice it is not possible for the MAC to avoid all simultaneous situations. It should also be noted that hidden terminals are present in all 

ad hoc networks, regardless of MAC.

In CSMA there are two sources for simultaneous transmissions within radio range:

- two or more stations initiate sensing of the channel at the same time and perceive the channel as free
- two or more stations reach a backoff value of zero at the same time
To cause simultaneous transmissions, two or more stations within radio range must initiate the sensing of the channel within an 8 µs window, i.e., the time required by the PHY layer of 802.11 for detecting the preamble (see Clause 18.3.10.6 in [5]). In Fig. 35, the sensing of the channel together with the implication of the 8 µs window is depicted. Fig. 35(a) illustrates when the two stations transmit simultaneously whereas Fig. 35(b) shows the case when one of the stations is forced into backoff, i.e., CSMA prevents the simultaneous transmissions.

The major source of simultaneous transmissions, within radio range, is stations reaching a backoff value of zero at the same time [III]. In Fig. 36, an example of this is depicted. Station B listens to the channel when Station A starts transmitting and is forced to a backoff procedure resulting in five backoff slots. Station B has to defer its backoff countdown since Station C shows up. Station D is also forced to a backoff procedure resulting in one backoff slot. When Station C has finished its transmission, Station B can resume its backoff countdown with one backoff slot left and Station D can starts...
its, both after the mandatory listening period, $T_{AIFS}$. Station B and Station D will reach a backoff value of zero at the same time since they both have the same number of backoff slots.

In STDMA, simultaneous transmissions within radio range can be divided into two groups:

- Unintended use of the same slot
- Intended slot reuse

The former is caused by stations that were out of radio range of each other when the same NTS slot initially was selected for transmission, and now they have come within range of each other (e.g., travelled towards each other). However, since stations must change slot whenever the time-out value has reached zero, network topology changes are eventually addressed. The worst case scenario for this type of unintended simultaneous transmissions occurs when

- The stations are sending with 1 Hz, i.e., only once per frame
- The stations selected the transmission slot at the same time when just outside radio range
- The stations both attach the same maximum time-out value $n = 8$.

When this occurs, both nodes will use the same slot 8 consecutive times, i.e., during 8 seconds. If both stations are travelling with a speed of 30 m/s towards each other, the total distance corresponding to 8 seconds is 480 meters. The low update rate of 1 Hz for the position message implies that the stations will not detect each other during 8 seconds. However, in a high-speed scenario, the update rate of the position messages will likely be higher than 1 Hz, thereby increasing the probability that the stations will detect each other earlier since more than one slot in each frame is used. Unintentional slot reuse by stations within radio range of each other is highly unlikely since several pre-conditions have to be met, i.e., having partly or totally overlapping SIs, leaving the same transmission slot (i.e., announcement of a new slot in the next frame must take place in exactly the same current slot), and finally, the nodes must be close to each other such that they perceive the same set of free slots in the SI.

Intended slot reuse in STDMA is when simultaneous transmissions within radio range are planned. This is a feature of STDMA enabled to cope with high network loads and still maintaining an upper bound on the channel access delay. When all slots in a particular SI are exhausted, the station selects an occupied transmission slot based on the distance to the neighboring stations occupying the slots in its SI, i.e., it selects the slot belonging to the station situated furthest away from itself. In Fig. 37,
an example of intended slot reuse is shown, where *Station 12* must find a new NTS within its third SI (SI₃) out of a total of five SIs in its frame. The SI₃ of *Station 12* is already fully booked with other transmissions (Fig. 37(b)) and therefore *Station 12* is forced to transmit at the same time as someone else in the next frame, which in this example is *Station 1* (Fig. 37(a) and 37(c)).

![Diagram](image)

*Figure 37. The procedure of selecting new NTS when all slots in SI are occupied; (a) current road traffic situation and *Node 12* must select new NTS in SI₃, (b) SI₃ of *Node 12*, all slots are occupied by other nodes, and (c) *Node 12* selects a new NTS based on the node situated furthest away from itself, i.e, *Node 1*."

When a station has pinched a slot from another station, e.g., *Station 12* has selected to transmit at the same time as *Station 1* in Fig. 37; it is not allowed to pinch a slot from the same station in another SI. In other words, if *Station 12* again is forced to intended slot reuse in SI₄ and *Station 1* is present also here and again has the longest distance to *Station 12*, *Station 12* must in this case select the station with the second furthest distance from itself, *Station 2* in this example. This is done to avoid repeated intentional slot reuse with the same station, causing consecutive decoding problems for stations situated in-between the two transmitting stations.

By allowing more transmissions than available resources in the system, the interference will increase but still in a controlled way. As a concluding remark, note that with STDMA, simultaneous transmissions within radio range increases when the network load increases, and conversely a low network load implies few simultaneous transmissions.

### 3.4 Related work

In the early 70s, the development of the Aloha protocol [51] sparked and inspired the creation of a range of MAC protocols for the wireless environment. In an Aloha system, a station accesses the channel as soon as it has something to transmit. All transmissions are acknowledged by the intended recipient and when the ACK is missing the station retransmits its packet. In the wake of Aloha came the slotted Aloha (S-Aloha) [52] and the reservation Aloha (R-Aloha) [53] protocols, where available
time was divided into slots constituting a frame. The introduction of slots greatly increased the throughput compared to pure Aloha. In S-Aloha, a station randomly selects a slot in which to transmit as soon as it has something to send, without keeping track of which slots were used in the previous frame. In R-Aloha, stations keep track of the slot occupation and whenever a station has something to transmit it selects a slot that has been free in previous frames and it will keep it for as long as needed, i.e., it does not change transmissions slot every frame.

The first MAC protocols specifically designed for VANETs appeared in the 80s, during the first trials of C-ITS systems in Europe and the US [54] (e.g., PROMOTHEUS, IVHS). The concurrent slot assignment protocol (CSAP) [55] was proposed in 1988 to combat the hidden station problem encountered in R-Aloha. In CSAP, the frame is divided into two sub-frames; one part contains the slots for actual data transmission, whereas the other part is used for signaling if collisions are experienced by receivers, a.k.a. the collision slots. When a receiver recognizes a collision in a specific slot in the ordinary data frame part, it will transmit a high frequency signal in the corresponding collision slot to notify the concurrent transmitters. Along with the data, each transmitter also sends side information consisting of a simple slot allocation scheme, where free and occupied slots as experienced by this particular transmitter are marked with zeros and ones, respectively. When a station realizes that it has accessed a specific slot concurrently with another station, it changes to a new slot.

The work on CSAP was extended in 1991 by Zhu et al. [56] through the MAC scheme termed decentralized channel access protocol (DCAP), which supports higher station mobility than CSAP. The procedure of changing slots when collisions occur is enhanced in DCAP by including another protocol called the integrated service management (ISMA) protocol. The extra bits containing the collision information found at the end of the CSAP frame are removed and instead a handover request, based on lost connections to formerly adjacent stations (which still should be in radio range of each other according to their movement pattern) is issued. However, since the collision detection mechanism in both CSAP and in DCAP relies on a third party detecting and notifying about the event (two stations could have selected the same slot, while no other stations are within range of these two concurrently transmitting stations – and then no one can communicate the collision information), every transmission is performed only with a certain probability, \( p \), and deferred with \( 1-p \) in order to minimize undetected concurrent transmissions.

The reliable R-Aloha (RR-Aloha) protocol proposed by Borgonovo et al. [57] in 2002 is almost identical to the DCAP proposal but here every station also sends side information in each slot, containing the slot allocation chart as perceived by this particular station. The ADHO-C-MAC [58], proposed by the same authors, is based on RR-Aloha with some additional features such as bandwidth allocation for point-to-point communication together with multicast support. Both in RR-Aloha and ADHOC-MAC, the frame length is fixed. In adaptive ADHOC (A-ADHOC) [59], however, the protocol is extended to use a variable frame length to reduce the setup time and exploit the channel resources more efficiently. This implies that with few stations in the system, there are few slots and a short frame length, resulting in more frames per second, and when the number of stations increases, the frame length will be extended to accommodate the increase. Recall that in RR-Aloha, one bit is used in the slot allocation chart to denote whether a slot is perceived as free or occupied. However, the only time a slot is regarded as occupied is when a station has successfully received a packet in that particular slot. Hence, a slot is said to be free if there has been a collision, i.e., a negative ACK is interpreted as a free slot in the slot allocation charts.
Also the decentralized TDMA (D-TDMA) protocol suggested in [60, 61], stations send side information containing the slot allocation chart. However, even if this scheme is denoted TDMA, it is almost identical to the DCAP and ADHOC-MAC proposals.

In RR-Aloha+ [62], the RR-Aloha proposal was enhanced by introducing one more bit in the slot allocation chart transmitted by every station. This new bit is used for signaling the occurrence of a collision, i.e., stations sending at the same time causing collisions somewhere in the network. During the performance evaluation of RR-Aloha+ it was discovered that the information about the slot allocation was propagating too far, such that it blocked transmissions that could have taken place, i.e., the exposed station problem. Therefore, the RR-Aloha+ protocol does not use slot charts that are more than one frame old, in order to maintain updated information. However, in RR-Aloha+ problems with scalability were detected. RR-Aloha+ was thus further developed into mobile slotted Aloha (MS-Aloha) [63]. Here, the slot chart information broadcasted by every station is limited to a certain number of hops. This greatly enhanced performance, especially at high vehicular speeds and rapidly changing network topology. By introducing MS-Aloha and thereby restricting the slot chart information, the scalability in terms of number of stations is improved as fewer transmissions are blocked.

Although slots are cleverly coordinated with slot allocation charts in all the extensions of RR-Aloha described above, the number of stations in the network is limited to the number of slots in the frame. When a station wants to join a network in which all slots are already occupied, it has to wait until a slot is released, either due to a station disappearing (moves away) or stops transmitting. This implies that the channel access delay is random. Also in the decentralized TDMA (D-TDMA) protocol, it is not possible to have more stations than available slots. Improvements in terms of increased payload in D-TDMA were made in [64], but the randomness for a large number of stations, larger than the number of slots, remains.

In space division multiple access (SDMA), access to the communication channel is based on the current location of the vehicle [65, 66, 67, 68]. Real-time location estimation is provided either through GNSS or using a magnetic positioning system [65]. Dead reckoning is also suggested as a counter measure for GPS errors [68]. The idea with SDMA is to divide all roads into different sectors and within each sector, e.g., TDMA or CDMA can be applied. In [68] each sector is five meters and has a one-to-one mapping to a specific time slot (TDMA). However, in an SDMA scenario there could be many unused slots due to sparse vehicle traffic or high relative speeds. The proposal from [68] is then to increase the channel utilization by allowing vehicles to use all time slots up to the next vehicle in front. However, position information must also be propagated in the network, i.e., all vehicles broadcast their position information.

TDMA has traditionally been used in centralized networks where slots have been assigned to users by a static central controller. However, there exist decentralized TDMA schemes where stations group into clusters and elect a cluster head that divides the resources among the participating stations. In [69] a clustering scheme for stations in a highway scenario is proposed. Stations traveling in the same direction on the highway join in a cluster. The cluster head is responsible for the division of available bandwidth within the cluster as well as for communication between clusters. Within each cluster, a TDMA scheme is applied, whereas communication between clusters is performed using CSMA. To join or leave a cluster, a separate frequency channel is used and thus every vehicle is equipped with two transceivers. The cluster head searches for new stations on the separate frequency channel by
transmitting specific messages regularly. This proposal involves three separate MAC schemes and relies on the existence of several frequency channels.

Günter et al. [70] also proposes a clustering scheme where a cluster head is elected and within each cluster a TDMA scheme is applied. A part of the TDMA frame within each cluster is never allocated by the cluster members. Instead these slots are used by newly arrived stations to announce their presence and to request transmission opportunities. When two clusters come within radio range of each other, the clusters are regrouped. This scheme is based on a single frequency channel and to decrease the interference between clusters, a superframe between the clusters is proposed. This implies that nine ordinary cluster frames are grouped into a single superframe and only one ninth of the available time is allocated to a cluster.

### 3.5 Summary

Most of the slotted MAC schemes reviewed in Section 3.4 have the advantage that each station knows in advance when it is allowed to transmit. Further, since synchronization is a prerequisite for slotted schemes, the problem with transmissions partly overlapping in time due to simultaneously transmitting stations that are out of radio range does not exist. It will be shown in Chapter 4, as expected, that uncoordinated transmissions results in decreased performance. However, none of the slotted MAC schemes presented in Section 3.4 can accept more stations in the system than there are slots in the frame. Therefore, there is still an uncertainty about when channel access will take place when the network load increases beyond the number of slots.

The SDMA scheme, on the other hand, is based on station position on the road and as vehicles cannot be stacked on top of one another, channel access is always guaranteed. However, the SDMA scheme introduces a complex algorithm for division of the road network into suitable pieces. STDMA, described in Section 3.2, has a comparably low complexity and it scales well with an increasing number of stations. When all resources are exhausted, a new station selects to transmit at the same time as someone else situated geographically furthest away from itself. Therefore, channel access delay is decoupled from the current network load.

Since CSMA is simple and does not require synchronization between stations, it is selected as the wireless technology for the first generation of C-ITS despite its scalability issues. However, there is a clear trend in on-going standardization towards controlling the data traffic injected into the network through DCC mechanisms. Several promising algorithms have been proposed recently [71, 72], where the application is aware of the network load and adjust its injected data traffic. Using this approach, every generated message (e.g., CAM/BSM/DENM) has a higher probability of being transmitted before its deadline expires. Further, it also enables the application to prioritize between different messages and only transmit messages critical to system performance.

Two strong candidates remain when evaluating MAC algorithms for VANETs; STDMA and CSMA. The former is interesting because it fulfils most of the criteria required by a MAC method used for traffic-safety, at a reasonably low complexity. The latter is interesting as it is the de facto standard for the first generation of VANETs. These two candidates are therefore investigated further in the next chapter, with respect to the criteria listed in Section 1.2.
Performance evaluation of CSMA and STDMA

Since CSMA will be the prevailing MAC method of emerging standards for VANET based road traffic safety applications, as described in Chapter 2; it will be further studied in this chapter. In addition, STDMA as described in Chapter 3 will also be evaluated, since this MAC method has the potential to fulfill the requirements imposed by VANET based road traffic safety applications. Recall from Chapter 1, that the requirements deduced from road traffic safety applications are both delay and reliability concurrently. The overall C-ITS system requires that the probability for fairness is as high as possible, which can be translated into equal probability to access the channel for all involved stations. The ad hoc topology implies requirements on scalability, both in terms of the amount of data traffic, i.e., the network load, but most importantly in terms of the number of stations in the system.

To evaluate the requirements on predictable delay, reliability, fairness and scalability, five different performance metrics have been selected:

- Channel access delay
- Packet reception probability
- MAC-to-MAC delay
- Packet inter-arrival time
- Initial detection distance

The channel access delay highlights the ability of the MAC method to provide a predictable delay which is a functional requirement, i.e., either the delay is predictable or it is random. The packet reception probability is a non-functional requirement, i.e., a quality measure determining how well the MAC method schedules transmissions in time and space. The MAC-to-MAC delay captures both the channel access delay and the packet reception probability, and is further explained in Section 4.5. The packet inter-arrival time provides similar insight as the packet reception probability, but on an individual station basis, rather than averaged over several stations. Finally, the initial detection distance is an important design parameter for ITS application developers, since this will determine the driver awareness horizon. Note that all five performance measures are evaluated for different network loads, to determine the scalability of the MAC methods, i.e., if the quality changes with increased network load.

The performance of CSMA and STDMA has been evaluated by means of computer simulations in MATLAB. The highway scenario was selected to model the vehicle traffic pattern since the highest relative speeds are found here and therefore it is likely the most stressing case for the MAC methods since stations can show up and quickly disappear again due to high velocities. Both CSMA and STDMA use parameters from the same PHY layer in the simulator, namely IEEE 802.11p, based on OFDM as described briefly in Section 2.1.1 and thoroughly in Clause 18 of [5]. Two different channel models have been used in the evaluations; one termed the LOS/OLOS model, which distinguishes between line-of-sight (LOS) and obstructed LOS (OLOS) transmissions, and the traditional Nakagami-$m$ model, where the $m$ value changes depending on distance between transmitter and receiver. The channel models are described further in Section 4.1. All vehicles broadcast 400 byte long position messages (e.g., CAM/BSM) using a data transfer rate of 6 Mbit/s and an output power of 100 mW (20 dBm). The broadcast mode implies that no acknowledgements are sent in a response to any received transmissions. This implies that the backoff procedure for CSMA will only be invoked once during the
initial listening period and therefore the contention window size will always be set to its initial value, i.e., $CW_{\text{min}}$.

4.1 Radio propagation model

Radio propagation models are an important part of the evaluation of vehicular networks. Road traffic safety applications will use a carrier frequency of 5.9 GHz and an ad hoc network topology. Signals transmitted at such a high carrier frequency are highly affected by the environment, e.g., they reflect of objects rather than penetrate them. Several replicas of the signal therefore reach the receiver antenna (multipath) and may cause decoding problems. Further, the transmitter and receiver antennas will be situated on approximately the same height at vehicles.

Two different radio propagation models based on outdoor channel measurement campaigns performed at 5 GHz have been used for the evaluations in this thesis: (i) a LOS/OLOS model developed by Abbas et al. in [1] and (ii) a Nakagami model presented by Cheng et al. in [12]. The former distinguishes between when the receiver is in LOS of the transmitter and when the LOS is obstructed by a vehicle (OLOS), in which case extra attenuation is applied. The Nakagami model does not take LOS/OLOS into account.

4.1.1 Nakagami model

The Nakagami model is based on an outdoor channel sounding measurement campaign performed at 5.9 GHz [12]. The collected data has served as a foundation both to find a suitable statistical model and for its parameter setting. The small-scale and the large-scale fading are both represented by the Nakagami-\textit{m} model [73], which has been showed to be a suitable candidate for vehicular channel modeling [74]. The probability density function for the Nakagami-\textit{m} distributions is

$$f(x;m;P_r(d)) = \frac{2m^m x^{2m-1} e^{-\frac{mx^2}{P_r(d)}}}{[P_r(d)]^m \Gamma(m)},$$

where $m$ represents the fading intensity, $P_r(d)$ the average received power at distance $d$, and $\Gamma(m)$ is the gamma function. Rayleigh fading conditions, i.e., no LOS exists, can be obtained through Nakagami by setting $m = 1$. Higher values of $m$ can be used for approximating Rician distributed channel conditions where LOS exists, while for $m < 1$, the channel conditions are worse than the Rayleigh distribution. The fading intensities, represented by the $m$ parameter of the Nakagami distribution, are different depending on the distance between transmitter and receiver according to the measurements in [12], Table 13.

<table>
<thead>
<tr>
<th>Distance between transmitter and receiver</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 to 6 meters</td>
<td>4.07</td>
</tr>
<tr>
<td>6 to 14 meters</td>
<td>2.44</td>
</tr>
<tr>
<td>15 to 36 meters</td>
<td>3.08</td>
</tr>
<tr>
<td>37 to 91 meters</td>
<td>1.52</td>
</tr>
<tr>
<td>92 to 231 meters</td>
<td>0.74</td>
</tr>
<tr>
<td>232 to 588 meters</td>
<td>0.84</td>
</tr>
</tbody>
</table>
The averaged received power, $P_{r,\text{dB}}(d)$, at distance, $d$, is assumed to follow the dual-slope model suggested in [12],

$$P_{r,\text{dB}}(d) = \begin{cases} P_{r,\text{dB}}(d_0) - 10\gamma_1 \log_{10} \frac{d}{d_0}, & d_0 \leq d \leq d_c, \\ P_{r,\text{dB}}(d_0) - 10\gamma_1 \log_{10} \frac{d}{d_0} - 10\gamma_2 \log_{10} \frac{d}{d_c}, & d > d_c, \end{cases}$$

where numerical values for the parameters are found in Table 14.

Table 14. The path gain model’s parameter values [12].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path loss exponent $\gamma_1$</td>
<td>2.1</td>
</tr>
<tr>
<td>Path loss exponent $\gamma_2$</td>
<td>3.8</td>
</tr>
<tr>
<td>Critical distance $d_c [\text{m}]$</td>
<td>100</td>
</tr>
</tbody>
</table>

To find the path loss, $PL_{\text{dB}}$, the following free space path gain formula [75] together with antenna gain, $G$, and antenna cable losses, $L$, is used

$$PL_{\text{dB}}(d_0) = -10 \log \left( \frac{\lambda^2}{(4\pi)^2 d_0^2} \right) + G - L,$$

where $d_0$ is 10 meters, $G$ is 4.5 dB [I] and $L$ is 3.4 dB [I], assuming two meters of antenna cable with a typical loss of 1.7 dB/m. Thus, the resulting received power, $P_{r,\text{dB}}(d_0)$, at $d_0$ is

$$P_{r,\text{dB}}(d_0) = P_{t,\text{dB}} - PL_{\text{dB}}(d_0),$$

where $P_{t,\text{dB}}$ is the transmitter output power.

### 4.1.2 LOS/OLOS model

The LOS/OLOS model is based on a channel sounding campaign performed at 5.6 GHz [I]. When analyzing the recorded data, the difference between a transmission including the LOS component and one where it was missing (due to obstruction by another vehicle) resulted in a 9-10 dB weaker received signal strength in the OLOS case. In the Nakagami model described in Section 4.1.1, the small-scale fading and the large-scale fading were lumped together. In the LOS/OLOS model, the dominant factor was identified to be the large-scale shadowing (typically modeled using a log-normal distribution). The received power for the LOS/OLOS model is

$$P_{r,\text{dB}}(d) = \begin{cases} P_{r,\text{dB}}(d_0) - 10\gamma_1 \log_{10} \frac{d}{d_0} + X_\sigma, & d_0 \leq d \leq d_c, \\ P_{r,\text{dB}}(d_0) - 10\gamma_1 \log_{10} \frac{d}{d_0} - 10\gamma_2 \log_{10} \frac{d}{d_c} + X_\sigma, & d > d_c, \end{cases}$$
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where $X_\sigma$ is a zero-mean Gaussian distributed random variable (in dB) with standard deviation $\sigma$ (also given in dB), the numerical values for the path loss exponents $\gamma_1, \gamma_2$, and the distances $d_\alpha$, are found in Table 15. Further, $PL_{dB}(d_0)$ was measured in the campaign including the antenna gain and in Table 15 the extra attenuation due to obstruction of LOS component is also included for this parameter. In other words, when the receiving vehicle is in LOS of the transmitter values for the path loss model is selected from column “LOS” in Table 17 and conversely for the OLOS case. A link is considered to be in LOS if a straight line from center of the transmitting vehicle to center of the receiving vehicle does not intersect any other vehicle. The vehicles are modeled as rectangles of dimension 2x5 meters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path loss exponent $\gamma_1$</td>
<td>1.66</td>
</tr>
<tr>
<td>Path loss exponent $\gamma_2$</td>
<td>2.88</td>
</tr>
<tr>
<td>Standard deviation $\sigma$</td>
<td>3.95</td>
</tr>
<tr>
<td>$PL_{dB}(d_0)$ [dB]</td>
<td>65.5</td>
</tr>
<tr>
<td>Critical distance $d_c$ [m]</td>
<td>104</td>
</tr>
</tbody>
</table>

4.1.3 Comparison of the deterministic parts of both channel models

The average received power is computed using a dual-slope model and the received power has either a Nakagami-$m$ distribution (in linear scale) or a zero-mean Gaussian distribution (in dB-scale). In the simulations conducted in Section 4.6 using the vehicle traffic model of a highway scenario, the probability of a vehicle being in LOS or OLOS of the transmitter can be derived, Fig. 38(a). In Fig. 38(b) the averaged received power of both channel models are depicted, derived from (3) and (6), where the separation of LOS and OLOS is shown. An output power, $P_t = 100$ mW was used in this example. In [I], the probability of being in LOS or in OLOS derived from the simulations in Fig. 38(a) was used for weighting the averaged received power according to

$$P_{r, db}(d) = P(LOS \mid d)P_{r, db, LOS}(d) + P(OLOS \mid d)P_{r, db, OLOS}(d).$$

This average received power with the weighting of the probabilities of being in LOS or OLOS is also shown in Fig. 38(b). It is interesting to see that the calculation using (7) coincides almost exactly with the averaged received power of the Nakagami model for distances up to 600 meters between transmitter and receiver [I]. However, although the average is approximately the same, it makes a great difference for individual packets, whether or not their LOS is obstructed.
Fig. 38. (a) The probabilities of being in LOS and OLOS, respectively, depending on distance between transmitter and receiver, and (b) the averaged received power for the LOS/OLOS model, the Nakagami model and the averaged received power based on (7).
4.1.4 Signal-to-interference-plus-noise ratio

The resulting signal-to-interference-plus-noise (SINR) ratio at RX is calculated as

\[
\text{SINR} = \frac{P_r}{P_n + \sum_k P_{i,k}},
\]

where \(P_r\) is the power of desired signal, \(P_{i,k}\) is the power of the \(k\)-th interferer, and \(P_n\) is the noise power. The noise power is set to -99 dBm [76].

4.2 Data traffic model

All simulations have been conducted using time-triggered position messages, e.g., CAM or BSM. Several update rates have been used (2/4/6/8/10/20 Hz). The length of the data packet, which has been selected based on the discussion in Section 2.1.6 and Section 2.2.4, is 400 bytes including all protocol overhead, see Fig. 39. The default data transfer rate for CAM and BSM has been set to 6 Mbit/s. At the physical layer, the signal field and the preamble are added according to the physical layer of 802.11p (Section 2.1.1). Therefore, the total packet duration, \(T_p\), is 574 µs.

![Packet structure with the PHY layer attributes preamble and signal field.](image)

4.3 MAC specific parameters

4.3.1 CSMA

CSMA offers four different queues to differentiate between data traffic that has different requirements. In the simulations conducted in this thesis, the queue AC_VI (Table 9) has been selected for CAM/BSM transmissions, according to [77]. In Table 16, all CSMA specific parameters are tabulated.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CS_{th})</td>
<td>-94 dBm</td>
<td>Carrier sense threshold</td>
</tr>
<tr>
<td>(T_{AIFS})</td>
<td>71 µs</td>
<td>Listening period before transmission can commence.</td>
</tr>
<tr>
<td>(aSlotTime)</td>
<td>13 µs</td>
<td>This parameter is used for calculating the resulting backoff time.</td>
</tr>
<tr>
<td>(CW_{min})</td>
<td>7</td>
<td>The (CW = [0,7]), i.e., when the backoff procedure is invoked the station will draw an integer uniformly distributed in (CW) and multiply it with (aSlotTime).</td>
</tr>
</tbody>
</table>
The carrier sense threshold, $CS_{th}$, is determined from the lowest transfer rate, i.e., 1.5 Mbit/s (BPSK, $r = 1/2$), requiring a SINR of 5 dB to decode correctly [76], given a noise power of -99 dBm [76].

### 4.3.2 STDMA

The frame length used in STDMA when applied in vehicular networks has been set to 1 second, given the higher transfer rates than in the original AIS. There will be a predetermined number of slots in the frame depending on the selected data transfer rate, the propagation delay and the size of the packet including signal field and preamble. The packet duration of 574 µs was given in Section 4.2, and here a propagation delay of 6 µs is added. The maximum number of slots is then 1724 when 400 bytes packets are used, see Table 17. The resulting slot duration, $T_{slot}$, is 580 µs.

<table>
<thead>
<tr>
<th>Packet duration [µs]</th>
<th>Propagation delay [µs]</th>
<th>Slot duration [µs]</th>
<th>Number of slots in frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>574</td>
<td>6</td>
<td>580</td>
<td>1724</td>
</tr>
</tbody>
</table>

Perfect synchronization between stations is assumed to be achieved via GNSS. To account for additional clock drifts and jitter in the simulations, the actual packet length could be shortened with the number of bytes that represents a certain clock drift, e.g., transmitting 1 byte of data takes 1.3 µs and a clock drift of 50 µs would be the same as a packet size of 363 bytes instead of 400 bytes. This would keep the same size of the slot duration. The synchronization issue is, however, out of the scope of this thesis.

Computer simulations have been conducted with different CAM update rates and thus in Table 18 the resulting slots contained in SI and NI, respectively, depending on the rate are tabulated. All stations have the same number of NIs and SIs, since the update rate, i.e., 10 Hz implies 10 NIs and 10 SIs for each station. The calculations are based on the number of slots in the frame being 1 724.

<table>
<thead>
<tr>
<th>Message rate [Hz]</th>
<th>Number of slots contained in NI</th>
<th>Number of slots contained in SI</th>
<th>SI duration [µs]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>862</td>
<td>173</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>431</td>
<td>87</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>344</td>
<td>69</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>287</td>
<td>57</td>
<td>33</td>
</tr>
<tr>
<td>8</td>
<td>215</td>
<td>43</td>
<td>25</td>
</tr>
<tr>
<td>10</td>
<td>172</td>
<td>35</td>
<td>20</td>
</tr>
<tr>
<td>16</td>
<td>107</td>
<td>21</td>
<td>12</td>
</tr>
<tr>
<td>20</td>
<td>86</td>
<td>17</td>
<td>10</td>
</tr>
</tbody>
</table>

### 4.4 Vehicle traffic model

A 10 km highway scenario with 12 lanes, six in each direction, has been used for the simulations, see Fig. 40. The vehicles arrive at the highway entrance in each direction in each lane according to a Poisson distribution with mean inter-arrival time of three seconds. The vehicle speeds are drawn independently from a Gaussian distribution with a common standard deviation of 1 m/s, but with three different mean values (23 m/s, 30 m/s, and 37 m/s) depending on lane. The vehicles maintain the
same speed as long as they are on the highway and overtaking is not considered (i.e., vehicles may pass in the same lane by driving over each other). The resulting vehicle density is then approximately 120 vehicles/km of highway (in total about 1200 vehicles on the highway at the same time). All vehicles are moved every 100 ms.

![Diagram of highway scenario with 12 lanes, 6 lanes in each direction.](image)

Figure 40. Highway scenario for simulations with 12 lanes, 6 lanes in each direction, showing the vehicle speeds and driving directions.

Only data from the middle part of the highway has been collected to avoid edge effects, i.e., only transmissions carried out when the transmitter is situated between 1500 meters and 8500 meters have been used, see Fig. 41. This way, transmissions by stations at the edges of the highway are still present and may influence the other transmissions with respect to interference and channel access, but the edge transmission are not used to compute performance metrics.

![Diagram of data collection part.](image)

Figure 41. Data has been collected when the transmitter is situated in the “Data collection part”.
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4.5 Performance metrics

Five different performance metrics have been selected for evaluation, reflecting both specific MAC features as well as the overall C-ITS performance: channel access delay, packet reception probability, MAC-to-MAC delay, packet inter-arrival time, and detection distance.

The periodic messaging, such as CAM/BSM as well as the DENM once the event is triggered, can be regarded as real-time messages since they have deadlines, \( \tau_{dl} \), i.e., the impact of their usability depends on time. For example, if a CAM, generated at the transmitter, has not been sent before a new CAM is generated at the same transmitter, it is better to send the new CAM containing updated position information, rather than wasting resources on an outdated position message. Consequently, it is the delay distribution that is of interest in VANET based road traffic safety applications, rather than the average delay. For the same reason, a high level of fairness among stations is desired, both when it comes to delay and reliability.

Five different performance metrics have therefore been selected for evaluating these issues: channel access delay, packet reception probability, MAC-to-MAC delay, packet inter-arrival time, and initial detection distance. These performance measures reflect both specific MAC features as well as the overall C-ITS performance.

4.5.1 Channel access delay

Channel access delay, \( \tau_{ca} \), is the time elapsing from that the MAC layer of the transmitter receives the packet from higher layer, \( t_0 \), until it is transmitted on the channel, \( t_{TX} \), see Fig. 42.

\[
\begin{align*}
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\end{align*}
\]

Figure 42. Showing the channel access delay, \( \tau_{ca} \).

In CSMA the shortest \( \tau_{ca} \) is an AIFS whereas the largest \( \tau_{ca} \) is random and cannot be determined in advance, due to the backoff mechanism. Therefore, \( \tau_{ca} \) in CSMA depends on the instantaneous network load within radio range of a particular station. In STDMA, \( \tau_{ca} \) is inherently predictable since each station knows when to transmit the next time, i.e., if all slots are occupied in the SI interval of a specific station, it will select to transmit in the same slot as someone else situated geographically furthest away. In other words, STDMA is not sensitive to the offered network load when studying the \( \tau_{ca} \). In the AIS system, the position message is created based on when the next transmission slot is scheduled, i.e., there is a tight connection between the generation of a position message and its actual transmission. Therefore, to establish \( \tau_{ca} \) in STDMA when used in VANETs, it is assumed that a new packet arrives just before the start of each new SI interval for a specific station, and when the SI interval ends, the packet has been transmitted since a station is always guaranteed a channel access during SI. The cumulative distribution function (CDF) of \( \tau_{ca} \) in STDMA is shown in Fig. 43. Since each station selects any slot within SI with equal probability, the CDF corresponds to a uniform distribution.
4.5.2 Packet reception probability

Packet reception probability is a measure revealing the ability of the MAC scheme to schedule the transmissions separately in time and space. Two or more MAC schemes can be compared given the same PHY layer and the same parameter settings on update rate, packet size, transfer rate, and vehicle density.

The packet reception probability is the probability that a receiver is able to decode a transmitted packet that was intended for that receiver. In this thesis, all receivers inside a certain range from the transmitter are considered as intended receivers. Hence, the packet reception probability is the average reception probability of all receivers inside a certain range.

4.5.3 MAC-to-MAC delay

Due to the requirement on timely delivery of messages in C-ITS applications, the performance measure MAC-to-MAC delay, $\tau_{\text{MM}}$, was defined in [IV]. It combines the channel access delay, $\tau_{\text{ca}}$, with the packet reception probability, by interpreting a lost or erroneous packet as an infinite decoding delay. In Fig. 44 the delays encountered at transmitter and receiver, respectively, together with the wireless channel are depicted.
At \( t_0 \) a channel access request at TX is done, and the time elapsing from \( t_0 \) to \( t_{TX} \) is the channel access delay, \( \tau_{ca} \). For periodic position messages, there is no use to transmit the packet if \( \tau_{ca} > \tau_{dl} \), because a new message has already been generated with updated information. The packet is therefore dropped already at TX, and \( \tau_{ca} = \infty \). The transmission delay is denoted \( \tau_t \) and the decoding delay is \( \tau_{dec} \). If decoding fails due to noise, fading or/and interference, \( \tau_{dec} = \infty \). At \( t_d \) the decoded packet is delivered to higher layers at RX. Hence, \( \tau_{MM} \) is the sum of \( \tau_{ca} \), \( \tau_t \), and \( \tau_{dec} \) and is finite if and only if the packet is delivered to higher layers at RX. Thus, the CDF of \( \tau_{MM} \) captures both the delay and the reliability of the system.

**4.5.4 Packet inter-arrival time**

Packet inter-arrival time is measured on the receiving side for a specific TX-RX pair, approaching each other. The packet inter-arrival time is defined as the time elapsed between two successfully received messages. The performance metric measures how often the updated information from the transmitter reaches the receiver. For CAM/BSM, the packet inter-arrival time is ideally equal to the time between transmission requests, i.e., the reciprocal of the CAM/BSM update rate.

**4.5.5 Detection distance**

This performance measure considers pairs of vehicles approaching each other on the highway and measures the distance between them when they first detect each other. The distance at which one of the vehicles successfully receives its first message from the other vehicle is called the *unidirectional* detection. The distance at which both vehicles in the same pair have successfully received their first messages from one another is called *bidirectional* detection.
4.6 Simulation results

An output power of 20 dBm and a successful reception threshold of 8 dB, i.e., SINR ≥ 8 dB, required by the modulation scheme (QPSK, r = 1/2) [76], have been used in all simulations. Packet capture has been implemented in the CSMA simulations, implying that if a station already listens to a packet and another packet arrives during the reception with SINR ≥ 8 dB, the station switches to this new packet. If the SNIR drops below 8 dB during the reception of a packet, the packet is assumed to be lost. In STDMA all transmissions performed during a specific slot have been summed up at the receiver and the strongest signal has been selected as the reference signal, \( P_i \) in (8), and other signals have turned into interferers, \( P_{i,k} \) in (8).

The vehicle density is 120 vehicles/km and depending on the update rate of messages (e.g., 2/4/6/8/10/20 Hz) the offered network load per km can be estimated accordingly, since all vehicles generate 400 bytes long packets including all protocol overhead using a transfer rate of 6 Mbit/s, Table 18.

| Table 18. Offered load to the network per km of highway expressed in Mbit/s. |
|-------------------------|----------------|----------------|----------------|----------------|----------------|
| 2 Hz | 4 Hz | 6 Hz | 8 Hz | 10 Hz | 20 Hz |
| Offered load per km highway [Mbit/s] | 0.768 | 1.536 | 2.304 | 3.072 | 3.840 | 7.680 |

4.6.1 Channel access delay

In Fig. 45, the CDF of the channel access delay for CSMA is depicted for all update rates when using the Nakagami channel model described above. In Fig. 45(a) update rates of 2-6 Hz is shown and as can be seen, no station experiences a channel access delay that is longer than 3 ms. In Fig. 45(b), depicting update rates 8-20 Hz, a maximum channel access delay of 12 ms is encountered for the highest update rate, 20Hz. We can conclude that with an update rate of 2 Hz, 85% of all generated packets achieve channel access after the mandatory minimum waiting time of an AIFS of 71 µs, whereas with an update rate of 20 Hz, less than 10% of all generated packets experience the same minimum wait, implying that 90% of all initial transmission attempts result in a backoff procedure.

In STDMA, the channel access delay is upper-bounded, i.e., a station always knows when it is allowed to transmit during its SI intervals. However, the size of the SI depends on the number of packets transmitted during one second, i.e., the report rate (Table 12) denoted update rate in this thesis. As the update rate increases, the SI will shrink and thereby the number of slots contained in the SI also reduces, see Table 17 and Section 3.2.1. In Fig. 46, the channel access delay for STDMA is depicted with the same update rates and channel model as for CSMA in Fig. 45. As can be deduced from Fig. 46(a), the worst case channel access delay that STDMA can exhibit is 100 ms and this occurs when the update rate is set to 2 Hz (implying 500 ms between every generated packet). However, 50% of the generated packets have been transmitted after 50 ms even in this case. Conversely, the shortest channel access delay occurs for 20 Hz (i.e., 50 ms between every generated packet), yielding a maximum channel access delay of 10 ms. The staircase appearance of the curves is due to the number of slots in each SI.
Figure 45. Channel access delay for CSMA when using the Nakagami model; (a) update rate of 2/4/6 Hz, and (b) update rate of 8/10/20 Hz.
Figure 46. Channel access delay for STDMA; (a) update rate of 2/4/6 Hz, and (b) update rate of 8/10/20 Hz.
It should be noted that the channel access delay encountered in STDMA is neither affected by the channel model nor the network load. Consequently, the same channel access delays are also found for the LOS/OLOS model when STDMA is used. For CSMA using the LOS/OLOS channel model, the channel access delay is depicted in Fig. 47.

Figure 47. Channel access delay for CSMA when using the LOS/OLOS model for the following update rates; (a) 2/4/6 Hz, and (b) 8/10/20 Hz.
In Fig. 48, the Nakagami and LOS/OLOS models are compared for CSMA. It can be concluded that the channel access delay is affected by the channel model in use and that the LOS/OLOS model implies longer channel access delays. This is due to the fact that the LOS/OLOS channel model has a successful packet reception range that is slightly longer than in the Nakagami case, implying that each station has slightly more stations within its radio range. These additional stations keep the channel occupied more often, forcing more stations into the backoff procedure and thereby increasing the channel access delay. When evaluating the channel access delay for CSMA and STDMA it can be concluded that while the minimum delay is smaller for CSMA than for STDMA, the worst case delay is random for CSMA. For STDMA, the worst case channel access delay is known and independent on network load and channel type.
Figure 48. Channel access delay for CSMA when using the LOS/OLOS model and the Nakagami model for the following update rates; (a) 2/4/6 Hz, and (b) 8/10/20 Hz.
4.6.2 Packet reception probability

Fig. 49(a)-(b) shows the packet reception probability for CSMA and STDMA, respectively, with the update rates: 2/4/6/8/10/20 Hz and the Nakagami channel model. The blue upper bound curve, denoted “Genie” in Fig. 49-52, is the single transmitter case, i.e., no MAC method is needed as there is only one transmitter in the system and no interferers, implying that this is an unattainable upper bound for any network with more than one transmitter. Note that the update rate does not affect the packet reception probability per se, but since more transmissions take place, the probability of interferers is higher, which affects the probability of successful reception. From Fig. 49, it can be concluded that STDMA has a higher packet reception probability for all considered rates, i.e., closer to the “Genie” compared to CSMA.
In Fig. 50, the two MAC schemes are shown together for all considered rates. When RX is close to TX (< 100 meters) both MAC methods perform equally well. However, when the TX-RX distance increases, STDMA achieves a higher packet reception probability. At a TX-RX distance of 300 meters and an update rate of 6 Hz (Fig. 50(c)) and 8 Hz (Fig. 50(d)), there is roughly a 20% performance gain with STDMA as compared to CSMA. For an update rate of 20 Hz, which can be regarded as an overloaded scenario, there is too much interference in the system for any of the two protocols, and the gap to the “genie” is considerable. In CSMA, the overloaded scenario causes stations within radio range to transmit simultaneously resulting in decoding failures at the receivers. The simultaneous transmissions occur since many stations are forced into backoff, and their backoff counters run the risk of reaching zero at the same time. For STDMA, the overloaded scenario implies that many slots are used by more than one station, resulting in a higher probability of decoding errors at the receivers and yet these slots are perceived as busy due to signal strengths above the $CS_{th}$. Thereby stations are sometimes forced to select a slot within its SI that is perceived as busy but with missing position information, i.e., the protocol cannot take advantage of its ability to schedule transmissions in space.
(a) Update rate 2 Hz

(b) Update rate 4 Hz
(c) Update rate 6 Hz

(d) Update rate 8 Hz
Figure 50. Packet reception probability for CSMA and STDMA when using the Nakagami model for different update rates of; (a) 2 Hz, (b) 6 Hz, (c) 8 Hz, (d) 10 Hz, (e) 16 Hz, and (f) 20 Hz.
In [III, IV], we presented simulations results which showed a lower packet reception probability for CSMA than the one in Fig. 50. This stems from the fact that the highest priority queue was used for simulations in [III, IV], AC_VO (Table 9), which has the smallest \( CW_{\min} \), i.e., \( CW_{\min} = 3 \). The smallest \( CW_{\min} \) implies that there are only 4 values to select from when performing backoff, which increases the number of simultaneous transmissions within radio range, as described in Section 3.3 (i.e., increased probability of two or more transmitters selecting the same backoff value when performing the initial channel access attempt). In the simulations in this thesis, a \( CW_{\min} \) of 7 is used, implying 8 different backoff values to select from and explaining the better CSMA results in here compared to [III, IV].

In Fig. 51, the packet reception probability for CSMA and STDMA when using the LOS/OLOS model is depicted. It can be seen that the LOS/OLOS model has about 400 meters longer communication range than the Nakagami model, i.e., the packet reception probability approaches 0 for receivers approximately 400 meters further away.

![Graph showing packet reception probability vs. distance between TX and RX for different CSMA rates and Genie.](Diagram)
In Fig. 52, a comparison between CSMA and STDMA for different update rates is shown when using the LOS/OLOS model. The results show that STDMA performs better than CSMA for all settings also for this channel model. At a TX-RX distance of 300 meters, in Fig. 50(d) update rate of 6 Hz and in Fig. 50(e) update rate of 8 Hz, STDMA has almost a 20% better performance than CSMA. Consequently, STDMA is more reliable than CSMA.
(a) Update rate 2 Hz

(b) Update rate 4 Hz
(c) Update rate 6 Hz

(d) Update rate 8 Hz
Figure 52. Packet reception probability for CSMA and STDMA when using the LOS/OLOS model for different update rates of; (a) 2 Hz, (b) 6 Hz, (c) 8 Hz, (d) 10 Hz, (e) 16 Hz, and (f) 20 Hz.
4.6.3 MAC-to-MAC delay

MAC-to-MAC delay combines packet reception probability and channel access delay into one performance measure. The CDF for the MAC-to-MAC delay when using the Nakagami model for the update rates 2/4/6/8/10/20 Hz, is depicted in Fig. 53. Since the MAC-to-MAC delay is a function of the update rate, the range of the abscissa is selected based on the specific update rate in use, i.e., the time between two packet generations (e.g., 1/(2 Hz) = 0.5 s). According to the definitions in Section 4.5.3, we use the convention that packet drops of any kind cause the MAC-to-MAC delay to be infinite. Packet drops can occur at the transmitter (for CSMA when channel access is not granted until the packet has expired) or at the receiver (for both CSMA and STDMA when decoding fails). However, in Fig. 53, no packets have been dropped at the transmitting side. Therefore, the MAC-to-MAC delay is only infinite as a result of decoding failures. Every curve in the figure represents all cases when the distance between transmitter and receiver is within a certain range, i.e., “STDMA 100-200 m” implies all receivers that are between 100-200 meters away from a transmitter.

The channel access delay for CSMA increases with increased update rate, quite in contrast to STDMA, where it instead decreases. In Fig. 53(f), showing the highest update rate, the MAC-to-MAC delay reaches its maximum value after approximately the same time for both protocols for a TX-RX separation of 0-100 meters. The largest difference in performance between the MAC protocols is found in Figure 53(d) for an update rate of 8 Hz, where CSMA shows a lower MAC-to-MAC delay for the successfully delivered packets, but where STDMA manages to deliver more packets to higher layers implying that the CDF converges to a higher value. This illustrates the basic trade-off between delay and reliability. STDMA offers better reliability than CSMA at the expense of a longer MAC-to-MAC delay. For the shortest TX-RX separation the MAC protocols perform equally well, which is consistent with the finding for the packet reception probability curves shown in Section 4.6.2.
(a) Update rate 2 Hz

(b) Update rate 4 Hz
(c) Update rate 6 Hz

(d) Update rate 8 Hz
Figure 53. CDF for the MAC-to-MAC delay for CSMA and STDMA when using the Nakagami model for the following update rates: (a) 2 Hz, (b) 4 Hz, (c) 6 Hz, (d) 8 Hz, (e) 10 Hz, and (f) 20 Hz.
The MAC-to-MAC delay for the LOS/OLOS model is depicted in Fig. 54 for both MAC schemes. STDMA and CSMA perform equally well for a TX-RX separation less than 100 meters. For longer distances, STDMA performs better than CSMA, i.e., the delay CDF flattens out at higher value. The largest difference in performance between CSMA and STDMA is also here found for an update rate of 8 Hz; see Fig. 54 (d). For every update rate, the largest difference between the two protocols is for a TX-RX separation of between 200-400 meters. We can conclude that CSMA has a lower minimum MAC-to-MAC delay, but that with STDMA, a higher percentage of all packets have a finite MAC-to-MAC delay.
(b) Update rate 4 Hz

(c) Update rate 6 Hz
(d) Update rate 8 Hz

(e) Update rate 10 Hz
Figure 54. CDF for the MAC-to-MAC delay for CSMA and STDMA when using the LOS/OLOS model for the following update rates: (a) 2 Hz, (b) 4 Hz, (c) 6 Hz, (d) 8 Hz, (e) 10 Hz, and (f) 20 Hz.
4.6.5 Packet inter-arrival time

The received packet inter-arrival time is the time that has elapsed between two successfully received packets from a specific transmitter that the receiver listens to. In a single transmitter scenario without MAC scheme, a receiver could expect a new packet arriving every 500 ms at an update rate of 2 Hz, given enough received signal strength for decoding. However, due to how the MAC scheme schedules the packet in time (in CSMA based on the instantaneous channel load through sensing the channel and in STDMA the selected slot in the SI); there will be a spread around the optimal arriving time, which is closely connected to the channel access delay. The packet inter-arrival times shown in Fig. 55 and Fig. 56 are collected from vehicles that meet each other, i.e., a receiving vehicle listens to transmitters travelling in the opposite direction. As soon as two vehicles have passed each other (and start moving away from each other) they stop following each other.

CDFs for the packet inter-arrival time are shown in Fig. 55 for CSMA and STDMA when using the Nakagami model for update rates of 2-20 Hz. Here, the curves in the figures represent the distance between transmitter and receiver. For example, in Fig. 55(a), studying a TX-RX separation of 0-100 meters, a receiver can expect a packet to arrive from a particular transmitter after around 500 ms with almost 100% certainty for CSMA. With STDMA the corresponding time is around 600 ms due to the length of the SI. In Fig. 55(a), we see that for CSMA 300-400 m, about 55% of the cases there are no packets lost between two successful receptions and in about 25% of the cases, a single packet is lost between two successful receptions. Let $T$ be the reciprocal of the update rate, i.e., the time between transmission requests. Then, the height of the step at time $kT$ is the probability that $(k - 1)$ consecutive packets were lost between two successful receptions.

In Fig. 55(b), the packet inter-arrival time for STDMA and CSMA for TX-RX separation of 300-400 meters is explicitly marked and it can be clearly seen how the spread of the channel access delay at the transmitting side of STDMA influences the spread at the receiving side. The “softness” in the steps is due to channel access variations, i.e., variations inside the SI interval or variations due to the backoff. In other words, due to the SI of STDMA, there is a greater spread of packet inter-arrival time compared to CSMA. We also note from Fig. 55 that the STDMA curves tend to be above the CSMA curves for high update rates. This indicates that multiple consecutive dropped packets will be less of a problem in STDMA compared to CSMA.
(a) Update rate 2 Hz

(b) Update rate 4 Hz
(c) Update rate 6 Hz

(d) Update rate 8 Hz
Figure 55. CDF for the packet inter-arrival time for CSMA and STDMA when using the Nakagami model for an update rate of; (a) 2 Hz, (b) 4Hz, (c) 6 Hz, (d) 8 Hz, (e) 10 Hz, and (f) 20 Hz.
In Figure 56, the CDF for the packet inter-arrival time is shown for the LOS/OLOS model and the same pattern is revealed as for the Nakagami model.
(c) Update rate 6 Hz

(d) Update rate 8 Hz
Figure 56. CDF for the packet inter-arrival time for CSMA and STDMA when using the LOS/OLOS model for an update rate of; (a) 2 Hz, (b) 4 Hz, (c) 6 Hz, (d) 8 Hz, (e) 10 Hz, and (f) 20 Hz.
4.6.6 Detection distance

The distance at which a vehicle receives its first message successfully from a vehicle travelling in the opposite direction is called the unidirectional detection distance. When the same pair of vehicles has successfully received a message from one another, this is called bidirectional detection distance. It is interesting to see at which distance stations detect each other and thereby become visible radio-wise. For certain use cases listed in Section 2.2.3, an early detection, i.e., maximized distance, can provide extra time for the driver to act upon dangerous situations.

The complementary CDF for unidirectional and bidirectional detection for CSMA and STDMA, respectively, is shown for the Nakagami model in Fig. 57, for the update rates 2/4/6/8/10/20 Hz. As can be seen in Fig. 57 (a)-(b), for CSMA, virtually all stations situated within 200 meters from each other have received at least one packet from each other regardless of update rate. With STDMA the corresponding distance is 250 meters. In CSMA, an update rate of 4 Hz results in earliest detection for two stations (both unidirectional and bidirectional), i.e., providing the largest distance between two stations, with 6 Hz close by in performance. Conversely, an update rate of 6 Hz yield the largest distance between stations when they first detect each other using STDMA, followed closely by 8 Hz. The detection distance decreases for both CSMA and STDMA when the update rate becomes small or large. This explained by the fact that vehicles travel relatively far between updates when the update rate is decreased and that relatively more packets are dropped when the update rate is increased.

![Complementary CDF of unidirectional detection for CSMA and STDMA](image-url)
(b) CSMA – bidirectional direction

(c) STDMA – unidirectional detection
Figure 57. Complementary CDF for the detection distance using the Nakagami model; (a) CSMA unidirectional, (b) CSMA bidirectional, (c) STDMA unidirectional, and (d) STDMA bidirectional.

In Fig. 58, the complementary CDF for unidirectional detection and bidirectional detection for the LOS/OLOS model are shown, respectively. The same pattern is revealed for the LOS/OLOS model as for the Nakagami model in Fig. 57. For CSMA, an update rate of 4 Hz yields the largest distance for detection, even though 6 Hz results in almost the same distance. With STDMA, 6 Hz gives a slightly better performance than 8 Hz. In the LOS/OLOS model, the received signal strength is slightly stronger for longer distances compared to the Nakagami model. Therefore, the distance at which detection occurs is larger here.
(a) CSMA – unidirectional detection

(b) CSMA – bidirectional detection
Figure 58. Complementary CDF for the detection distance using the LOS/OLOS model; (a) CSMA unidirectional, (b) CSMA bidirectional, (c) STDMA unidirectional, and (d) STDMA bidirectional.
In Fig. 59, the unidirectional detection and the bidirectional detection is shown in the same figure for CSMA and STDMA, respectively, when using the Nakagami model. The largest difference between unidirectional and bidirectional detection is found when less than 30% of the stations have detected each other. Then there is a difference of up to 75 meters between unidirectional and bidirectional detection.
Figure 59. CCDF for unidirectional and bidirectional detection distance using the Nakagami model; (a) CSMA – 2/4/6 Hz, (b) CSMA – 8/10/20 Hz, (c) STDMA – 2/4/6 Hz, and (d) STDMA – 8/10/20 Hz.

(c) STDMA – update rates of 2/4/6 Hz

(d) STDMA – update rates of 8/10/20 Hz
In Fig. 60, the unidirectional detection and the bidirectional detection is shown in the same figure for CSMA and STDMA, respectively, when using the LOS/OLOS model. The largest difference between unidirectional and bidirectional detection is up to almost 100 meters. This is found when only 10% of the stations have detected each other for CSMA in Fig. 60(a) and STDMA for an update rate of 2 Hz in Fig. 60(c). Further, for an update rate of 20 Hz the smallest difference between unidirectional and bidirectional detection is seen.

In Fig. 61, a comparison between CSMA and STDMA for the bidirectional detection is shown for the Nakagami and LOS/OLOS models. Here it is obvious that in STDMA stations detect each other much earlier than in CSMA, the difference is up to 100 meters earlier detection for STDMA. The smallest difference in detection distance between CSMA and STDMA is found for an update rate of 2 Hz. However, none of the update rates 2/4/6 Hz for CSMA can reach the same detection distance as STDMA for 2 Hz.
(a) CSMA – update rates of 2/4/6 Hz

(b) CSMA – update rates of 8/10/20 Hz
Figure 60. CCDF for unidirectional and bidirectional detection distance using the LOS/OLOS model; (a) CSMA – 2/4/6 Hz, (b) CSMA – 8/10/20 Hz, (c) STDMA – 2/4/6 Hz, and (d) STDMA – 8/10/20 Hz.
(a) CSMA/STDMA – Nakagami model, update rates of 2/4/6 Hz

(b) CSMA/STDMA – Nakagami model, update rates of 8/10/20 Hz
Figure 61. CCDF for bidirectional detection distance for CSMA and STDMA using; (a) Nakagami model – 2/4/6 Hz, (b) Nakagami model – 8/10/20 Hz, (c) LOS/OLOS model – 2/4/6 Hz, and (d) LOS/OLOS model – 8/10/20 Hz.
4.7 Summary

Both the minimum and the maximum channel access delay are of interest for VANET-based C-ITS applications. On average, the channel access delay is lower for CSMA than STDMA. For CSMA, the minimum channel access delay is known and depends on the length of the AIFS. In STDMA the channel access delay depends on the number of slots contained in each SI. When the update rate increases, the number of slots in SI decreases; implying in turn that the channel access delay decreases. The shortest channel access delay with STDMA occurs for 20 Hz (i.e., 50 ms between every generated packet), yielding a maximum channel access delay of 10 ms.

The maximum channel access delay for CSMA is random, and depends on the instantaneous network load within radio range of a specific station. In the simulations conducted in this thesis work, all packets were transmitted in CSMA, i.e., no packet drops occurred at the sending side and the channel access delay never exceeded 15 ms (see Fig. 45(b) and 47(b)). In STDMA, the station knows that it will be allowed to transmit within the predetermined SI and the channel access delay is not affected by the network load. The channel access delay is thus upper bounded and predictable since the station makes its own slot selections. As can be deduced from Fig. 46(a), the worst case channel access delay that STDMA can exhibit is 100 ms and this occurs when the update rate is set to 2 Hz (implying 500 ms between every generated packet). However, 50% of the generated packets have been transmitted after 50 ms even in this case.

STDMA has a better packet reception probability than CSMA for all considered update rates (Fig. 50 and Fig. 52) when the distance between transmitter and receiver is larger than 100 meters. This is due to the fact that all transmissions in STDMA are slot synchronized. In addition, when the network load increases, the benefits of scheduling transmissions in space comes into play. With CSMA, transmissions may overlap in time, both completely and partially due to unsynchronized transmissions taking place outside the sensing range of concurrent transmitters. Also partially overlapping transmissions are likely to cause decoding failures at receivers situated in between the concurrent transmitters (the hidden terminal problem). Further, when the network load increases, CSMA stations within radio range of each other are more likely to transmit at the same time due to reaching a backoff value of zero at the same time. This occurs since CSMA stations within radio range of each other are synchronized to some extent, through the channel sensing procedure, and therefore stations tend to initiate their backoff counters at the same time, when a busy channel becomes free. The selection of backoff values is not scheduled in space and thus two or more stations can be geographically co-located when reaching a backoff value of zero, reducing the packet reception probability for many receivers.

The MAC-to-MAC delay shows the overall reception performance, including both delay and reliability, for receivers located at distinct distances from the transmitter. For receivers located close to a transmitter, i.e., for distances below 100 meters, CSMA and STDMA perform equally well with respect to the MAC-to-MAC delay. For larger distances between transmitters and receivers, STDMA performs better than CSMA, due to its higher packet reception probability. However, since the channel access delay with STDMA is more spread in time compared to CSMA (channel access is uniformly distributed over the SI in STDMA), this also affects the MAC-to-MAC delay. In other words, CSMA reacts faster than STDMA when a packet from the C-ITS application arrives at the MAC layer.
The packet inter-arrival time indicates how much time that has elapsed since the last periodic CAM/BSM was received from a particular transmitter. Hence, it also reveals how many consecutive packets that have been lost (due to excessive delay or interference). When the distance between transmitter and receiver is less than 100 meters, we can conclude that there will never be more than 400 ms between two successfully received packets for update rates 6/8/10/20 Hz. For update rates of 2 Hz and 4 Hz, this is longer due to the period $T$ (being the reciprocal of the update rate). For an update rate of 20 Hz and a TX-RX distance of 300-400 meters, there is a probability of 20 consecutive packet drops of 2-3%.

The level of fairness in terms of channel access delay is also of importance. In STDMA, the overall ITS system achieves a higher level of fairness among the stations since all stations have equal probability to access the channel at a given time, given the same type of data traffic. With CSMA, some stations gain access to the channel directly after the mandatory listening period, while others have to wait up to 15 ms before channel access is granted in the worst case. Even though the level of fairness in terms of channel access delay is not as high in CSMA as for STDMA, it is still acceptable given the network load in the simulations presented in this thesis.

STDMA has better unidirectional and bidirectional detection distance than CSMA. The difference can be up to 100 meters for the benefit of STDMA. For both CSMA and STDMA, the detection distance decreases when the update rate becomes very small or very large. This explained by the fact that in the one extreme, very small rate, vehicles travel relatively far between two updates, thus reducing the detection distance, and in the other extreme, more packets are dropped due to increasing network load when the update rate is increased, which also leads to that vehicles travel relatively far between two successfully received updates. The largest detection distance for CSMA is achieved when using an update rate of 4 Hz, followed closely by 6 Hz. With STDMA the largest distance is achieved at 8 Hz, followed closely by 6 Hz. The smallest difference in performance is found for an update rate of 2 Hz.

Two different channel models have been used for simulations. The two examined MAC schemes are not noticeably performing differently under the two different models. In the LOS/OLOS model, transmissions reaches slightly longer, i.e., there is a stronger received signal at longer distances, than the Nakagami model. The stronger received signal implies that more stations within radio range and stations therefore perceive a higher network load. This affects the channel access delay for CSMA, which was seen in Fig. 48, and thereby also the MAC-to-MAC delay and packet inter-arrival time are also slightly affected. However, the relative performance between the two protocols under the two channel models are more or less the same.
5 Conclusions

This thesis has scrutinized and evaluated two MAC methods, CSMA and STDMA, when used in VANETs supporting C-ITS applications. CSMA was selected for evaluation since it is the MAC method used by IEEE 802.11p, which has been adopted as the wireless access technology for the first generation of C-ITS applications. STDMA was selected as it is already in commercial use through AIS, a mandatory position reporting system for large ships and passenger vessels with many similarities to VANETs. CSMA and STDMA are evaluated with respect to the communication requirements and the protocol settings arising from C-ITS standardization. Based on these constraints, suitable performance measures have been defined. Using these performance measures, CSMA and STDMA have been evaluated through extensive computer simulations, in a scenario where vehicles travel on a 10 km highway with 12 lanes (six lanes in each direction) broadcasting position messages (e.g., CAM/BSM) periodically with different update rates. The scenario was selected as it is expected to be one of the most challenging for the MAC algorithm.

The requirements on a MAC method for VANETs supporting C-ITS applications are that BSMs/CAMs should be transmitted periodically with low channel access delay and high reliability. Further, the achievable performance should be distributed fairly among all nodes. The low delay keeps the freshness of the position data contained in the BSMs/CAMs as high as possible. The channel access delay should not exceed the time between two consecutive position messages, since a new message will then be ready for transmission before the old one has been granted channel access, causing the old message to be dropped. Finally, the overall system must be scalable such that all stations are allowed to transmit. The adopted performance measures: channel access delay, packet reception probability, MAC-to-MAC delay, packet inter-arrival time and detection distance, all contribute to the evaluation of a suitable MAC method for VANET-based C-ITS applications.

For CSMA, the maximum channel access delay is not bounded when EDCA is used in ad hoc mode. However, the simulations conducted in this thesis indicate that events causing longer delays than 15 ms are very unlikely for the considered update rates. From the simulation results, it can further be concluded that the channel access delay for CSMA is on average lower than for STDMA. For a relatively low update rate of 2 Hz, the upper bound on the channel access delay for STDMA is 100 ms whereas for CSMA the channel access delay never exceeds 2 ms. For a relatively high update rate of 20 Hz, the upper bound on STDMA is 10 ms, whereas CSMA never exceeds 15 ms for the evaluated highway scenario.

An advantage of STDMA is that the transmission slot in a certain SI is known some time before the actual transmission (from at least 80% of one frame duration up to as much as eight frames in advance). This implies that the position message can be generated just in time for transmission (which is what is done in the AIS system). The channel access delay for STDMA, as derived in this thesis, does not take this into account and is therefore only a loose upper bound on the age of the position message. For CSMA, the time when the actual transmission takes place is harder to predict in advance. It can therefore be concluded that if the position messages in STDMA are generated just in time for the actual transmission, a considerably lower channel access delay can be achieved. Given the channel access delay derived from the CSMA simulations the age of the position messages will then be greater in CSMA than in STDMA. However, it can also be concluded that the variation around the nominal
transmission times $kT$, where $k$ is an integer and $1/T$ is the update rate, is larger in STDMA as compared to CSMA.

STDMA and CSMA achieve the same reliability for a TX-RX distance less than 100 meters. However, for increased distances between transmitters and receivers (100-500 meters), STDMA always achieve a higher reliability. The higher overall reliability for STDMA is due to the time slotting and its ability to schedule transmissions in space when the network load increases.

The MAC-to-MAC delay combines channel access delay and packet reception probability into one measure and thereby the requirements on delay and reliability from the C-ITS applications can be easily assessed by inspecting the CDF of the MAC-to-MAC delay. CSMA shows a lower MAC-to-MAC delay for the packets that are successfully delivered, but STDMA manages to deliver more packets to higher layers, such that the CDF of the MAC-to-MAC delay converges to a higher value for STDMA. This illustrates the basic trade-off between delay and reliability. STDMA offers better reliability than CSMA at the expense of a longer MAC-to-MAC delay.

The simulation results for the detection distance reveal that both the unidirectional and the bidirectional detection distances are much longer for STDMA than for CSMA, regardless of the update rate. An early detection, i.e., a large distance between two stations, is important for certain use cases, such as the emergency vehicle approaching, slow vehicle, and stationary vehicles as listed in Section 2.2.3. In a highway scenario (when vehicles travel at high speeds) an early notification can avoid panic maneuvers by drivers and thereby greatly enhance traffic safety.

STDMA is better than CSMA for all evaluated performance measures, except for minimum channel access delay. STDMA is therefore more suitable for VANET-based C-ITS applications than CSMA because it achieves a better performance and the channel access delay is predictable (implying that applications can be tailored towards to take this into account). STDMA was specifically developed for the AIS, which also is an ad hoc network concept with the aim of avoiding collisions between ships. Further, it has requirement on synchronization, however, the slot synchronization also improves the overall reliability. CSMA, on the other hand, is simple, well-known, and does not require synchronization between stations.
6 Future outlook

The scalability issue of CSMA was addressed in 2009 within ETSI, which assembled an STF with the aim to DCC methods (see Section 2.2.5 for further details). The outcome of the STF was a toolbox, as outlined in TS 102 687 [34]. The toolbox is currently situated in the access layer and consists of four different knobs that can be used for controlling the network load; transmit rate control (TRC), transmit power control (TPC), transmit data rate control (TDC) and DCC sensitivity control (DSC). The latter is for controlling the carrier sense threshold in CSMA. Further, in TS 102 687 there is a suggestion of a state machine with three states; relaxed, active, and restrictive. Depending on network load measured by the station, the station switches state and performs countermeasures to avoid injecting more data traffic into the network. In relaxed state the station can transmit whatever enters the MAC layer. When the network load increases to above 25% the station switches to active state and must start-up countermeasures such as TPC. When the network load increases to above 75% the station is forced into restrictive state, where it should avoid staying. The current approach in TS 102 687 gives the mandate to the access layer to for example drop packets that has been generated in the facilities layer. From a holistic point of view, this makes the system more unreliable than necessary. The control of packet drops should be moved to higher layers, i.e., all generated packets should be transmitted. Otherwise, this can further jeopardize an already unreliable system. Especially, the C-ITS applications on the receiving side must be able to predict the behaviour of the other stations in the system.

Leaving the control to the applications generating the messages is an approach that has been researched lately. PULSAR and LIMERIC [71, 72] are two proposed algorithm for controlling the network load in CSMA when used in VANETs. They have their starting points in the BSM generation and the aim is to send as many messages as possible, converging towards a specific network load with an equal sharing of the bandwidth depending on driving context (i.e., driving with high speed requires more transmitted messages compared to a vehicle standing still in a traffic jam, simply due to the change of the vehicle’s dynamics). This generation with fair division of the bandwidth depending on driving context is also called the “cooperative awareness” approach. PULSAR and LIMERIC take into account also neighbouring stations’ sensed network load since a station perceiving a low network load can contribute to congested areas without knowing it otherwise.

In traditional networking, protocols in the communication stack are independent and not aware of what is going on at other layers. Usually, each protocol residing in each layer is optimized but vehicular communications require joint optimization of all protocols to make the system to efficiently use the scarce resources. Methods for controlling the network load is a compelling example that joint optimization is needed in C-ITS. For instance, the PHY layer could provide the local channel busy ratio, which is conveyed to the facilities layer generating packets. The application can then determine based on the busy ratio if it is possible to generate a message or not. Once generated it should have a very high probability of being transmitted.

The carrier frequency of 5.9 GHz is cumbersome to work with, since the LOS component and the first order reflections from nearby scattering objects contribute most to the received power. Unfortunately, the diffracted components and higher order reflections do not carry significant power at this high frequency. Therefore, if the LOS component is missing and there are no nearby scatterers the received signal strength can drop significantly [78]. In “The great spectrum famine” Mitchell Lazaurus
points out that the tractable carrier frequencies for mobile broadband are between 300 MHz and 3 500 MHz (3.5 GHz). Higher frequencies result in wavelengths shorter than 9 centimetres, which have trouble to penetrate walls and foliage. Lower carrier frequencies (< 300 MHz) yield antennas that are impractical in size (too large for handheld devices). For large vehicles, such as tractors with containers and rigid, the antenna placement is crucial for communication behind the vehicle at 5.9 GHz. One other aspect is also that the antenna cable cannot be too long because the signal will then be too attenuated before it reaches the decoder. A signal transmitted at a lower carrier frequency would reach longer due to reduced path loss and increased diffraction around, e.g., street corners.

The whole C-ITS world is an exciting area to study. When C-ITS becomes reality in our vehicle it has the potential to save lives and avoid accidents. The huge mass accidents occurring earlier this winter at Tranarpbron outside Östra Ljungby [80] in the southern part of Sweden could have been avoided (or at least the impact could have been minimized) if C-ITS had been in place. Accidents cost the society enormous amount of grief and money every year.

In the latest CAM specification, generation rules depending on driving context have been developed (see Section 2.2.3). These new generation rules have not been used in this thesis, and it would be very interesting to investigate this further in the STDMA case. For instance, it would be interesting to see what STDMA can offer to control the network load, since it already keeps track of all neighbours in its frame. Even though STDMA offers predictable channel access delay and all stations are guaranteed channel access, the interference level will at some point not allow for more data traffic.
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Appendix A – Abbreviations

AC    Access Category
ACK   ACKnowledgement
AIFS  Arbitration InterFrame Space
AIFSN AIFS Number
AIS   Automatic Identification System
AP    Access Point
ASTM  American Society for Testing and Materials
BE    Best Effort
BK    Background
BSA   Basic Set of Applications
BSM   Basic Safety Message
BPSK  Binary Phase Shift Keying
BS    Base Station
BSS   Basic Service Set
BTP   Basic Transport Protocol
C-ITS Cooperative ITS
CALM  Communication Access for Land Mobiles
CAM   Cooperative Awareness Message
CALM  Communication Access for Land Mobiles
CDF   Cumulative Distribution Function
CEN   European Committee for Standardization (French: Comité Européen de Normalisation)
CRC   Cyclic Redundancy Check
CSMA  Carrier Sense Multiple Access
CSMA/CA CSMA with Collision Avoidance
CSTDMA Carrier Sense TDMA
CW    Contention Window
DCC   Decentralized Congestion Control
DCF   Distributed Coordination Function
DENM  Decentralized Environmental Notification Message
DIFS  Distributed InterFrame Space
DSAP  Destination Service Access Point
DSRC  Dedicated Short-Range Communication
DSC   DCC Sensitivity Control
EDCA  Enhanced Distributed Coordination Function
EE    Excellent Effort
EN    European Norm
ES    ETSI Standard
ETC   Electronic Toll Collection
ETSI  European Telecommunications Standards Institute
EU    European Union
FCC   Federal Communications Commission
FCS   Frame Check Sequence
FOT  Field Operational Test
GLOSA  Green Light Optimal Speed Advisory
GN  GeoNetworking
GNSS  Global Navigation Satellite System
GPS  Global Positioning System
HF  High Frequency
IBSS  Independent BSS
ICRW  Intersection Collision Risk Warning
IEEE  Institute of Electrical and Electronics Engineers
IPv6  Internet Protocol version 6
ISO  International Organization for Standardization
ITS  Intelligent Transport Systems
ITU  International Telecommunications Union
ITU-R  ITU Radio communication sector
LCRW  Longitudinal Risk Collision Warning
LDM  Local Dynamic Map
LF  Low Frequency
LLC  Logical Link Control
LTE  Long Term Evolution
MAC  Medium Access Control
MIB  Management Information Base
QAM  Quadrature Amplitude Modulation
QoS  Quality of Service
QPSK  Quadrature Phase Shift Keying
PHY  Physical layer
RHS  Road Hazard Signaling
SAE  Society of Automotive Engineers
SIFS  Short InterFrame Space
SINR  Signal-to-Interference-plus-Noise Ratio
SNAP  SubNetwork Access Protocol
SSAP  Source Service Access Point
STDMA  Self-organizing TDMA
TC  Technical Committee
TCP  Transmission Control Protocol
TDMA  Time Division Multiple Access
TR  Technical Report
TS  Technical Specification
TTC  Time-To-Collision
UDP  User Datagram Protocol
UP  User Priority
UTC  Coordinated Universal Time
VANET  Vehicular Ad hoc NETworks
VI  Video
VO  Voice
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAVE</td>
<td>Wireless Access in Vehicular Environment</td>
</tr>
<tr>
<td>WG</td>
<td>Working Group</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Network</td>
</tr>
<tr>
<td>WSA</td>
<td>WAVE Service Announcement</td>
</tr>
<tr>
<td>WSM</td>
<td>WAVE Short Message</td>
</tr>
<tr>
<td>WSMP</td>
<td>WAVE Short Message Protocol</td>
</tr>
</tbody>
</table>