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Automotive Threat Assessment Design for
Combined Braking and Steering Maneuvers

Mohammad A", Esteban Gelsband Jonas Sjobetgy

Abstract—The active safety systems available on the passenger In [4], we presented a model based threat assessment
cars market today, automatically deploy automated safetyriter-  method, specifically accounting for limitations in the ais
ventions in situations where the driver is in need of assistece. In 514 the driver’s ability in safely driving the vehicle. We
this paper, we consider the process of determining whetherugh . .
interventions are needed. In particular, we design a threaassess- prop_osgd a SOIU,“O” to the problgm of evaluatmg Wh.ether an
ment method which evaluates the risk that the vehicle will gher ~admissible steering maneuver exists, that can drive thielegh
leave the road or its maneuverability will be significantly reduced while keeping it within a prescribed subset of the state and
within a finite time horizon. The proposed threat assessment input space, where the driver is deemed capable of preggrvin
method accounts for combined braking and steering maneuver  yepicle safety. The underlying idea is that, if such a stepri
which results in a nonlinear dynamical vehicle behavior. Wefor- - . .
mulate the threat assessment problem as a nonconvex constria  Maneuver 0_'095 not EXIS.'[, the dr|v.er can be deemed incapable
satisfaction problem and implement an algorithm that solve Of maintaining safety without assistance and an autonomous
it through interval-based consistency techniques. Expemental assisting intervention is thus motivated.
validation of the proposed approach indicates that constrant In this paper we extend the problem formulation and instead
;’r'l?leag;g” can be predicted, while avoiding the detection ofalse  ,q505e a solution to the problem of evaluating whether an

' admissiblecombinedsteering and braking maneuver exists,
that can drive the vehicle while maintaining it within a
prescribed subset of the state and input space. Just like in

This paper considers the threat assessment problem in [l- the underlying idea is that, if such a maneuver does not
tomotive driver assistance systems. In particular, we idens exist, the driver can be deemed incapable of maintainingfpaf
automotive safety systems with the capability of activgtinwithout assistance. By excluding the possible existence of
automated safety interventions in case there is a risk th@imbined maneuvers, the risk for unwanted interventions is
the vehicle will depart the road. According ta [1], roadwagven further reduced and autonomous assisting interrentio
departure accidents account for approximately half offiraf are thus even more motivated.
related fatalities|[1]. Several systems that attempt rieduc  Although the reachability analysis tools used to devel@p th
such accident either through warnings or interventionsehamethod we proposed in/[4] are powerful, they are restricted
therefore been proposeg [2, 3]. A common problem in safetly linear (and piece-wise affine) systems with polyhedral
systems is the problem of determining whether a situatimonstraints. Dynamical models that simultaneously captur
is critical such that an automated intervention needs to bevehicle’s longitudinal and lateral dynamics are however,
activated. We refer to this problem as the threat assessmiantgeneral, nonlinear. In the design of threat assessment
problem. algorithms that account for combined braking and steering,

A challenging aspect of the threat assessment problemthig restriction to reachability analysis tools for linegstems
that it is inherently associated with potentially confligti can thus be limiting. For systems with nonlinear dynamics
objectives. On one hand, safety systems need to detecatritend possibly nonlinear, non-convex constraints, reaehsditis
situations and adequately assist the driver whenever shisare more difficult to compute. Inl[5], the reachable set for a
necessary in order to ensure vehicle safety. On the othet, hamonlinear system is approximated by considering a large-num
alerts or interventions which drivers consider unnecgssaber of candidate trajectories generated using rapidlyeexy
contribute negatively to their confidence in such systems. random trees. This method can generate a large number of
highlighting example of this, is the case where a safetyesyst candidate trajectories but the resulting reachable sdwisya
suddenly performs an unmotivated full braking intervemtio a subset of the true reachable set. A different approach is
If such an unmotivated intervention occurs, the driverafeo considered in|[6], where an algorithm for computing the
dence in the safety system would be seriously compromisédckward reachable set for a nonlinear system is presented.
In commercially available safety systems, interventions aThe approach proposed in [6] however requires the solution
therefore often suppressed in uncertain situations anekdss of a time-dependant partial differential equation whidke |
only once accidents have become unavoidable for the drivénany other approaches, is associated with high memory and

computational costs. A discussion on algorithms for corimgut

Copyright (c) 2012 IEEE. Personal use of this material isnjiged. reachable sets for complex systems is provided|in [7].
However, permission to use this material for any other psepomust be In the approach presented here, we reformulate our threat
obtained from the IEEE by sending a request to pubs-peronis@ieee.org. . . . .

assessment problem as a constraint satisfaction probl&m wi

ajActive Safety and Chassis, Volvo Car Corporatitibepartment of Signals . ' ] e
and Systems, Chalmers University of Technology. nonlinear equality constraints. This is a non-convex pobl
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formulation. In solving this problem we resort to interval- Y
based consistency techniques, which have been applied in
several different domains. Examples are model-based fault

detection, model-based fault diagnosis, robust contra an X : \ZM et pont n AR

robotics, see e.g.|[8]. z%\
When using interval techniques the solution sets (see Defi- H E,/ N

nition[d) are represented by one or several intervals or fioxe R P

By restricting the sets to this limited structure, the iugdr &*\ e

based methods can be used to obtain approximative solutions —

to nonconvex constraint satisfaction problems, enablhmg t
possibility to utilize nonlinear models and constraints. will
be shown in Sectioh 1V, these solutions can be arbitrarir)'/g'
close to the true solutions if sufficient computational tegses
are available. Nevertheless, in reality computationadueses f the road centerline, i.e., the orientation of the tangerthe
are always limited and the interval based approaches ofE L

Mrve T, in the pointO in Figure[l ande,, = 1 — ¥y is the
a flexible trade-off between computation time and accura‘iyehicledorientatign in the Iar?e [ v =Y =Y

Iteratively they improve the accuracy of the approximate In a real-time application, the road curvatufe), wheres

solution and this can continue until the computational tisve enotes distance along the road ahead of the vehicle might be

finished. Then a solution, which is guaranteed to enclose t Etained from a digital map or through a vision system. The

true solution is returned. This means that a result is redirn : A :
. . . . - sensing technologies in e.q. [9] can be used for this purpose
even when the available computational time is insufficient

. . . : %urther, assuming = v,, the exogenous disturbance signal
achieve the desired accuracy. For algorithms that run ik re% can then be ag roiifimated thr?)u h the relati o 9
time, this is an important benefit. & bp 9 o r

. . ence, we make the following assumption.
The rest of the paper is organized as follows. Sedfion 'I—I Assumption 1:We assume an estimate ¢f; is available

presents the models used in the threat assessment algorithm S :
over a future finite time horizon.

to describe the vehicle behavior. In Section Ill, the threat . .
. . .. Forces acting on the vehicle are generated at the contact
assessment problem is formulated as a constraint saiisfact .
oIV | atch between tire and road. We denote Ry and f,, the
problem. Sectio introduces the fundamental conce Srce components acting along the longitudinal and‘léltmal
of interval analysis. The proposed algorithm for the threat P 9 9 9

assessment problem is presented in Sebn V. In Segibn is, which Ie_ad to the f_ollowmg longitudinal and lateratde
. X : c%{nponents in the vehicle body frame,
we present experimental results obtained with the proposé

1. Vehicle modeling notation.

algorithm. Finally, in Sectioi_ V]l we close the paper with Fy, = fu, c08(8) — fy, sin(0), Fy, = fa,, (2a)
final remarks. . ‘ ' '
Fy, = fa, sin(d) + Tys cos(9), Fy, = fy,- (2b)
1. MATHEMATICAL MODELS We assume the vehicle is front wheel driven and calculate
To describe the vehicle motion within the lane, we use tge longitudinal force components as,
stand_ard single-trat_:k ve_hicle model, iIIl_Jstrated in Fegdr fop = pfor Joo =0 —p)fo, if fo <0 3)
Consider the following differential equations, foy = fo fe, =0, if f, >0
muy = mvyd} +2[Fp; + Fe, ], (1a) wherep gives the brake distribution between the front and rear
miy = —mugth + 2 [Fy, +Fy.], (1b) axle imposed by the design of the brake system and the total

longitudinal forcef, is considered as an input signal.

T = 2,[lfF?f — By, (1c) The lateral tire force components are computed using a
€y = — Y, (1d)  simplified version of the magic tire formula [10],
éy = vy cos(ey) + vy sin(ey), (1e) For = 0ifs0ns oo, = pFs, sin (Cs arctan(B; o)),
where,m and J. denote the vehicle mass and yaw inertia, ., _ ACLEN St T (f,r), (4)

respectively,F, ., I, are the lateral tire forces at the front s ’

and rear axles, respectivelyf, ., I, are the longitudinal whereB; andC; are stiffness and shape coefficients, respec-
tire forces at the front and rear axles, respectively apd tively, at the two axlesy; are tire slip anglesy is the friction
and v, denote the vehicle’s longitudinal and lateral velocitgoefficient andF,, denotes the normal forcg, o, is the lateral
components, respectively: denotes the vehicle direction offorce in pure cornering conditions. However, simultaneous
travel in a fixed global frame and denotes the vehicle acceleration and cornering results in a reduced lateraefor
rotation rate around a vertical axis located at the velscleThis effect is modeled by multiplying,o, with ¢; in (@), [10].
center of gravityl; and/, denote the distances of the front Assuming small angles, the tire slip angles are approxithate
and rear axles, respectively, from the vehicle center ofityra as,
as shown in Figurg]le, denotes the distance of the vehicle vy + 1) vy — I 5
center of gravity from the road centerling; is the orientation af=———— =0 a=——, )

Vg (%



whered denotes the steering angle at the front wheel and isThe constraintd{7}-{9) can be compactly written as,

also considered an input signal.
The friction coefficienty in (4) is considered an exogenous h(x(t), u(t), w(t)) <0, (10)

disturbance signal. where0 is a vector of zeros with appropriate dimension.

Assumption 2:In this paper, at each time instant, we will
assume an estimate pfis available and this is kept constant
over a finite time horizon.

In general, friction estimation is however difficult and végs i i

high excitation of the vehicle dynamics. In addition, thesno !N this section we formulate the threat assessment problem
common estimation techniques, based on vehicle dynamfts @ Constraint Satisfaction Problem (CSP). At each time
signals, provide estimates of the friction coefficient ag tHnstant, if th,e vehicle state does not satisfy the conss4li0),
current position but not for the coming road. See é.d. [11, 14he vehicle’s operat|oq can be considered unsafe. Thetthrea
for an overview on friction estimation techniques. assessment problem is therefore formulated as the problem

We write the modelL)E(5) in the following compact form©f evaluating whether an admissible sequencecahbined
steering and braking maneuvensexists, that can drive the

IIl. THREAT ASSESSMENT AS A CONSTRAINT
SATISFACTION PROBLEM

x(t) = f(x(t),u(t), w(t)) (6) System [(6) over a future finite time horizon, while satisfyin
’ T’ ’ the constraintd(10).
where x = [vm, Uy, ¥, €xps ey} ,u = [fs 5]T and Denote by,

1) V ={z,...,2,}, a set of numeric variables,
2) D={2,...,2,}, a set of domains wherg,, is the
domain associated with the variablg
3) ¢ = {Ci(z),...,Cn(2)}, a set of constraints where
A. Constraints a constraintC;(z) is determined by a numeric relation
In this section, we express the requirements that the \ehicl ~ (equation, inequality, inclusion, etc.) linking a set of
stays in the lane while operating in a stable operating regio  Vvariables under consideration.
as constraints on the vehicle state, input and disturbange let CSP = (V,D,C), denote a CSP and introduce the
variables. following definition,
Letey,,, i € {f,r}, j € {l,r}, be the distances of the Definition 1: The solution of a CSPs0l(CSP) is the set
four vehicle corners from the lane centerling, ( is shown of numerical variables: for which all the constraint§); € C
in Figure[1). The requirement that the vehicle stays in the laare satisfied, i.e.,
is then expressed,

w = {&d, M} are the state, input and disturbance vectors
respectively.

Y = {z € Z|C;(z) holdsVC; € C}. (11)

T Cymax < Cyij

< Chman- @) : - :
- o Y . The threat assessment CSP is formulated in discrete time,
In addition to staying in the lane, we require that thghe continuous time systerfil (6) is therefore discretized wit

vehicle operates in a region of the state space where W&ampling timeT, to obtain the discrete time constrained
vehicle is easily maneuverable by a normally skilled drivegystem,
The requirement that the vehicle operates in stable operati
conditions is ensured by limiting the tire slip angles
. x(k+l) = f4(x(k), u(k), w(k)), (12a)
Qi S O S Qioy 1 € {f,7}- ® hi(x(k), u(k), w(k)) < 0. (12b)
In this region the vehicle behavior is predictable by most

drivers and Electronic Stability Control (ESC) systems art()eeT;ztggeaag assessment CSP over a 1-step horizon can now

inactive.
The driver can influence the vehicle’s motion through the V= {x(k),x(k + 1), u(k),u(k + 1),e(k)},
input signalss and f,.. The force componeny, is limited by D = { Xy, Xios1, U, Unt1, Ex )

the available friction and the steering wheel angls subject C = (hl(x(k+1), u(k +1), w(k+1)) <0,

to mechanical constraints imposed by the vehicle design. We (13)
will also assume that, for convenience purposes, underaiorm x(k+1) = f4Ux(k), u(k), w(k)),

circumstances, the driver.WiII not impose larger decelenat hd(x(k), u(k), w(k)) <0,

and steering rate than, .., dmax- We express these limitations %(k) = x(k) + e(k)},

as,

where x(k) is the vector of state variables estimates and

~Omax < 0 < dmax, (92) e(k) represents the uncertainty associated with the estimates.
—pFy < fu, < pF,, (9b)  For each estimate, the uncertainty is considered unknown bu

—Mamax < fo <0, (9c) bounded, i.e.e(k) € &, for some bounded sefy. The

e < E < b (9d) symbolsXy, Uy, denote the domains associated with the state

and input vectors at time stép respectively. We note that, in
Rate limitations for the braking force are neglected. the CSPI[(IB), the disturbance signeiék), w(k+ 1) are not
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considered as part of the set of numerical variable3his is

a consequence of the Assumptidds 1 ahd 2 where estimates” . k=0 o= - k=0 = [ 0

of the disturbance signal are assumed available. We remark ‘

that if the accuracy of the available sensor setup is pods, it

possible to account for uncertainties by including thegeas < .. k=1 k=1

in V and associated (uncertainty) domaing, W1 in the - .

set of domaingD. The N-step threat assessment CSP can be

formulated by repetition of (13). f ,ﬂ a7
IV. SOLVING CONSTRAINT SATISFACTION PROBLEMS B BT CRETHIGE T A

USING INTERVAL TECHNIQUES xl x x

@) (b) (©

Several methods can be used to find the solutibto a
CSP (Definitior1L). This section gives a brief introduction tFig. 2. Approximated solution sefs for the problem considered in Exam-

interval based consistency techniques, which have beah ubeEﬂ Wi”|1 increasing Scuracy from left to right. The Ouéﬁpmf?maﬂonx .
. o of the solution: is calculated using Box-consistency and a splitting step t
In the_ results presented ”?‘ this paper. . . generates sub-boxes by a succession of bisectioris@f))] and [z2(0)].
In interval-based consistency techniques, the solution fe green (brighter) sets show the dom&irand the blue (darker) sets show

a CSP,x, is approximated by one or several intervals ghe solution sets at time steps= 0, 1, 2.

boxes|z];. The solution X, is obtained by pruning the initial

domain of the variables of the CSP, and through successive

elimination of subboxes which cannot contain the solution.

The consistency techniques most commonly used are knoligninside D hence they cannot be excluded from the solution
as Hull-consistency (also called 2B-consistency) and Bofet at this point. We also note that a portion [&f2)] lies
consistency, or are variations of thern, |[13]. In general, iPutside D which indicates that the initial regiofx(0)] is

terval techniques are associated with wrapping of geneti sPotentially too large.

into boxes, decomposition of constraints and use of interva |n order to improve the accuracy of the solution we split the
operations which leads to overestimation of the solufidn jnjtial box [x(0)] into four sub-boxes. We utilize the inclusion
This overestimation can be done arbitrarily tight with th@nction [fd] again to propagate the four sub-boxes two time
cost of increased computational time, as will be descrilmed gteps, The obtained results are shown in Fiure] 2(b). We note
the following example. In this manuscript we utilize intefv that, atk = 2 two of the boxes are totally outside the domain
techniques which provide an outer approximatidnthat is D, Consequently they can be excluded from the solution set
guaranteed to enclose the true solutionThe choice of such 5 (for all k) and higher accuracy of the solution set can be
techniques is commented in Sect[oh V. obtained.

We illustrate the main functionality of the interval tech- h £ split d ina b b
nigues through a simple example while for a rigorous treat-T € process of spiitting and propagating boxes can be con-

ment of consistency techniques for CSPs we refer the i_WJ“ed until thhe desired acguralcy_ has_been rlea(I::hed,tIL;

terested reader to _[14] 8]. For the sake of clear and ed§fn|1pt¥t orft € ZQmPUtat'OfrIi tlrkr:e IS O.Ut' hn |g(c)t €

presentation, a simplified approach has been adopted in fﬁ%u,t atter four divisions o the boxes is shown. Clearhy t
solutions in Figuré 2(¢) are smaller and more accurate than

example. . g

Example 1:Consider the nonlinear discrete time statet-he solutions in Figur 2(g).
space model,

.Il(k + 1) = —O32\/.§Cl(l€) + 21 (k) + 0.36\/I2(I€), (143)

with its real variablesz; and z, ranging in the domains V- INTERVAL-BASED THREAT ASSESSMENTALGORITHM

[0.3,0.36] x [0.205,0.3], which definesD. Assume that the
state variables ak = 0 belong to the intervaldz,(0)] =

[0.304,0.336] and [x2(0)] = [0.256,0.284], respectively. We .
are interested in computing the solution &&at time instant In Sectionll, we formulated the threat assessment prob-

k=2, ie., {x(k) € D with k € {0,1,2}] x(k + 1) — lem as a constraint satisfaction problem and in Sedfioh IV

; - howed how such problems can be solved with interval
Fi(x(k)),x(0) € [x(0)]}, where f(x(k)) is defined by[(I4). W€ SN . .
We start from[x(0)] which in this example is already a box techniques. In this section we formulate the threat asssssm

hence no wrapping is needed. We utilize a natural inclusi&lgot”thm ‘tNh'Ch is to be repeatedly solved in an automotive
function [f¢] to propagatex(0)] two time steps and obtain S&'€Y SyStem.

interval approximations ofx(1),x(2) € D| x(k + 1) = Denote byW; = [wg, Wii1,...,WrrN—1] @ Sequence
fé(x(k)), x(0) € [x(0)]}. Figure[2(@ showsgx(0)], the of disturbance samples over the horizidnk + N — 1]. We
computed approximationgx(1)] = [f?]([x(0)]), [x(2)] = formulate anN-step threat assessment CSP and enforce the

[f%([x(1)]) andD. We note that portions dfk(1)] and[x(2)] constraints[{Z0) to hold for each time step over a finite time



speed limits, while in theougherdriving case, the driver was
driving as fast as possible. During driving, the proposedah
assessment was inactive and the collected data has instead
been post-processed through Algoritinusing a laptop PC.
This enables the possibility to evaluate the performance of
the threat assessment approach without influencing theleehi
motion and driver behavior through safety interventions: F
the post-processing with Algorithrh no upper bound on the
computational time was set.

The parameter values used are provided in Tdbles [and II.

Fig. 3. Test track used to collect the experimental data. ddréer color TABLE |
vehicle’s denote vehicle positions at times the symbob denotes the vehicle VEHICLE MODEL PARAMETERS
positions at time$;, the brighter color vehicle’s denote the vehicle positions
at timesc; and the symboll denotes the vehicle positions at timés m [kg] J. [kgm?] ly [m] I [m]
1695 2617 1.14 1.50
a [m] b [m] w [m] p [
. 1.83 2.69 1.77 1
horizon of NV steps,
Bf ['] B, ['] ny Cr ['] P [']
V={x(k),...,x(k+N—-1), uk),...,u(lk+ N —1), -10.5 -12.7 0.5 0.6
e(k)},
D= {[X(/{)], KRR [X(k +N - 1)]7 [u(k)]a ceey TABLE Il
[u(k + N —1)],[e(k)]}, DESIGN PARAMETERS
C = {x(l + 1) = fd(x(i), u(i), W(Z)), i=k,....k+N—2, Cymax [M] ayp o [0] Qfy e Ormax [°]
hi(x(i),u(i),w(i)) <0, i=k,....k+ N —1, 161 -4 4
bod _ Amax [m/52] Omax [O] Omax [O/S]
Sx(k) = x(k) +e(k)}, . ’ oo
CSPra=(V,D,C). (15) Ts [ms] N[
40 11

A threat assessment algorithm that sets a safety flag ‘in
case the threat assessment CER (15) has an empty solution,
hereby referred to as Algorithmy, has been implemented. InThe parameters in Tall | are vehicle specific parameteits whi
Algorithm 1 an interval-based branch and prune algorithm the parameters in Tablg Il are design parameters. The desire
used to find the solutio = sol(CSPra), of the threat behavior of a safety system is subjective and, just like with
assessment CSP_(15). As noted in Seclioh IV, the solutiery. stability control systems, drivers have differenf@rences
¥ obtained with the interval solver is an outer approximationn activation timing and control authority. Large values of
that encloses the true solutidn i.e., ¥ C . Consequently the bounds in TablE]ll delay interventions and can jeopardie
Y = () = X = 0, hence, based on the modél](12), gafety while small values will lead to a system that inteagn
violation of the constraints[ (10) can be guaranteed withisften and might be perceived as intrusive. For a commercial
the horizon of N-steps if ¥ is empty. In such case, a flagapplication, it is possible to give drivers possibility thaose
notSafe is set, activating an autonomous intervention drom a set of parameter configurations to accommodate the
warning. Waiting untilX = (), reduces the risk of activating needs and preferences of different drivers. In this paper, t
autonomous interventions in situations where the driveois performance of the threat assessment algorithm has been
in need of assistance. However, if the difference between ttuned and evaluated based on its ability to predict comstrai
sets¥ and ¥ is large, the autonomous intervention might beiolations that actually occur and avoiding false constrai
delayed which limits the effect of the intervention. violation predictions, rather than relying on preferenods
specific drivers. The bound, has been set by the road
width and the rest of the design parameters in Table Il have

been tuned by balancing between maintaining a capability to

In order to_ validate the proposed threat assessment @Btect threats while avoiding interventions when no camstr
proach, experimental testing has been conducted at adekt tr, iolation is imminent

located approximately 100 km outside.Gt')teborg,.Swe.dee. T Uncertainties in the state estimates have been accounted fo
test track is about 5 km long and is shown in Figlie setting
Measurements of the state variables and disturbances we¥e '
le(k)] = [e1(k)] x [e2(k)] x [es(k)] x [ea(k)] X [e5(K)],
|

VI. EXPERIMENTAL RESULTS

collected using a differential GPS unit, a built-in high giston
inertial measurement unit along with a digital map. The test ei(k) = [-0.05]Z;(k)|,0.05|z;(k)|] , i € {1,2,3,4,5}.
vehicle was driven several laps by a professional driveickvh (16)
adopted both anormal and rougher driving style. In the wherez;(k) denotes thé-th component of the measured state
normal driving case, the driver was asked to keep the postedctor x(k). We remark that, potentially, the performance
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Fig. 4. (a)-(f) compare the approximated solution Sebbtained through Fig. 5. (a)-(f) compare the approximated solution Sebbtained through
Algorithm 1 at positionb; to measured vehicle states and steering angles. Eaglgorithm 1 at positionb2 to measured vehicle states and steering angles. Each
box shows predicted admissible variables for each step thweprediction box shows predicted admissible variables for each step theeiprediction
horizon and the red solid line shows the actual trajectoayeirsed by the horizon and the red solid line shows the actual trajectoayetrsed by the
vehicle. vehicle.

(a) (b) (c)

2

of the proposed threat assessment method could be furthes, "+ T TTTOT T os
improved by utilizing knowledge about the measurement acz,, A Y i OM‘H‘H{
curacy of the sensors used to acquire the state estimates. < =2 VELT| s

The performance of the proposed algorithm whammbined o 5 4 6 s 10 o 3 4 6 s 10 0 2 4 s 5 10
steering and braking maneuvers of the driver are considered Distance s [m] 1 Distance s [m] Distance s [m]
is compared to a previously published algorithm where only IS L T
steering is considered. We will refer to this alternative alﬂf oﬂﬂf £, E °H4_I_H_H_H{
gorithm as Algorithm2. In Algorithm 2, the vehicle model &, s :,m
is linear and the threat assessment problem is then easierto! . b
solve. Details about the alternative algorithm are prodite Distance s [m] Distance s [m] Distance s [m]

[15]. The proposed threat assessment algorithm, AIgor'[thmF, 6 (@0 " o ted solution Sebbtained throudh
. . . s ig. a compare the approximated solution ained throug
proved capable of predlctlng violation of the ConStral)( Algorithm 1 at positionbs to measured vehicle states and steering angles. Each

within the prediction horizon without issuing any false@et box shows predicted admissible variables for each step iheeprediction
tions in the considered dataset. horizon and the red solid line shows the actual trajectoayetrsed by the

Next, we show results obtained in the situations |Ilust1‘atevehlcIe

in Figure[3, where the following notation is useq:denotes a

time instant where the Algorithr returnsnotSafe =1, i.e.,

when the solution seb is empty. In Figurd 13, the vehicle solution sets$” are not empty which indicates that, potentially,

positions at timesa; are marked out with a darker colorthere exists some combined braking and steering action that

vehicle. b; = a; — 100ms and corresponding positions arean keep the vehicle within the lane from these positions.

marked with the symbod in Figure[3. These positions haveNevertheless, the Figurés M 5 abd 6 show that the driver

been indicated for analysis purposes.are time instances chooses to maintain the high velocity and steering angle in

where the alternative (steering only) threat assessmeot althese situations. Potentially, the driver was willing takri

rithm, Algorithm 2, predicts a constraint violation and theslightly crossing the lane markings in order to be able to

corresponding positions are marked with the brighter colaraintain a high speed throughout the curve, while keeping

vehicle in Figurd B. Finallyd; denotes a time instance whereaway from the outer lane border. Consequently at timesz,

a violation of the constraint$_(1L0) occurs and correspandiand a; the solution set&. are empty, hence at these points,

positions are marked with the symbal according to the assumed model and control limitations, the
Consider the time instancés, d» andds. At times,d;,d,, constraint violation has become unavoidable. At these time

the vehicle is traveling at a speed of approximatélykm/n instances, it took the algorith@0ms, 300ms and< 1ms,

and atds; the speed is approximately 110 km/h. We noteespectively, to conclude that is empty.

that, at these time instances, the vehicle violates thetippsi  If the available actuators can overcome the assumed control

constraints[{[7) by crossing the lane marking at the innez sitimitations of the driver, an assisting intervention mige

of the curves. In Figurgl3, the positions at the time instancissued in such situations in order to avoid the imminent

c1, ¢, c3 indicate that Algorithn2 predicts these situationsconstraint violation. In FigurE]3 we note that an interventi

somewhat early. At the times,, c¢s, c3 it is according to based on Algorithm 2, would come early and hence increase

Algorithm 2 no longer possible to avoid a constraint violatiotthe possibility of avoiding the constraint violation as quamed

by the adopted steering only approach. FigureEl4, 5[andt®, Algorithm 1 which, as noted in Figurel 3, detects the

show the solution set& obtained by Algorithm 1, at times constraint violation late. In general howeveyrve cutting

b1, bo and b3 respectively. At these time instances thé often actively chosen by the driver and thus becomes
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Fig. 7. (a)-(f) compare the approximated solution Sebbtained through Fig. 8. (a)-(f) compare the approximated solution Sebbtained through
Algorithm 1 at positionb4 to measured vehicle states and steering angles. Ea8lgorithm 1 at positionbs to measured vehicle states and steering angles. Each
box shows predicted admissible variables for each step theeprediction box shows predicted admissible variables for each step tneprediction
horizon and the red solid line shows the actual trajectoayeirsed by the horizon and the red solid line shows the actual trajectoayetrsed by the
vehicle. vehicle.

(a) (b) (©

unavoidable very late. In such situations, the driver mighs =< =
perceive an early intervention as intrusive. = HToin &

) zo.s
< “_I_|_H—H—H‘H'H
g 0
Let us instead consider the situation occurring between \WH_H_HH 08
E -1

the time instances:; and ds where the relation between o 2 4 6 8 10 o 2 4 & 8 10 o 2 4 6 8 10
. . . . . Distance s [m] Distance s [m] Distance s [m]

excessive speed and the constraint violations is more. é¢ar @ , © 0)

time ¢4, the vehicle is traveling at a speed of approximately. ,, o ovswﬂﬂﬂ o

85 km/h and Algorithm?2 indicates that it is not possible £ o—‘—'—”—D—Q‘B'H % 0 £ o I |ﬂ

to avoid a constraint violation within the prediction hanz <. s =

by steering only. At timebs, the vehicle speed has been <z/————— 0% e

slightly reduced to84 km/h and Algorithm1 can still find Distance s [m] Distance s [m] Distance s [m]

a nonempty solution sef. The obtained solution set is . S :

. . L. . . . . 9. (a)-(f) compare the approximated solution Eebbtained through
reported in Figuré]7 and indicates that constraint Viotetio aigorithm 1 at positionbs to measured vehicle states and steering angles. Each
are potentially still avoidable througtombinedbraking and box shows predicted admissible variables for each step theerprediction
steering. A safety intervention, triggered by AlgoritRmmight C(ejrzlif:?g and the red solid line shows the actual trajectoayetrsed by the
in this case have been considered unnecessary or at least
early since no constraint violation occurred within the dim
interval [c4, ¢4 + NT]. Nevertheless it turns out that the
speed reduction adopted by the driver is insufficient. Aetim28ms. At timeds € [as, as + NTs], the vehicle’s front left
a4, Algorithm 1 indicates that a constraint violation is nocorner indeed crosses the outer lane marking violating the
longer avoidable, after: 1ms of computational time. At time constraints[{[7) as predicted by Algorithtn In this situation,
dy € [as, as+ NT,], the vehicle indeed violates the stabilitybOth the violations of the stability constraints at tirde and
constraints [{8), hence the constraint violation predidpgd the position constraints at timé;, seems to be related to
Algorithm 1 can be considered correct. the excessive speed adopted when the vehicle approached the

The experimental vehicle was equipped with an electrorfi¢fVe. In this case, a braking safety intervention issuexttha
stability control system which, in this situation, was aated. ©On €ither Algorithm1 at the time instant, or by Algorithm
The stability control system can apply braking to indivitlug2 at the time instant, might have reduced the speed enough
wheels and is thus not restricted by the assumed contf@/@void the constraint violations.
limitations of the driver. By braking individual wheels, -ad Finally we highlight that, in the considered dataset, nedal
ditional yaw moment is generated by the stability systemonstraint violations where indicated by Algorithin while
forcing the vehicle back in to the stable operating regioilgorithm 2, in some cases, predicted constraint violations
Keeping the vehicle in the lane is however not an objectiwehich the driver managed to avoid by reducing speed. As an
of the electronic stability system. Instead, the driverdseeexample, consider the point corresponding to the time insta
to steer the vehicle correctly in order to stay in the lane. b, shown in Figur€13. In this point, the solution set obtaimed i
this case, even though the vehicle is forced back in to tidgorithm 2 is empty. Since no subsequent constraint violation
stable operating region, the stabilizing intervention bomad occurs however, this can be considered a false threat aetect
with the driver's steering action does not keep the vehiclehe solution set obtained with Algorithinis on the other hand
in the lane. At timeas, Algorithm 1 recognizes that even nonempty and is shown in Figuré 9. We note that the solution
though the vehicle is operating within the stable operatirsgt obtained with Algorithml encloses the actual trajectory
region, due to the position and motion of the vehicle, &aversed by the vehicle and that no intervention is needed i
violation of the constraints[{7) is unavoidable. This tookhis scenario.



VII. CONCLUDING REMARKS Estimation,”Vehicle System Dynamijosol. 41, no. 4, pp.

) 249-276, Apr. 2004.
A model based threat assessment method, which acco 1% F. Benhamou, F. Goualard, L. Granvilliers, and J. F.

for combined braking and steering maneuvers in assessing th Puget, “Revising Hull and Box Consistencyroceed-
risk of unintended roadway departures has been presented an ings of the International Conference on Logic Program-
evaluated using experimental data. Compared to previously ming 1999.

published approaches, which account for steering only, tfﬁl] H. Collavizza, F. Delobel, and M. Rueher, “Comparing
present method reduces the risk of false threat detectidle wh Partial ConsistenciesReliable Computingvol. 5, no. 3
maintaining the ability to predict constraint violatioriEhe pp. 213-228, 1999. ' '

preliminary results presented in this manuscript motifate [15] E. Gelso, M. Ali, and J. Sjoberg, “Threat Assessment fo
ther investigation of the algorithm’s ability to predictresiraint Driver Assistance Systems Usi,ng Interval-Based Tech-

violations and the frequency of false threat detections. niques,” inIFAC World CongressAug. 2011, pp. 9782—
9787.
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