THESIS FOR THE DEGREE OF DOCTOR OF PHILOSOPHY

Non-invasive EEG Functional Neuroimaging
for Localizing Epileptic Brain Activity

by

YAZDAN SHIRVANY

Department of Signals and Systems
CHALMERS UNIVERSITY OF TECHNOLOGY
Göteborg, Sweden 2013

Göteborg 2013
Non-invasive EEG Functional Neuroimaging for Localizing Epileptic Brain Activity

YAZDAN SHIRVANY

This thesis has been prepared using \LaTeX.

Copyright © YAZDAN SHIRVANY, 2013.
All rights reserved.

Doktorsavhandlingar vid Chalmers Tekniska Högskola
Ny serie nr 3491
ISSN 0346-718X

Department of Signals and Systems
Signal Processing and Biomedical Engineering
Chalmers University of Technology
SE-412 96 Göteborg, Sweden

Phone: +46 (0)31 772 1716
Fax: +46 (0)31 772 1725
E-mail: yazdan.shirvany@chalmers.se

Front cover: Credit @psdesign1 - Fotolia.com.

Printed by Chalmers Reproservice
Göteborg, Sweden, February 2013
If we knew what it was we were doing, it would not be called research, would it?
A. Einstein (1879-1955)
Abstract

Epilepsy is one of the most common neurologic diseases in the world, and is present in up to 1% of the world’s population. Many patients with epilepsy never receive the treatment which make them seizure free. Surgical therapy has become an important therapeutic alternative for patients with drug resistant epilepsy. Correct and anatomically precise localization of the epileptic focus, preferably with non-invasive methods, is the main goal of the pre-surgical epilepsy diagnosis to decide if resection of brain tissue could be a successful treatment option. The most important diagnosis tool used at epilepsy surgery centers is electroencephalography (EEG), which is used to find the source of activities inside the brain by measuring the potential on the scalp with EEG electrodes at different locations. One major advantage of EEG source localization over other brain imaging modalities is its high temporal resolution. The procedure of EEG source localization deals with solving the forward problem to find the scalp potentials for a given current dipole(s) inside the brain and the inverse problem to estimate the source(s) that fits with the given potential distribution at the scalp electrodes. Realistic models of the human head are geometrically complex and the tissue conductivity is inhomogeneous as well as anisotropic. A critical issue for the forward problem is how to handle the computational complexity in the numerical approaches with regard to the inverse problem. There is still a lack of sufficiently powerful methods and algorithms that would satisfy the time-restrictions for the solution of the inverse problem. The overall goal in this thesis is to develop a non-invasive, clinically-viable, time-efficient method for localization of epileptic brain activity based on EEG source localization. For the forward problem two methods are proposed for modeling the dipole source which can handle the head model complexity; a modified subtraction method and a method based on the reciprocity theorem. For the inverse problem we propose a new global optimization method based on particle swarm optimization (PSO) to solve the multi-dipole EEG source localization. The techniques of multimodal magnetic resonance imaging (MRI) are used in order to generate a high-resolution realistically shaped volume conductor model. The anisotropic white matter conductivity tensor is determined by diffusion tensor MRI (DT-MRI) measurements and isotropic conductivities are assigned to the other tissues in the model. The new proposed methods are tested for synthetic and real EEG data. The results are compared with state-of-the-art and other existing methods. In the synthetic data both spherical head models and realistic
head models with anisotropic tissues are used for validation. In the real EEG test, measured somatosensory evoked potentials (SEPs) for a healthy subject are used for EEG source localization. A realistic $1\ mm$ patient-specific, anisotropic finite element model of the subject’s head, with special consideration of precise modeling the two compartments, skull and cerebrospinal fluid (CSF), generated from T1-weighted MRI data is used. Source localization results are validated against a clinical expert source localization as well as functional MRI palm-Brushing measurements and the proposed method typically finds the source location within 10 millisecond. The EEG source localization results agree well with both the clinical expert and fMRI results. The finite element method (FEM) in combination with the reciprocity theorem and the modified PSO is a highly efficient and robust solution methodology for EEG source localization.
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Notations

\[ \mathbb{R}, \mathbb{R}^n \] - Set of real positive numbers and set of n-dimension vectors

\[ x \] - 3-dimensional vector \( x = (x_1, x_2, x_3)^T \)

\[ E \] - Electric field intensity (V/m)

\[ D \] - Electric displacement (C/m²)

\[ H \] - Magnetic field intensity (A/m)

\[ B \] - Magnetic flux density (T = Vs/m²)

\[ j \] - Electric current density (A/m²)

\[ M \] - Dipole moment (Cm = Ams)

\[ \rho \] - Electric charge density (C/m³)

\[ \mu \] - Magnetic permeability (Vs/Am)

\[ \sigma \] - Electric conductivity (S/m = A/Vm)

\[ \varepsilon \] - Electric permittivity (As/Vm)

\[ A \] - a matrix

\[ A^T \] - Transpose of \( A \)

\[ A^{-1} \] - Inverse of \( A \)

\[ \delta \] - delta function

\[ e_i \] - \( i^{th} \) unit vector

\[ ||.|| \] - Euclidean norm

\[ \nabla \] - Gradient

\[ \Delta \] - Laplace operator

\[ \nabla \cdot \] - Divergence operator

\[ \nabla \times \] - Curl operator (also: rot)

\[ \Phi \] - Scalar electric potential

\[ \chi \] - A smooth cut-off function

\[ T \] - The number of time points

\[ N \] - The number of FE nodes

\[ N_{\text{elec}} \] - The number of EEG electrodes

\[ N_{\text{cell}} \] - The number of cells

\[ p \] - Dipole source model: The number of sources

\[ \Omega, \partial \Omega \] - Closed bounded domain and its boundary
\( \hat{n} \) - 3D unit vector normal to a boundary
\( G \) - Green’s function
\( \bar{d} \) - mean of the vector \( d \)
\( n! \) - Factorial of \( n = 1 \times 2 \times \cdots \times (n - 1) \times n \)
\( \varphi \) - Finite element basis function
\( K \) - Finite element stiffness matrix
\( u \) - Finite element unknown function
\( b \) - Finite element right-hand side
\( L \) - Lead field matrix
\( R \) - Restriction matrix
\( T \) - Transfer matrix
\( u_{\text{elec}} \) - The electrode potentials
\( W^q_p \) - Sobolev space
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSF</td>
<td>Cerebrospinal Fluid</td>
</tr>
<tr>
<td>CT</td>
<td>Computed Tomography</td>
</tr>
<tr>
<td>DT</td>
<td>Diffusion Tensor</td>
</tr>
<tr>
<td>EEG</td>
<td>ElectroEncephaloGraphy</td>
</tr>
<tr>
<td>FE</td>
<td>Finite Element</td>
</tr>
<tr>
<td>FOV</td>
<td>Field Of View</td>
</tr>
<tr>
<td>fMRI</td>
<td>functional Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>GM</td>
<td>Gray Matter</td>
</tr>
<tr>
<td>GMG</td>
<td>Geometric Multi-Grid</td>
</tr>
<tr>
<td>MAG</td>
<td>MAgnification factor</td>
</tr>
<tr>
<td>MR</td>
<td>Magnetic Resonance</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>PSO</td>
<td>Particle Swarm Optimization</td>
</tr>
<tr>
<td>PET</td>
<td>Positron Emission Tomography</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of Interest</td>
</tr>
<tr>
<td>RDM</td>
<td>Relative Difference Measure</td>
</tr>
<tr>
<td>SEP</td>
<td>Somatosensory Evoked Potential</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SPECT</td>
<td>Single Photon Emission Tomography</td>
</tr>
<tr>
<td>T1-MRI</td>
<td>T1-weighted MRI</td>
</tr>
<tr>
<td>TE</td>
<td>Echo Time</td>
</tr>
<tr>
<td>TR</td>
<td>Repetition Time</td>
</tr>
<tr>
<td>WM</td>
<td>White Matter</td>
</tr>
</tbody>
</table>
Part I
Introductory Chapters
Epilepsy is one of the most common neurological diseases, and is present in up to 1% of the world’s population. Many patients with epilepsy never receive the treatment which make them seizure free; consequently, treatment of epilepsy by medications is a major challenge, according to the World Health Organization [1]. Surgical therapy has become an important therapeutic alternative for patients with drug resistant epilepsy. In a consensus definition proposed by the International League Against Epilepsy (ILAE), the drug resistant epilepsy is defined as failure of adequate trials of two tolerated and appropriately chosen and used antiepileptic drugs (AED) schedules (whether as monotherapies or in combination) to achieve sustained seizure freedom [2].

Although intracranial surgery involves inherent risks, these risks are smaller than the risks of uncontrolled seizures. The morbidity and mortality of seizures include the following [1]:

- Accidental injury, commonly including fractures, burns, dental injuries, lacerations, and head injuries.
- Cognitive decline and memory loss, which over time has been demonstrated to occur in patients.
- Sudden unexplained death in epilepsy (SUDEP) that can reach a rate of one death per 500 patients per year.
- Psychological, social, and vocational impairment.

Considering the above factors, a continued pharmacological therapy after failure to control seizures with several trials of antiepileptic drugs, is not always an effective treatment. Moreover, Engel [3] shows that the benefits of anteromedial temporal lobe resection (AMTR) for disabling complex partial seizure, are greater than continued treatment with AEDs, and the risks are at least comparable. In addition, surgery yields a better quality of life and reduces depression and anxiety.
as early as three months after temporal resection, compared with continued pharmacological therapy [4].

The heterogeneity of focal epilepsy across patients demands an extensive multimodal approach to focus localization [5]. Generally, results of at least three standard investigative modalities, conducted in series, are required to concur before surgery can be planned. Standard modalities are: reported clinical seizure semiology; electroencephalography (EEG) or electrocorticography (ECoG) seizure onset location combined with videoderived seizure semiology; structural MRI (sMRI); and nuclear imaging techniques. Nuclear imaging detects abnormality in ictal, during an actual seizure, versus interictal, period between seizures, blood flow by single photon emission computed tomography (SPECT), and/or abnormality in interictal glucose metabolism by positron emission tomography (PET). The localization performance of these methods is validated by comparison with post-surgical outcomes.

Only when a well-defined structural lesion agrees with seizure semiology and scalp EEG onset with or without radiotracer techniques, can surgery be planned without invasive study. Structural MRI locates brain lesions in about 70-80% of focal epilepsy [6]. In other cases, intracranial electrode placement is often considered. When the lesion is located, but is close to eloquent cortex such as basal temporal area, primary motor area, primary sensory area and primary visual area, fMRI and invasive studies help to minimize resection of such tissue. However, a visualized lesion may not represent the entire seizure-generating region. Underestimating the extent of the region can result in the re-occurrence of seizures following resective surgery. Overestimating the extent of the region holds an increased risk of functional deficits. Correct and anatomically precise localization of the epileptic focus, preferably with non-invasive methods, is the main goal of the pre-surgical epilepsy diagnostic procedure. The current techniques have limited accuracy and are therefore associated with significant risks. Hence, there is a need for improved, complementary, time-efficient, non-invasive methods to define the seizure-generating focus.

The neurophysiological analysis of the EEG data is a time consuming and rather cumbersome process involving several steps where the data is converted between different systems. There is therefore great need for modern computer-based tools that could determine the location of the epileptic focus more accurately than possible by simple visual inspection and also facilitate an automation of the whole procedure to reduce the manual neurophysiological analysis. The pre-surgical workup would be shortened and ultimately more patients could be identified that would benefit from surgery.
1.1 EEG Source Localization

The EEG is the most important diagnostic tool used at epilepsy surgery centers. The first human EEG was recorded in 1924 by Hans Berger [7]. The activity that is measured in an EEG is the result of movements of ions, the so-called primary currents, within activated regions in the cortex of the human brain. This brain activity is often modeled as a current dipole. It is shown in [8] that this current dipole is an acceptable approximation for modeling the neural activities in the brain. The current dipole represents a restricted area with synchronously active pyramidal cells located in the gray matter of the cortex, see Chapter 2. The EEG source localization method localizes epileptic electrical activity, called interictal epileptiform discharges (IEDs), such as in spike waveforms. IEDs occur between seizures and most often are closely linked to the site of the seizure focus. In contrast to the electrographic activity during seizures, IEDs do not cause patient movement artifacts in an MRI scanner, which is advantageous to data acquisition and analysis. However, in visual analysis of the EEG (precise) localization of IEDs are coarse.

The procedure of the EEG source localization deals with two problems. First, the forward problem to find the scalp potentials for a given current dipole(s) inside the brain, and second the inverse problem to estimate the source(s) that fits with the given potential distribution at the scalp electrodes. One of the major advantages of EEG source localization compared to other brain imaging modalities is its high temporal resolution.

The simple, and still the most commonly used, head models in the forward problem describe the head by three or four spherical layers, representing scalp, skull, cerebrospinal fluid (CSF) and brain. In each of these layers, the conductivity is assumed to be isotropic and homogeneous. The advantage of spherical models is that the scalp potential generated by dipolar sources can be computed analytically by using series expansion formulas [9]. It is known that five tissue compartments, i.e., gray matter, white matter, CSF, skull and scalp are the most important tissues for EEG source localization [10, 11]. For a finer discrimination the scalp layer may also be divided into fat and muscle compartments. These tissues have different conductivities [12]. The human skull consists of a soft bone layer (spongiosa) enclosed by two hard bone layers (compacta). Since the spongiosa has a much higher conductivity than the compacta [13], the skull shows a direction-dependent (anisotropic) conductivity. A ratio of 1 to 10 has been measured for the radial and tangential direction to the skull surface [14]. The brain white matter has an anisotropic conductivity with a ratio of about 1:9 (normal:parallel to fibers) [15]. However, although no direct technique exists for robust and non-invasive measurement of the conductivity properties, recently the
relation between the effective electrical conductivity tensor of brain tissue and the effective water diffusion tensor, as measured by Diffusion Tensor MRI (DT-MRI), was formulated [16–19]. The underlying assumption is that the same structural features that result in anisotropic mobility of water molecules, which can be detected by DT-MRI, also result in anisotropic conductivity. Basser et al., [16] showed that the eigenvectors of the conductivity tensor are the same as those from the water diffusion tensor.

The influences of volume conductor inhomogeneities and head model simplifications on EEG analysis, have been studied by various authors (see, for example, [20–24]). Using the spherical model instead of a patient-specific model in EEG source localization, may cause errors in the range of 10 – 30 mm [20, 21]. Moreover, in [22, 25], it is shown that holes in the skull, for instance in patients with trepanned skull (boring, cutting, and scraping open holes in a human skull), have a non-negligible effect on EEG source localization. In [22], it is also shown that it can be important to model inhomogeneities of the brain compartment, since simulated fields are especially sensitive to local conductivity changes around the source [26]. With regard to skull anisotropy, van den Broek et al., in [22], showed a smoothing effect on the forward problem, and Marin et al., in [23], showed a non-negligible impact on the inverse problem for certain inverse methods of the distributed source model approach. Moreover, white matter conductivity anisotropy has been shown to have an influence on the forward problem [24].

Finite Element (FE) head models, developed by various research groups (see [22, 23, 27, 28]), are able to handle both realistic geometries and inhomogeneous and anisotropic material parameters. However, the critical issue for the forward problem is how to deal with the computational complexity of the FE model with regard to the inverse problem. Iterative solvers, like the preconditioned conjugate gradient (PCG) method with conventional preconditioners, have been used for solving the large linear FE equation system. The repeated solution of such a system with a constant geometry and varying right hand sides (the sources), sometimes more than a thousand times, is the major time consuming part of the source localization process. These computational times limit the resolution of the models in the practical use of EEG source localization. It has been shown in recent studies [29, 30] that algebraic multigrid preconditioners (AMP) and parallel computing can be used to obtain reasonable simulation times.

Inverse EEG source localization is the process of finding one or several sources, given the EEG potentials measured by the electrodes at the scalp. The number of EEG electrodes is usually between 30 – 100 and in some cases as many as 200. In [31], it is shown that the most important step for selecting the number of EEG electrodes is the increase from 31 to 63 electrodes, whereas increasing from 63 to 123 electrodes only improves the source localization results marginally. In comparison to the number of electrodes, the number of possible source locations is
much larger. Thus, the solution of the inverse problem is generally not unique in the sense that many dipole source configurations can result in the same EEG. To attain uniqueness, it is necessary to impose \textit{a priori} knowledge on the source distribution. The different methods to solve the EEG source localization problem are traditionally categorized into parametric (dipole or continuous) and non-parametric (distributed or discretized) methods. The main difference between these two methods is whether a fixed number of dipoles is assumed \textit{a priori} or not. The non-parametric methods act on a distributed source model, where the restriction to a limited number of focal sources is removed. On the other hand parametric methods are often well suited for estimating the current dipole used to represent the well-localized activated neural sources for events like epileptic spikes and evoked potentials (EPs) [8, 32].

The clinical use of the dipole [33] and distributed [34] EEG source localization have been examined in benign focal epilepsy of childhood with centrotemporal spikes (BFEC) and mesial temporal lobe epilepsy (MTLE). For both groups, Plummer in [35] showed that the moving-regularized and the rotating-non-regularized dipole models with a single dipole, and the standardized low-resolution electromagnetic tomography (sLORETA) distributed method [36] constrained to cortex using rotating sources, had robust and clinically meaningful results. In [33] and [34] EEG source localization approaches were tested for a single time point at the spike peak. Plummer concluded that the dipole and distributed EEG source localization are complementary and furthermore single dipole models are often sufficient for epileptic spike source localization. If multiple dipoles (see [37–39]) or a whole current distribution (see [40–42]) are assumed to underlie the measured potentials, the inverse problem remains ill-posed. It is therefore interesting to investigate how sensitive single dipole fit methods are to model inaccuracies.

Despite the fact that intraspike propagation may occur, the peak of the spike is often used as an indicator of the site of ictal onset. EEG source localization should ideally include the spike onset-to-peak epoch; Lantz in [43] showed that the EEG source localization result at the midpoint of the spike upswing, is more reliable to identify the putative epileptogenic lesion when less propagation has occurred (vs. the spike peak). In [35] this result was confirmed and additionally demonstrated that this applies to both dipolar and distributed EEG source localization, in both BFEC and MTLE. Recently, in EEG source localization the question of localization for single versus averaged IEDs, has been raised. Automated spike averaging is standard practice in EEG source localization studies; the assumption is that electrically averaging identical spikes will increase signal-to-noise ratio (SNR) and optimize the localization solution. Plummer in [35] showed that the single-to-averaged IED localization disagreement can be high. On the other hand, [44] showed that the spike locations computed from different trials of the same electrodes are closely located.
Source localization is heavily dependent on how the current dipole is modeled and how the computations are performed and several different alternatives have been suggested in the literature [45, 46]. Also the localization accuracy is affected by different factors including, segmentation error [47], EEG signal noise [11], electrode misplacements [11,48,49], conductivity noise [11] and tissue anisotropy [50], as well as the numerical computational error. As mentioned earlier, one of the major limitations in EEG-based source reconstruction has been the poor spatial accuracy, which is due to low resolution of previous EEG systems and the use of simplified spherical head models. Thus, source localization requires an accurate and robust solution of the inverse problem with realistic computational effort for the forward problem. EEG-based source localization is an active field of research [51, 52], but partly due to the aforementioned shortcomings, the new computational techniques are often not part of the standard pre-surgical diagnostic workup. In Waberski et al. [53], it is concluded that to achieve the final goal of general clinical use, fast and automatic techniques with improved head modelling by finer discretization, and more accurate representation of the conductivities for the narrow anatomical relationship between the cerebral cortex and the complex shaped skull in the region of the temporal lobe, are necessary.

As described in the following, this thesis addresses three important questions in EEG source localization; how to decrease the computational complexity, how to handle anisotropy in the forward problem and the physiological and anatomical constraints in the inverse problem, and how different sources of noise influence the results.
1.2 Overview of the Thesis

The EEG source localization has several different sub-problems that each should be treated carefully. Fig. 1.1 illustrates all necessary steps performed in the EEG source localization procedure. The thesis is organized as follows. A short description of the physics of the EEG is presented in Chapter 2. Chapter 3 contains the description of the forward problem. In this chapter, two methods are proposed for modeling the dipole source that can handle the head model complexity and reduce the computational time for the forward problem. Chapter 4 contains the description of the inverse problem and an overview of different techniques for solving it. Chapter 5 introduces a new algorithm for parametric source localization, based on particle swarm optimization (PSO), for solving the epileptic spike EEG source localization. Chapter 6 deals with the head model generation and white matter anisotropy. In Chapter 7, a real EEG test case is presented. Chapter 8 contains a summary of the appended papers. Finally, the conclusions and an outlook are presented in Chapter 9. Part II of this thesis includes Papers which are published/submitted, based on material presented in the thesis.
CHAPTER 1. INTRODUCTION
The Physics of EEG

To understand which activity in the brain we actually capture by the EEG electrodes, one needs to look closer at the microscopic level. In this section the physiology of the EEG will be briefly described. This is important to be familiar with the underlying mechanisms of the EEG for modeling the forward problem.

2.1 Neurophysiology

The brain consists of approximately 20 billion [55] nerve cells or neurons. Neurons are capable of generating and transmitting electrochemical impulses. There are many different kinds of neurons, but they all have the same basic structure. The soma or cell body contains the nucleus of the cell and is essential for the continuing life of the neuron. The dendrites, arising from the soma, are specialized in receiving inputs from other nerve cells; a neuron may have several dendrites. Via the axon, impulses are sent to other neurons; a neuron has only one axon. The axon’s end is divided into branches which form synapses with other neurons, see Fig. 2.1. The synapse is a specialized interface between two nerve cells. The synapse consists of a cleft between a pre-synaptic and post-synaptic neuron. At a synapse, between the axon of one neuron and the dendrite or cell body of the next neuron, impulse transmission depends upon chemicals called neurotransmitters. Further readings on the anatomy of the brain can be found in [56, 57].

At rest the intracellular environment of a neuron is negatively polarized at ap-
proximately -70 mV compared with the extracellular environment. The potential difference is due to an unequal distribution of Na+, K+ and Cl- ions across the cell membrane. This unequal distribution is maintained by the Na+ and K+ ion pumps located in the cell membrane [56]. The neuron’s task is to process and transmit signals. This is done by an alternating chain of electrical and chemical signals. Active neurons secrete a neurotransmitter, which is a chemical substance, at the synaptical site. The synapses are mainly localized at the dendrites and the cell body of the post-synaptic cell. The neurotransmitter in contact with the receptors changes the permeability of the membrane for charged ions. Many synapses are termed excitatory, because the neurotransmitter causes the post-synaptic neuron to depolarize (become less negative inside as Na+ ions enter the cell) and transmit an electrical impulse to another neuron, muscle cell, or gland. In other words, depolarization means that the potential difference between the intra- and extracellular environment decreases. This depolarization is also called an excitatory post-synaptic potential (EPSP), marked by (a) in Fig. 2.2. On the other hand, some synapses are inhibitory, meaning that the neurotransmitter causes the post-synaptic neuron to hyperpolarize (become even more positive outside as K+ ions leave the cell or Cl- ions enter the cell) and therefore not transmit an electrical impulse. This potential change is also called an inhibitory post-synaptic potential (IPSP), marked by (c) in Fig. 2.2. There are a large number of synapses from
Figure 2.3: Changing the membrane potential for a giant squid axon by closing the Na channels and opening K channels (adopted from Ka Xiong Charand [62])

different pre-synaptic neurons in contact with one post-synaptic neuron. Fig. 2.2 shows the membrane changes recorded by means of intracellular microelectrodes. At the cell body all the EPSP and IPSP signals are integrated. When a net depolarization of the intracellular compartment at the cell body reaches a certain threshold, between -55 and -50 mV, an action potential is generated [59], marked by (b) in Fig. 2.2. Fig. 2.3 shows an example of the above activities schematically for a giant squid axon. An action potential then propagates along the axon to other neurons [60, 61].

### 2.2 The Generators of the EEG

One neuron generates a small amount of electrical activity. This small amount cannot be picked up by surface electrodes, as it is overwhelmed by other electrical activity from neighboring neuron groups. When a large group of neurons is simultaneously active, the electrical activity is large enough to be picked up by the electrodes at the surface, thus generating the EEG signals. The electrodes used in scalp EEG are large and remote. They only detect the summed activities of a large number of neurons which are synchronously electrically active. The action potentials can be large in amplitude (70–110 mV) but they have a short duration (2 ms). A synchronous firing of action potentials of neighboring neurons is unlikely. The post-synaptic potentials are the generators of the extracellular potential field which can be recorded with an EEG. Their time course is larger (10–20 ms) which enables summed activity of neighboring neurons. However their amplitude is smaller (0.1–10 mV) [61, 63]. The EEG reflects the electrical
activity of a subgroup of neurons, especially pyramidal neuron cells, where the apical dendrite is systematically oriented orthogonal to the brain surface. Fig. 2.4 illustrates a coronal view of a brain where dipoles are added to the cortical layer, a pyramidal neuron cell and the dipole electric field and its equipotential lines.
CHAPTER 3

Forward Problem

3.1 Poisson’s Equation

As mentioned in Chapter 2, the EEG reflects the electrical activity of a subgroup of neurons, especially pyramidal neuron cells, where the apical dendrite is systematically oriented orthogonal to the brain surface. The characteristic frequencies of the signals in the kHz range and below, make the capacitive and inductive effects of the tissue negligible [64]. Therefore, the electric and magnetic fields can be described by the well known quasi-static Maxwell equations [65],

\[
\begin{align*}
\nabla \cdot D &= \rho, \quad (3.1) \\
\nabla \times E &= 0, \quad (3.2) \\
\nabla \times B &= \mu j, \quad (3.3) \\
\nabla \cdot B &= 0, \quad (3.4)
\end{align*}
\]

where \( D \) is the electric displacement, \( \mu \) is the magnetic permeability, \( \rho \) is the electric free charge density, \( H \) and \( B \) are the magnetic field and magnetic induction, respectively, \( E \) is the electric field and \( j \) is the electric current density. Moreover, the material equations are as follows,

\[
\begin{align*}
D &= \varepsilon E, \quad (3.5) \\
B &= \mu H, \quad (3.6)
\end{align*}
\]

where \( \varepsilon \) is the electric permittivity. It can be assumed that \( \mu \) is constant over the whole volume and is equal to the permeability of vacuum [37, 64]. The irrotational nature of \( E \) indicated by (3.2) enables us to define a scalar electric potential \( \Phi \), as follows:

\[
E = -\nabla \Phi. \quad (3.7)
\]
The current density is generally divided into two parts [37], the so-called primary or source current, \( j^s \), and the secondary or return currents, \( \sigma E \),

\[
j = j^s + \sigma E, \tag{3.8}
\]

where \( \sigma \in \mathbb{R}^{3\times3} \) denotes the conductivity tensor which is dependent on position and given by,

\[
\sigma = \begin{bmatrix}
\sigma_{11} & \sigma_{12} & \sigma_{13} \\
\sigma_{21} & \sigma_{22} & \sigma_{23} \\
\sigma_{31} & \sigma_{32} & \sigma_{33}
\end{bmatrix}, \tag{3.9}
\]

with units \( \text{A}/(\text{Vm}) = \text{S/m} \). There are tissues in the human head that have an anisotropic conductivity, e.g., white matter and skull. This means that the conductivity is direction dependent. For isotropic tissues the tensor matrix is a diagonal matrix and for anisotropic tissues it is a symmetric full rank matrix. If we denote the domain of interest as \( \Omega \) (with boundary \( \partial \Omega \)), taking the divergence of (3.3) (divergence of a curl of a vector is zero) and using equations (3.7) and (3.8) we get the Poisson’s equation

\[
\nabla \cdot (\sigma \nabla \Phi) = \nabla \cdot j^s \text{ in } \Omega, \tag{3.10}
\]

with boundary condition

\[
\hat{n} \cdot (\sigma \nabla \Phi) = 0 \text{ on } \partial \Omega. \tag{3.11}
\]

### 3.2 The Source Currents

As mentioned earlier, the primary currents \( j^s \) are movements of ions within the dendrites of the large pyramidal cells of activated regions in the cortex sheet of the human brain. Various modeling possibilities for the primary currents, \( j^s \), are discussed in the literature [27,66–68]. A simplified electrical model for this active cell consists of two current monopoles: a current sink at the apical dendrite side which removes positively charged ions from the extracellular environment, and a current source at the cell body side which injects positively charged ions in the extracellular environment. This model can be written mathematically as follows,

\[
j^s(x) := I_0 \left[ \delta(x - x_0 + \frac{d\vec{e}}{2}) - \delta(x - x_0 - \frac{d\vec{e}}{2}) \right] \tag{3.12}
\]

where \( x_0 \) and \( I_0 \) are the midpoint and the current between two monopolar sources, respectively, \( d \) is a distance between two monopolar sources and \( \vec{e} \) is the unit vector from the negative charge to the positive charge. \( \delta \) is the Dirac delta function.
3.3 EEG Forward Problem

The EEG forward problem defined in (3.10) and (3.11), is to find the potential in the EEG electrode positions for the given current source(s) inside the brain. Assume $\Phi$ satisfies (3.10) for a given primary source $j^s$. As the gradient of a constant function is zero then any function $\Phi + C$ satisfies (3.10), where $C$ is a scalar constant. To make the solution of (3.10) unique we introduce a reference electrode and enforce its potential to zero, i.e.,

$$\Phi(x_{ref}) = 0. \quad (3.14)$$

Then we calculate the solution relative to this reference electrode. Since only the relative difference of the potentials are of interest, it is common in EEG to use the average signals as a common reference,

$$\sum_{k=1}^{N_{elec}} \Phi(x_k) = 0. \quad (3.15)$$

Thus, the Poisson’s equation can be re-written as,

$$\nabla \cdot (\sigma \nabla \Phi) = \nabla \cdot j^s \text{ in } \Omega, \quad (3.16)$$

subject to the conditions

$$\begin{cases} \hat{n} \cdot (\sigma \nabla \Phi) = 0 \text{ on } \partial \Omega, \\ \text{Either (3.14) or (3.15).} \end{cases} \quad (3.17)$$
Additionally, for existence and uniqueness of the solution of (3.16–3.17), the compatibility condition
\[
\int_{\Omega} \nabla \cdot (\sigma \nabla \Phi) \, dV - \int_{\partial \Omega} \mathbf{n} \cdot (\sigma \nabla \Phi) \, dS = 0,
\] (3.18)
that follows from Gauss’s theorem has to be fulfilled.

### 3.4 Solving the Forward Problem: Green’s Function

Using Green’s function provides a way to write the solution of a partial differential equation in closed form, as an integral over distributed sources, e.g., Poisson’s equation with a charge density source [65]. The physical reasoning underlying the mathematical technique is that any distributed source can be considered as a sum or integral over elemental sources. Let \( G \) be the Green’s function that satisfies
\[
-\nabla \cdot (\nabla G(x)) = \delta(x)
\] (3.19)
along with the boundary condition that \( G \) approaches 0 at infinity where
\[
G(x) = \frac{1}{4\pi|x|}.
\] (3.20)

Physically the Green’s function shows the effect in \( x \) due to a source in \( x_0 \). We may write the general solution to Poisson’s equation in an unbounded space in terms of the Green’s function, as
\[
\Phi(x) = \int G(x - x_0) f(x_0) \, dV(x_0),
\] (3.21)
where \( f = \nabla \cdot j^s \). We are especially interested in the potential solution at the EEG electrodes, \( N_{\text{elec}} \), on the scalp. If we want to compute only \( \Phi(x_k); k = 1, \cdots, N_{\text{elec}} \) the explicit formula (3.21) is suitable, since we can easily choose to compute \( \Phi \) in only a few points;
\[
\Phi(x_k) = \int_{\Omega} G(x_k - x_0) f(x_0) \, dV(x_0).
\] (3.22)
The discrete Green’s function is an analogy of the lead field matrix, which will be discussed in the next Chapter.

The potential field in an infinite conductor generated by a current dipole with dipole moment \( M = qd \) (\( q \) is the monopole charge and \( d \) is the vector from the
negative charge to the positive charge) at position $x_0$ can be derived using Green’s solution

$$
\Phi^\infty(x) = \frac{1}{4\pi\sigma^\infty} \frac{(x - x_0) \cdot M}{|x - x_0|^3},
$$

(3.23)

where $\sigma^\infty$ is the conductivity.

The first volume conductor models of the human head consisted of a homogeneous sphere [69]. When it was found that the skull tissue has significantly lower conductivity than the scalp and brain tissue a three shell concentric spherical head model was introduced. In this model, illustrated in Fig. 3.1, the inner sphere represents the brain, the intermediate layer represents the skull and the outer layer represents the scalp. For this geometry a semi-analytical solution of Poisson’s equation exists [70, 71]. There are also semi-analytical solutions available for layered spheroidal anisotropic volume conductors [72, 73]. Here the conductivity in the tangential direction can be chosen differently from the radial direction.

As we mentioned in Chapter 1, using the spherical head model instead of a patient-specific model in EEG source localization may cause significant errors with respect to the source position. Thus there is a need for accurate head modeling with realistic shape and conductivity properties. Finite element methods are well-suited for handling the head model complexity. An important consideration in finite element methods is how to represent the dipole source in the model, which is treated in the following sections. Here, we restrict the element types to cubical voxels since they are obtained from CT or MRI images.

### 3.5 Finite Element Method

The finite element method (FEM) is a standard tool for solving differential equations in many disciplines, e.g., electromagnetics, solid and structural mechanics, fluid dynamics, acoustics, and thermal conduction. Jin [74, 75] and Peterson [76] give good accounts of the FEM for electromagnetics. For the discretization of the EEG forward problem we begin by deriving the weak formulation. Multiplying Poisson’s equation (3.16) by a test function $\upsilon \in W^1_2(\Omega)$ and integrating over $\Omega$:

$$
\int_\Omega \upsilon \nabla \cdot (\sigma \nabla \Phi) \, dV = \int_\Omega \upsilon f \, dV,
$$

(3.24)

where $f = \nabla \cdot J'$ and $W^1_2$ is the Sobolev space. Next, integrate by parts using the identity

$$
\nabla \cdot [\upsilon (\sigma \nabla \Phi)] = \nabla \upsilon \cdot (\sigma \nabla \Phi) + \upsilon \nabla \cdot (\sigma \nabla \Phi)
$$

(3.25)
and Gauss’s theorem in 3D:

$$\int_{\Omega} \nabla \cdot F \, dV = \int_{\partial \Omega} \hat{n} \cdot F \, dS, \quad (3.26)$$

with $F = \nu(\sigma \nabla \Phi)$. This gives the weak form of (3.16):

$$- \int_{\Omega} \nabla \nu \cdot (\sigma \nabla \Phi) \, dV + \int_{\partial \Omega} \hat{n} \cdot (\sigma \nabla \Phi) \, dS = - \int_{\Omega} \nabla \nu \cdot (\sigma \nabla \Phi) \, dV \quad (3.27)$$

$$= \int_{\Omega} \nu f \, dV, \quad (3.28)$$

where we have used the boundary condition (3.17).

For the discretization we restrict the element types to cubical voxels with node basis function, $\varphi_j$, centered at the mesh points $\xi_j$, $\varphi_j$ equals one at node $j$ and zero at all other nodes. An approximation to the potential is then represented in the FE
space $S = \text{span}\{\varphi_j\}_{j=1}^N$ as

$$\Phi(x) \approx \sum_{j=1}^{N} u_j \varphi_j(x),$$  \hspace{1cm} (3.29)$$

where $N$ is the number of FE nodes and $u_j$ are the degrees of freedom (DOFs). After applying variational and FE techniques [77] to (3.16), we arrive at the system of linear equations

$$Ku = b,$$  \hspace{1cm} (3.30)$$

where $K \in \mathbb{R}^{N \times N}$ is a sparse symmetric positive definite stiffness matrix given by

$$K_{i,j} = \int_{\Omega} (\sigma \nabla \varphi_i) \cdot \nabla \varphi_j \, dV,$$  \hspace{1cm} (3.31)$$

$u \in \mathbb{R}^N$ is the coefficient vector of the electric potential, and $b \in \mathbb{R}^N$ is the right hand side vector,

$$b_i = -\int_{\Omega} \varphi_i \nabla \cdot j^s \, dV.$$  \hspace{1cm} (3.32)$$

To get a unique solution we can use a reference electrode, i.e. letting

$$(u_{\text{elec}})^{\text{ref}} = 0,$$  \hspace{1cm} (3.33)$$
or constrain the mean value over all electrodes, i.e.

$$\sum_{k=1}^{N_{\text{elec}}} (u_{\text{elec}})_k = 0.$$  \hspace{1cm} (3.34)$$

Both these constraints can be incorporated by modifying the stiffness matrix $K$. For (3.33) the row and column corresponding to the chosen electrode node are replaced such that they have a one for the electrode node position and zeros elsewhere. If (3.34) is to be used, $K$ is expanded by an extra row of ones at the bottom, a column of ones to the right, and a zero element in the lower right corner. In addition the right hand side vector $b$ is expanded by an additional element. Observe that both these modifications make $K$ invertible, read more about extending rank deficient linear systems in [78]. In the following section we describe three different methods to model the dipole source.
3.6 Source Modeling

3.6.1 Direct Method

In the direct method, a dipole source is embedded in the element basis functions [79,80]. The approximation can usually be improved by introducing more elements between the poles. An ideal dipole may be described as two point sources of opposite polarity with an infinitely large current and an infinitely small separation $d$,

$$\nabla \cdot j^s(x) = \lim_{d \to 0} \frac{I_0}{d} \left[ \delta(x - x_0 + \frac{a e}{2}) - \delta(x - x_0 - \frac{a e}{2}) \right].$$

(3.35)

Substituting (3.35) into (3.32) gives

$$b_{i}^{\text{dir}} = M \cdot \nabla \varphi_i(x_0),$$

(3.36)

where $M = I_0 a e$ is the dipole moment.

As can be seen from (3.36), $b_{i}^{\text{dir}}$ depends linearly on the dipole moment $M$ so we can write

$$b_{i}^{\text{dir}} = b_{i}^{\text{dir}}(x_0, M) = B_{i}^{\text{dir}}(x_0) M,$$

(3.37)

where $B_{i}^{\text{dir}}$ is an $N \times 3$ matrix that depends on the dipole position $x_0$.

3.6.2 Modified Subtraction Method

As described in Section 3.2, the dipole source introduces a singularity that requires specific treatment to increase the modeling accuracy compared to the direct method. A subtraction method was first introduced by van den Broeck et al. [45] to circumvent this problem and then investigated in great detail in [22,28,30,80,81]. The total potential is split into two parts, a singularity potential ($\Phi^\infty$) and a correction potential ($\Phi^{\text{corr}}$), as follows

$$\Phi = \Phi^\infty + \Phi^{\text{corr}},$$

(3.38)

where $\Phi^\infty$ is the solution to (3.16) in an unbounded domain with constant conductivity $\sigma^\infty$ as shown in (3.23). In [81] it is shown that the right hand side (RHS) is nonsingular if $\sigma$ is constant in a small ball around $x_0$ (Paper I). The RHS for the subtraction method has support whenever $\sigma \neq \sigma^\infty$. This means that the RHS must be assembled in each cell where this occurs. Here a modified subtraction method is presented that drastically reduces the number of non-zeros in the RHS to speed up the forward problem. Let

$$\Phi = \chi \Phi^\infty + \Phi^{\text{mod}} = F^\infty + \Phi^{\text{mod}}.$$

(3.39)
For convenience, we have defined the function

\[ F^\infty = \chi \Phi^\infty, \] (3.40)

where \( \chi \) is a smooth cut-off function which is identically one in a neighborhood of \( x_0 \). In Paper VII a method for selecting a suitable choice of \( \chi \) is presented. (Note: the \( \Phi^{corr} \) notation is changed to \( \Phi^{mod} \) because the cut-off function modifies this function as well). Using (3.38) and (3.10), the new formulation reads,

\[-\nabla \cdot (\sigma \nabla \Phi^{mod}) = \nabla \cdot (\sigma \nabla F^\infty) - \nabla \cdot j^s \text{ in } \Omega, \] (3.41)

subject to the conditions

\[
\begin{aligned}
\hat{n} \cdot (\sigma \nabla \Phi^{mod}) &= -\hat{n} \cdot (\sigma \nabla F^\infty) \text{ on } \partial \Omega, \\
\Phi(x_{ref}) &= 0.
\end{aligned}
\] (3.42)

Because of the homogeneity assumption we can find a subdomain \( \Omega^\infty \) where the right hand side in (3.41) is identically zero. Thus the singularity of the right hand side of (3.16) is successfully eliminated by the subtraction approach and the RHS function in (3.41) is now square-integrable over the whole domain \( \Omega \) and thus appropriate for FEM.

After applying variational and FE techniques to (3.41) with boundary conditions (3.42), we obtain the following system of linear equations:

\[ K u^{\text{mod}} = b^{\text{sub}}, \] (3.43)

where \( K \in \mathbb{R}^{N \times N} \) is given by (3.31), \( u^{\text{mod}} \in \mathbb{R}^N \) is the coefficient vector of the correction potential, and \( b^{\text{sub}} \in \mathbb{R}^N \) is the right hand side vector,

\[ b^{\text{sub}}_i = \int_{\Omega} (\sigma \nabla \phi_i) \cdot \nabla \Phi^\infty \, dV. \] (3.44)

As can be seen from (3.23), \( \Phi^\infty \) depends linearly on the dipole moment \( M \). Thus, the same holds for the right hand side vector \( b \) and we can write

\[ b^{\text{sub}} = b^{\text{sub}}(x_0, M) = B^{\text{sub}}(x_0)M, \] (3.45)

where \( B^{\text{sub}} \) is an \( N \times 3 \) matrix that depends on the dipole position \( x_0 \).

After solving (3.43) numerically for \( \Phi^{\text{mod}} \), the unknown scalar potential \( \Phi \) can be calculated using (3.38).
3.6.3 Reciprocity Method

The reciprocity principle was introduced by Helmholtz [82] and then adapted to
the EEG problem by Rush and Driscoll [83] when they proved the applicability of
reciprocity to anisotropic conductors. The concept allows switching the role of the
electrodes and dipole sources. Fig. 3.2 shows a simple 2D setup which consists
of four electrodes mounted along the boundary of the EEG domain. One of these
electrodes is used as a common reference for the measurements (ground). Hence,
the output of the EEG measurements is the three voltages measured between one
of the electrodes $Q_1$, $Q_2$, and $Q_3$ and the reference electrode $Q_0$. These three
voltages are denoted $u_{\text{elec}1}$, $u_{\text{elec}2}$, and $u_{\text{elec}3}$.

We assume that a single source is present in the system. This source is defined
by its position, $x_0$, and dipole moment (orientation and amplitude) $M$. As we
will be using reciprocity, we also define three distributions of electric fields in the
domain, $E_1(x)$, $E_2(x)$, and $E_3(x)$. These are the electric field distributions which
are present in the system when we inject a unit current source to electrodes $Q_1$, $Q_2$, and $Q_3$, respectively and withdraw a unit current at the reference electrode.
The theorem of reciprocity states that
\[ u_{\text{elec}_i} = \alpha \mathbf{M} \cdot \mathbf{E}_i(x_0). \] (3.46)

In this expression, the constant \( \alpha \) depends on several factors, such as whether we use a voltage or a current source to calculate \( \mathbf{E}_i \) as well as how the channels in the measurement system are set up. For simulated data in our system, \( \alpha = 1 \text{ (A}^{-1}\text{)} \) when a unit current source is used to calculate \( \mathbf{E}_i \). Rush and Driscoll, [83], have presented the proof of the reciprocity theorem for a general inhomogeneous anisotropic medium. The main assumption for their proof is that the conductivity tensor should be a symmetric tensor meaning that \( \sigma_{12} = \sigma_{21}, \sigma_{13} = \sigma_{31}, \) and \( \sigma_{23} = \sigma_{32}, \) which is the case for human anisotropic tissues. In Section 4.3 we show how the reciprocity theorem can be used for an efficient solution of the inverse problem.
CHAPTER 4

Inverse Problem

Localization of the neural activity inside the brain based on the scalp EEG signals is called the EEG inverse problem. The solution of the inverse problem is generally not unique in the sense that many source configurations can result in the same EEG. To attain uniqueness, it is necessary to impose a priori knowledge on the source distribution, for example assumptions about the source model, anatomical and physiological constraints on the source region and sometimes even results from other brain imaging techniques, e.g., fMRI [84–87]. Different inverse approaches for discrete and continuous source parameter space have been proposed [27, 32, 37–39, 41, 88–93]. The inverse problem can be divided into two categories, parametric (dipole or continuous) and non-parametric (distributed or discretized) methods.

In the parametric methods a limited number of dipoles is assumed [37–39, 88]. Different spatio-temporal models exist depending on the number of dipoles assumed in the model and whether one or more of the dipole parameters, i.e., position, magnitude or orientation, are kept fixed or assumed to be known. In the literature [94, 95] one can find three models: a single dipole with time-varying unknown parameters (so-called moving dipole); dipoles with fixed positions and orientations but varying amplitudes (fixed dipole); fixed dipole positions but varying orientations and amplitudes (rotating dipole). In a case when only one single time, e.g., the spike peak, is chosen for the inverse problem, all these three models give the so-called instantaneous state dipole model [32]. In [8, 32], it is concluded that the instantaneous dipole model is suited for estimating the well-localized activated neural sources for events like epileptic spike and evoked potentials (EPs).

The non-parametric methods apply a distributed source model [36, 89–93, 96, 97], where the restriction to a limited number of focal sources is removed. To obtain a unique solution for the inverse problem it should be minimized with regard to a specific norm. Different norms have been proposed, such as the L2-norm [40, 89], leading to a smooth current distribution with minimal source energy and the L1-norm [90], which results in a more focal distribution [41]. Most distributed source models are instantaneous models, but recent works show that
spatio-temporal approaches can help to stabilize the inverse reconstruction process [92,93]. In the non-parametric methods, there is no need to model the dipole source in the same way as in the parametric methods, and also the restriction about the number of sources is removed which are the main advantages of these methods. Moreover, because of computational simplicity, these methods have been widely adopted in empirical studies [41, 84, 98]. On the other hand, the resulting source distribution is less focal compared to the parametric methods [95]. In [99–102] some limitations of the parametric method have been investigated. In [102] it is shown that the linear inverse solutions are unable to produce adequate estimates of arbitrary current distributions at many brain sites. In [101] and [99] the authors claimed that while smoothness can be an effective constraint for retrieving isolated sources, it can fail for patterns with the same degree of smoothness but composed of multiple active sources.

### 4.1 Lead Field Matrix

The solution to the discrete EEG inverse problem on matrix form (3.30), is given by

\[ u = K^{-1}b. \]

(4.1)

In EEG applications, the potentials are typically measured at approximately 40 to 100 electrodes. These values can be obtained by multiplying \( u \) with a restriction matrix \( R \in \mathbb{R}^{N_{\text{elec}} \times N} \) as follows,

\[ u_{\text{elec}} = Ru. \]

(4.2)

Each row of \( R \) has value one for the electrode node and zero elsewhere. (Note: assuming that the electrodes are located on FEM nodes.)

As mentioned in Chapter 3, the potential values \( u_{\text{elec}} \) depends linearly on each of the dipole moment components \( M = (M_x, M_y, M_z)^T \in \mathbb{R}^3 \). Therefore, the relationship between \( M \) and the potential values \( u_{\text{elec}} \), can be described by a matrix operator \( L \in \mathbb{R}^{N_{\text{elec}} \times 3} \), the so-called lead field matrix that depends on the dipole position, head geometry and tissue conductivities. A column of \( L \) is formed by calculating the forward problem at the EEG electrodes, \( N_{\text{elec}} \), for a dipole at an arbitrary position, \( x_0 \), inside the brain with unit strength in one of the Cartesian directions. The three columns in \( L \) represent the three orthogonal unit dipoles at the dipole position. If we assume a dipole with time-variant strength with \( T \) timepoints, \( M \in \mathbb{R}^{3 \times T} \), the EEG signals at electrode positions, \( U_{\text{elec}} \), can then be calculated very effectively by

\[ U_{\text{elec}} = LM, \]

(4.3)
where \( U_{\text{elec}} \in \mathbb{R}^{N_{\text{elec}} \times T} \).

The lead field matrix \( L \) can then be used for the whole variety of inverse reconstruction methods; continuous or discretized. For the discretized space one can assemble the lead field matrix for all mesh nodes. Thus, the lead field matrix becomes \( L \in \mathbb{R}^{N_{\text{elec}} \times 3N} \) where each column of \( L \) is formed by calculating the forward solution at the EEG electrodes, \( N_{\text{elec}} \), for a dipole on one of the \( N \) mesh nodes with unit strength in a Cartesian direction, see Section 4.2. If the dipole moment is assumed to be known \textit{a priori}, i.e., orthogonal to the gray matter surface, then \( L \in \mathbb{R}^{N_{\text{elec}} \times N} \).

### 4.2 Node Basis Lead Field Matrix

Since only the relative differences of the potential are of interest, it is common in EEG to use the average signal as a common reference, this is the so-called \textit{average reference montage}. Let \( \overline{R} \) be the restriction matrix such that

\[
\overline{u}_{\text{elec}} - \overline{u}_{\text{elec}} = \overline{R}u,
\]

where \( \overline{u}_{\text{elec}} \) is the average of the potential at all electrodes. \( \overline{R} \) can be obtained from \( R \) by subtracting the column-wise mean from each entry. Substituting (4.1) in (4.4) gives

\[
\overline{u}_{\text{elec}} - \overline{u}_{\text{elec}} = \overline{R}u = \overline{RR}^{-1}b = Tb.
\]

We call \( \overline{T} = \overline{RR}^{-1} \in \mathbb{R}^{N_{\text{elec}} \times N} \) the transfer matrix for the average reference montage. By substituting (3.37) in (4.5),

\[
\overline{u}_{\text{elec}} - \overline{u}_{\text{elec}} = \overline{T}B^\text{dir}M,
\]

we can introduce the lead field matrix as \( L^\text{dir} = TB^\text{dir} \) for the direct method. For the subtraction method, the contribution to the total potential comes from two parts, the finite element method computed by (3.43) and the direct contribution from (3.23), respectively. Thus, the lead field matrix is given by \( L^\text{sub} = (TB^\text{sub} + F^\infty_{\text{elec}}) \). Here \( F^\infty_{\text{elec}} \) holds the value of \( \Phi^\infty \) for the three polarizations at all electrodes. This lead field formulation is the so-called \textit{node basis} lead field matrix which is based on the divergence of the source current density vector at each node.

### 4.3 Element Basis Lead Field Matrix

As discussed earlier, the traditional method of constructing the \( L \) matrix is to place three orthogonal sources in each node of the mesh, and compute the voltages at
the electrodes. For the reciprocity method, (3.46) holds for all electrodes and we obtain

\[
\begin{bmatrix}
E_{1,x}(x_0) & E_{1,y}(x_0) & E_{1,z}(x_0) \\
E_{2,x}(x_0) & E_{2,y}(x_0) & E_{2,z}(x_0) \\
\vdots & \vdots & \vdots \\
E_{N_{\text{elec}},x}(x_0) & E_{N_{\text{elec}},y}(x_0) & E_{N_{\text{elec}},z}(x_0)
\end{bmatrix}
\begin{bmatrix}
M_x(x_0) \\
M_y(x_0) \\
M_z(x_0)
\end{bmatrix}
= \begin{bmatrix}
u_{\text{elec}_1} \\
u_{\text{elec}_2} \\
\vdots \\
u_{\text{elec}_{N_{\text{elec}}}}
\end{bmatrix}
\]

which can be written in short as

\[
L_{\text{rec}}(x_0)M = u_{\text{elec}},
\]

where

\[
L_{\text{rec}}(x_0) = \nabla T(x_0) = \nabla (RK^{-1})(x_0).
\]

Here each row of \( \mathbf{R} \) has value 1 for the electrode node, -1 for the ground node, and zero elsewhere. The gradient is evaluated at the midpoint of all cells using the FEM basis functions. If we calculate (4.9) for all cells inside the domain and assemble the lead field matrix, we obtain the element basis lead field matrix \( \mathbf{L}_{\text{rec}} \in \mathbb{R}^{N_{\text{elec}} \times 3N_{\text{cells}}} \) where \( N_{\text{cells}} \) is the number of cells. This lead field matrix maps dipole components placed at the elements to potentials at the scalp recording electrodes. So, rather than iteratively placing a source in every node and computing a forward solution at the electrodes, by using the reciprocity theorem the electric field in all of the elements is calculated. The calculated electric field then can be used to reconstruct the potential differences at the electrodes for a source placed in any element.

### 4.4 Parametric Method

In a parametric method, the number of dipoles is assumed to be fixed and their locations and moments are chosen such that the potentials at the electrodes, \( u_{\text{elec}} \), that are computed in the forward problem, closely approximate the measured potentials, \( u_{\text{meas}} \), according to some criteria. Here we follow the common practice and choose the parameters such that we have the best fit in the least squares sense. For one dipole at a specific instantaneous time we get the following minimization problem

\[
J = \min_{x \in \Omega_{\text{brain}}} \min_{\mathbf{M} \in \mathbb{R}^d} \| u_{\text{meas}} - \mathbf{L}(x)\mathbf{M} \|^2,
\]

where \( \Omega_{\text{brain}} \) is the brain domain and \( d \) the dimension. Since this is a least squares problem and the electrode potential depends linearly on the dipole moment, see
(4.3), it is convenient to separate the parameters in (4.10) and solve for the dipole moment $\mathbf{M}$ first. Therefore, for a given dipole position $\mathbf{x} \in \Omega_{\text{brain}}$, the optimal components $\mathbf{M}_{\text{opt}}$ are found in the least squares sense as the solution of the linear equations $\mathbf{u}_{\text{meas}} = \mathbf{L}(\mathbf{x})\mathbf{M}$, i.e.,

$$
\mathbf{M}_{\text{opt}}(\mathbf{x}) = (\mathbf{L}^T(\mathbf{x})\mathbf{L}(\mathbf{x}))^{-1}\mathbf{L}^T(\mathbf{x})\mathbf{u}_{\text{meas}}.
$$

(4.11)

Substituting (5.12) into (4.10) yields after some manipulation

$$
J = \min_{\mathbf{x} \in \Omega_{\text{brain}}} \| [\mathbf{I} - \mathbf{L}(\mathbf{x})(\mathbf{L}^T(\mathbf{x})\mathbf{L}(\mathbf{x}))^{-1}\mathbf{L}^T(\mathbf{x})] \mathbf{u}_{\text{meas}} \|^2.
$$

(4.12)

where $\mathbf{I}$ is a $N_{\text{elec}} \times N_{\text{elec}}$ identity matrix.

Now, (4.12) is only dependent on the dipole position. Finding the minimum of (4.12) can be accomplished, for example, via an exhaustive search, i.e., inversion is carried out for each possible source location in the domain and the site producing the smallest residual energy is selected as the best possible source location. In the next Chapter we propose a new optimization method based on particle swarm optimization, to efficiently find the optimal source position.

### 4.5 Computational Complexity

In the set-up phase, $\mathbf{T}$ is computed once per head-model by means of solving $N_{\text{elec}}$ large sparse FE-systems of equations using, e.g., an iterative AMG-CG solver [29]. The computational complexity of the set-up phase is the same for all three numerical methods, i.e., direct, subtraction and reciprocity, if we ignore the cheap calculation of the gradient of $\mathbf{T}$, (4.9), in the reciprocity method. On our machine, a PC with Intel(R) Xeon(R) @3.30GHz CPU and 16GB memory, for solving $N_{\text{elec}} = 61$ FE-system for a model with $N = 2 468 080$ the set-up phase takes approximately 5 hours. The advantage of this pre-computation, which can be used by both parametric and non-parametric source methods, is that the solution of the inverse problem can then be computed very fast as part of an online process.

In the parametric inverse problem, a fixed number of active sources is assumed and in this approach, a search is made for the best-fit dipole position(s) and orientation(s). If we assume an unknown source direction, the time for finding the optimal source position and orientation is

$$
\tau_{\text{inv}} = \tau_{\text{b}} + \tau_{\text{M}_{\text{opt}}} + \tau_{\text{u}_{\text{elec}}}.
$$

(4.13)

in the inverse algorithm, where $\tau_{\text{b}}$ is the time for assembling the right hand side vector. In the direct method, right hand side has eight non-zero entries, and the
Table 4.1: Inverse problem algorithms. Algorithm 1 uses the direct method, Algorithm 2 uses the subtraction method and Algorithm 3 uses the reciprocity method in the forward problem.

<table>
<thead>
<tr>
<th>Algorithm 1</th>
<th>Algorithm 2</th>
<th>Algorithm 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precompute $T$</td>
<td>Precompute $T$</td>
<td>Precompute $T$ and $VT$</td>
</tr>
<tr>
<td>Repeat</td>
<td>Repeat</td>
<td>Repeat</td>
</tr>
<tr>
<td>compute new $\mathbf{b}_{\text{dir}}$</td>
<td>compute new $\mathbf{B}_{\text{sub}}$</td>
<td>compute $\mathbf{M}_{\text{opt}}$</td>
</tr>
<tr>
<td>compute $\mathbf{T} \mathbf{b}_{\text{dir}}$</td>
<td>compute $\mathbf{T} \mathbf{B}<em>{\text{sub}} + \mathbf{F}</em>{\text{elec}}$</td>
<td>compute $\mathbf{M}_{\text{opt}}$</td>
</tr>
<tr>
<td>compute $\mathbf{M}_{\text{opt}}$</td>
<td>compute $\mathbf{M}_{\text{opt}}$</td>
<td>compute $\mathbf{u}_{\text{elec}}$</td>
</tr>
<tr>
<td>compute $\mathbf{u}_{\text{elec}}$</td>
<td>compute $\mathbf{u}_{\text{elec}}$</td>
<td>Until Convergence</td>
</tr>
<tr>
<td>Until Convergence</td>
<td>Until Convergence</td>
<td>Until Convergence</td>
</tr>
</tbody>
</table>

Table 4.2: Computational time for one iteration in the inverse algorithm for a spherical head model with 2 468 080 nodes.

<table>
<thead>
<tr>
<th></th>
<th>Direct</th>
<th>Subtraction</th>
<th>Reciprocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_b$</td>
<td>0.30 s</td>
<td>49.5 s</td>
<td>-</td>
</tr>
<tr>
<td>$\tau_{M_{\text{opt}}}$</td>
<td>$6.2 \times 10^{-3}$ s</td>
<td>$6.2 \times 10^{-5}$ s</td>
<td>$6.2 \times 10^{-5}$ s</td>
</tr>
<tr>
<td>$\tau_{u_{\text{elec}}}$</td>
<td>0.15 s</td>
<td>0.16 s</td>
<td>$4 \times 10^{-7}$ s</td>
</tr>
<tr>
<td>$\tau_{\text{inv}}$</td>
<td>0.45 s</td>
<td>49.66 s</td>
<td>$6.24 \times 10^{-5}$ s</td>
</tr>
</tbody>
</table>

computational time for assembling $\mathbf{b}_{\text{dir}}$ is obtained by evaluating (3.36), where $\mathbf{M}$ is a unit vector. In the subtraction method, the mathematical dipole leads to a dense right hand side vector in equation (3.45) with non-zero entries equal to the number of nodes on interfaces. The computational time for assembling $\mathbf{b}_{\text{sub}}$ is obtained by evaluating (3.44). In (4.13) $\tau_{M_{\text{opt}}}$ is the time for evaluating (4.11). The $\tau_{u_{\text{elec}}}$ is the time for evaluating (4.4) for the direct and subtraction methods and (4.8) for the reciprocity method. The $r$ is the number of iterations needed to find the optimal solution and it is dependent on the convergence speed of the optimization method.

Tables 4.1 shows the necessary steps for EEG source localization by using the different algorithms for solving the forward problems. Table 4.2 shows the wall clock time for the computations on our machine for a model with $N = 2 468 080$ nodes. By comparing the computational time for all three methods presented in Table 4.2, we can see that the reciprocity method solves the inverse problem much faster than the other methods.
4.6 Choosing the Number of Sources

The number of focal sources is unknown in advance and is required as an input parameter for the spatio-temporal dipole modeling. One possible way is to start with one dipole and then increase the number until some criterion on the matching between the measured and optimized potentials at the electrodes is met. One natural criterion is that \( \frac{\|u_{\text{meas}} - L(x)M\|_2^2}{\|u_{\text{meas}}\|_2^2} \) is lower than some prescribed value, e.g., 0.01. Mosher et al. [38] proposed a method which quickly scans with a one dipole search, rather than the p-dipole search necessary in a complete fit. They proposed to separate the signal and noise subspaces and thus to visually determine the number of source components, through the drop in magnitude of the smallest signal eigenvalue to the greatest noise eigenvalue of the estimated spatial data covariance matrix. This procedure assumes that the signals have sufficient strength and that they are sufficiently uncorrelated during the time interval. In [39] a trial and error strategy was proposed to combine the determination of the unknown number parameter with the localization of the sources using the nonlinear dipole fit method. Knösche et al. [91] presented a systematic way to determine the number of dipoles by information criteria. The information criteria are based on a statistical concept of separating the space spanned by the principal components of the estimated data covariance matrix into a signal and a noise part. In the next chapter, we propose a multi-dipole source localization method based on PSO that can deal with scenarios where the single dipole source localization may fail.
As discussed in previous chapters, EEG is one of the most commonly used biomedical techniques since it provides a way to non-invasively study the function of the human brain. The EEG source localization problem is (usually) highly nonlinear and requires efficient algorithms for its solution. The most widely used optimization methods for solving the EEG inverse problem can be classified into two groups: gradient methods, which use function and derivative information (e.g., Levenberg-Marquardt [103]), and search methods (non-gradient techniques) which use only function values (e.g., Nelder-Mead downhill simplex [104]). In the literature these methods are also called local optimization and global optimization methods, respectively. Both of these methods minimize the cost function by iteratively adjusting the parameters of the dipole sources. The local optimization is fast to converge and effective when there is only one dipole in our source model and the data is noiseless. But when we use the multi-dipole model and have noisy data the local optimization approaches are not always effective since they are often trapped in local minima [105–107].

The dimensionality of the EEG source localization problem can be reduced by factoring out the linear parameters but still a fundamental problem remains: the least squares cost function is highly non-convex with respect to the locations of the dipoles. Consequently, inverse methods such as gradient based methods or nonlinear simplex searches often become trapped in local minima, yielding significant localization errors [108, 109]. The gray matter tissue is located in several disjunct regions in the head which leads to a non-continuous solution space and makes the problem more difficult to solve using standard optimization methods [110]. Moreover, by applying the physiological constraints, such as orthogonality (sources are orthogonal to the gray matter surface) and the sparsity, the problem has a non-differentiable cost function [111–113]. In addition, the final solution often depends on the initial approximation and the number of local minima of the cost function [114] since reasonable initial guesses are difficult to make.

Metaheuristic algorithms for global optimization have been used in the solution of the EEG inverse problem [115–120], and most of them reported high
accuracy on the estimation of multiple dipoles with simulation and realistic studies. Nevertheless, a strict statistical study on the variability of these results under realistic conditions has not yet been performed, and the establishment of realistic confidence intervals as a function of the parameter space of the metaheuristic algorithms remains an open task.

Particle swarm optimization is a swarm intelligence algorithm for numerical optimization problems [121,122]. PSO has gained increasing popularity in recent years and has been applied to a large group of problems in science and engineering [123–131], and also in biomedical applications [120,132–142].

In the next sections, we first introduce the standard PSO method and some improved versions. Also we present the parameter selection approaches and their limitations. Next, we propose a novel particle swarm optimization method with problem-specific modifications for the epileptic spike source localization and compare its effectiveness and efficiency with other improved version of PSO, a genetic algorithm (GA) and the deterministic global optimization algorithm, DIRECT. Finally, we show the ability of modified PSO (MPSO) to solve multiple source localization. The results show that, whereas the DIRECT method failed to efficiently solve the source localization problem, the MPSO could find the optimal solution significantly faster than other improved versions of PSO, as well as GA. To the best of the author’s knowledge, the PSO algorithm has not been applied to real EEG source localization previously.

5.1 Original PSO

The Particle Swarm Optimization concept was first introduced by Kennedy and Eberhart [121,122] in 1995 based on social system behavior such as the movement of flock of birds or a school of fish when searching for food. Each individual in the swarm is called a particle. The $i$–th particle of the swarm is represented by the vectors $X_i$ for its position and $V_i$ for its velocity. The particle has a memory to record the position of its previous best performance, personal best ($pbest$), in the vector $P_i$ and the position of the best particle in the swarm, global best ($gbest$), which is recorded in the vector $P_g$. The particle swarm optimization algorithm consists of, in each iteration, changing the velocity of each particle towards the position of its best performance, $P_i$, and the swarm best position, $P_g$. Thus in the original version particles move according to the following formula:

$$
\begin{align*}
V_i^{t+1} &= V_i^t + c_1 \text{Rand}() (P_i - X_i^t) \\
&\quad + c_2 \text{Rand}() (P_g - X_i^t), \\
X_i^{t+1} &= X_i^t + V_i^{t+1}.
\end{align*}
$$

(5.1)
The parameters $c_1$ and $c_2$ are the cognitive and social learning rates. These two rates control the relative influence of the memory of the swarm’s best performance, to the memory of the individual, and are often selected to the same value to give each learning rate equal weight. $Rand()$ is a random number, drawn from a uniform distribution between 0.0 and 1.0. In any situation, we do not know whether the cognitive or social learning term should be stronger; if we weight them both with random numbers, then their strength changes randomly. The effect of this is that the particle moves unevenly around the point defined as the weighted average of the two best positions, $P_i$ and $P_g$. Due to randomness, the exact position of this point changes in every iteration. In addition to the $c_1$ and $c_2$ parameters, implementation of the original algorithm also requires placing limits on the search area, $X_{\text{max}}$ and $X_{\text{min}}$, and the velocity, $V_{\text{max}}$. Changes in velocity are stochastic, and an undesirable result of this is that the particle’s trajectory expands towards infinity. The maximum velocity parameter, $V_{\text{max}}$, controls the particle’s trajectory to avoid approach infinity [143].

### 5.2 Improved PSO

Shi and Eberhart [144, 145] devised an inertia weight, $w$, to improve the accuracy of PSO by damping the velocities over time, allowing the swarm to converge with greater precision. By integration of $w$ into the algorithm, the formula for computing the new velocity is

\[
V_{i}^{t+1} = wV_{i}^t + c_1 Rand() (P_i - X_i^t) + c_2 Rand() (P_g - X_i^t).
\]

As originally developed, $w$ is often decreased linearly from about 0.9 to 0.4 during a run [143]. A suitable selection of the inertia weight provides a balance between exploration, the ability to test various regions in the problem space in order to locate a good optimum, hopefully the global one, and exploitation, the ability to concentrate the search around a promising candidate solution in order to locate the optimum precisely [145].

The maximum velocity, $V_{\text{max}}$, is a constraint that controls the maximum global exploration ability PSO can have. By setting a too small maximum velocity, the maximum global exploration ability is limited and PSO will always favor a local search no matter what the inertia weight is. Since the maximum velocity affects global exploration ability indirectly, whereas the inertia weight affects it directly, it will generally be better to control the global exploration ability through inertia weight only. Choosing a large inertia weight to facilitate more global exploration is not a good strategy, instead a smaller inertia weight should be selected to...
achieve a balance between exploration and exploitation and thus a faster convergence [143].

In [146] Clerc proposed a constraint coefficient, $K$, as a modification of PSO and in [147] it was found that $K$, combined with constraints on $V_{\text{max}}$, significantly improved the PSO performance. The formula for computing the new velocity with constriction factor $K$ is

$$V_{t+1} = K(V_{t} + c_1 \text{Rand}() (P_t - X_{t}^i) + c_2 \text{Rand}() (P_g - X_{t}^g)),$$

where $K = \frac{2}{|2 - \phi - \sqrt{\phi^2 - 4\phi}|}$ and $\phi = c_1 + c_2 > 4$.

### 5.3 PSO Drawbacks

The PSO algorithm introduced by Kennedy and Eberhart has proven to be powerful but needs to select various parameters, such as the maximum velocity coefficient, the swarm size as well as the cognitive and social learning rates. A complete theoretical analysis of the algorithm has been done by Clerc and Kennedy [148]. Based on this analysis, the authors derived a reasonable set of tuning parameters, as confirmed by [147]. However, the parameter selection in a specific problem is not straightforward.

The PSO algorithm risks trapping in local minima and losing its exploration–exploitation ability. Angeline, [149], for well known test functions, showed that although PSO was capable of finding a reasonable quality solution very fast, it could not improve the quality of the solution as the number of iterations was increased. If the $p_{\text{best}}$ and $g_{\text{best}}$ of a particle remain very close to each other then the particle becomes inactive in the swarm. In other words, when $|P_t - X_{t}^i|$ and $|P_g - X_{t}^g|$ are both small, and at the same time $V_{t}^j$ has a small value, then this particle loses its exploration ability. This could happen in the early stages for the $g_{\text{best}}$ particle and as a consequence the PSO is trapped in a local minima. In the following section we propose a Modified PSO (MPSO) which can help to reduce the aforementioned drawbacks.

### 5.4 The Modified PSO

In this section we describe some modifications that have been made to PSO, i.e., evolutionary programming, concept of authority, adaptive swarm size and problem-specific modification.
5.4 THE MODIFIED PSO

5.4.1 Evolutionary Programming

One way to avoid PSO being trapped in local minima is mutation [150, 151] and using evolutionary programming (EP) [149, 152, 153]. In EP, a population of \( N \) particles is randomly selected initially. Each particle is taken as a pair of real valued vectors, \((X_i, \eta_i)\), where \( X_i \) is the position vector and \( \eta_i \) is the standard deviation for Gaussian mutations of the \( i \)-th particle, respectively. Each parent particle \((X_i, \eta_i)\) creates a single offspring \((\hat{X}_i, \hat{\eta}_i)\) according to the following equations [154]:

\[
\begin{align*}
\hat{X}_i &= X_i + \eta_i \mathcal{N}(0, 1) \\
\hat{\eta}_i &= \eta_i e^{(\tau \mathcal{N}(0,1) + \tilde{\tau} \mathcal{N}(0,1))}
\end{align*}
\]

(5.4)

where \( \mathcal{N}(0, 1) \) denotes a normally distributed random number with mean zero and standard deviation one. The factors \( \tau \) and \( \tilde{\tau} \) are commonly set to \((\sqrt{2} \sqrt{n_{\text{dim}}})^{-1} \) and \((\sqrt{2n_{\text{dim}}})^{-1} \) [154]. By utilizing a \( q \)-tournament selection, \( N \) particles are selected out of \( 2N \) parents and offspring. Tournament selection is a popular form of selection which is commonly used in genetic algorithms [155]. In the \( q \)-tournament selection [156], \( q \) number of individuals is chosen randomly from the population and the best individual from this group is selected. This process is repeated as often as individuals must be chosen. The parameter for tournament selection is the tournament size \( q \). The \( q \) takes values ranging from 2 to the number of individuals in the population.

After applying EP to the swarm, once more \( M \) particles are selected from the swarm population by the \( q \)-tournament selection and thus become the so-called elite particles [157]. For each particle, the nearest elite particle is determined by the Euclidean distance. By evaluating the fitness value of all the particles, the global best position is determined. The velocity and the position of the particles are updated according to the global best position, the nearest elite position, and the personal best position. These are applied to the PSO with inertia weight as follows:

\[
V_{t+1}^i = wV_t^i + c_1 \text{Rand}() (P_i - X_t^i) + c_2 \text{Rand}() (P_g - X_t^i) \\
+ c_3 \text{Rand}() (P_e - X_t^i),
\]

(5.5)

where \( c_3 \) denotes the constant of the nearest elite and \( P_e \) is the nearest elite position.

...
5.4.2 The Concept of Authority

To maintain the exploration ability in our modified PSO and increase the exploitation ability, we introduce the concept of *authority* and apply it to the particle’s behavior. To implement the concept of authority, the $R$ closest particles to $gbest$ are extracted as the swarm moves close to a minimum and they are allowed to fly freely based on their memory and knowledge. Thus, the velocity update is divided into two parts as

$$V_{i}^{t+1} = wV_{i}^{t} + c_1 Rand() (P_{i} - X_{i}^{t}) + c_2 Rand() (P_{g} - X_{i}^{t}) + c_3 Rand() (P_{e} - X_{i}^{t}),$$

(5.6)

where $i = 1, 2, ..., N - R$ and

$$V_{r}^{t+1} = wV_{r}^{t} + c_1 Rand() (P_{r} - X_{r}^{t})$$

(5.7)

where $r = N - R + 1, ..., N$. The $R$ nearest particles to $gbest$ are re-selected in each iteration to ensure that the particles that moved away from the $gbest$ lose their authority and at the next iteration, update their velocity based on (5.6). It means that in some steps the particles that are closer to the global best can influence the performance and decision of the swarm, more than others. The concept of authority allows the swarm to have more information around $gbest$ before lots of particles approach it and get stuck to each other, thus it improves the exploitation ability. The concept of authority mixed with EP helps to keep the balance between exploration and exploitation as well as avoiding getting trapped in local minima.

5.4.3 Adaptive Swarm Size

Usually, the swarm size is constant. Some authors use 20, while some others use 30 [122, 145], but nobody has proved that one given size is really better than another. Thus it seems better to let the algorithm modify the swarm size [158], adaptively based on the current situation. In each iteration, the swarm has information about each particle’s position, $X_{i}$, personal best, $P_{i}$, velocity, $V_{i}$, as well as the previous objective function values. The swarm also has some global information, i.e., the swarm size and time step. Using this information, the swarm has two options to act on particles. It may remove particles from the swarm or generate new particles. The condition for the swarm to change the status of a particle is based on the following criteria:

- If one particle has had *enough improvement* a new particle is generated from that particle and the old one is kept.
• If one particle has not had *enough improvement* that particle is removed from the swarm.

Here, the status changes every 5 iterations which is equal to the neighborhood size of the particles. The *enough improvement* is defined by "improvement for 5 iterations". Reflecting walls are used as boundary conditions for the MPSO. When a particle hits the boundary in one of the dimensions, the sign of that velocity component is changed and the particle is reflected back towards the searching space. This boundary condition keeps the particles inside the searching space at all times.

### 5.4.4 Problem-Specific Modification

As our main goal is to apply PSO to EEG source localization, we add a problem-specific modification to the MPSO. This modification comes from the anatomical constraint in EEG source localization. Restricting the search space to limited areas of the brain volume, e.g., the gray matter, reduces the ambiguity of source localization [159]. In the inverse problem we consider only those dipole locations and orientations that are consistent with the anatomical data. As discussed in Chapter 2, the EEG signals are generated by currents flowing in the apical dendrites of cortical pyramidal cells [56, 160] so the search area could be restricted only to the cortex sheet of the brain. We use this information and add it to the MPSO. For this anatomical constraint MPSO solely evaluates the cost function, (4.12), for the particles that are placed in the gray matter and assigns a high penalty value to others. The MPSO starts from gray matter and in this way it ends up in the gray matter, this constraint also helps to avoid trapping the solution of the inverse problem in false local minima in other tissues.

### 5.5 Comparison of Different Algorithms

The objective of this section is to statistically compare the performance of the MPSO with some other improved versions of PSO as well as a genetic algorithm [161], for EEG source localization. The well known t-test (hypothesis testing) [162, 163] is used to assess and compare the *effectiveness* and *efficiency* of all the different algorithms. In hypothesis testing, a null hypothesis, $H_o$ will be correctly accepted with a significance (or confidence) level $(1 - \alpha)$ and falsely rejected with a type I error (asserting something that is absent) probability $\alpha$. If the null hypothesis is false, it will be correctly rejected with a power of the test $(1 - \beta)$ and will be falsely accepted with a type II error (failing to assert what is present) probability $\beta$ [164]. The decision options are summarized in Table 5.1. $H_o$ corresponds to an alternative hypothesis that is complimentary to $H_o$. 
Table 5.1: Possible decision outcomes in hypothesis testing (adapted from [164]).

<table>
<thead>
<tr>
<th>Action</th>
<th>The true situation may be</th>
</tr>
</thead>
</table>
| accept $H_0$, reject $H_a$ | $(1 - \alpha)$ significance level | $\beta$ [type II error]  
| reject $H_0$, accept $H_a$ | $\alpha$ [type I error]           | $(1 - \beta)$ power of test  
| Sum                     | 1                                 | 1  

The t-test deals with the estimation of a true value from a sample and the establishing of confidence ranges within which the true value can be said to lie with a certain probability $(1 - \alpha)$. In hypothesis testing, increasing the sample size, $n$, decreases type I and II error probabilities, $\alpha$ and $\beta$, based on the t-distribution. When $n$ is very large, the t-distribution approaches the normal distribution [165].

In this section, two hypotheses are tested. The first test is related to the effectiveness (finding the true global optimum) of the algorithms and the second is related to the efficiency (computational cost) of the algorithms. Effectiveness is defined as the ability of the algorithm to repeatedly find the known global solution, or arrive at sufficiently close solutions, when the algorithm is started from many random points in the design space. In other words, effectiveness is defined as the probability of finding a high quality solution such that,

$$Q = \left( 1 - \frac{\|u_{\text{meas}} - u_{\text{est}}\|}{\|u_{\text{meas}}\|} \right) \%,$$

where $u_{\text{meas}}$ and $u_{\text{est}}$ are the measured and estimated EEG signals, respectively. The solution quality metric described in (5.8) could then be used to synthesize a meaningful hypothesis to test the effectiveness of the search algorithms shown in Table 5.2. In our test cases, $u_{\text{meas}}$ is calculated synthetically by solving the forward problem for a dipole located inside the gray matter.

The second hypothesis that is tested in this section is the computational efficiency test. This test directly compares the computational effort required by MPSO and some other methods for EEG source localization. This requires a t-test called *comparison of two means* [163, 166]. For the computational efficiency test, the metric that is implemented is the number of function evaluations, $N_{\text{eval}}$, the algorithm carried out until the convergence criterion was met. The efficiency test is summarized in Table 5.3

### 5.5.1 Results and Discussions

The two tests were carried out for MPSO, three improved versions of PSO [146, 167] as well as GA [161]. Table 5.4 summarizes the features of the improved
Table 5.2: The effectiveness test.

Objective to test whether $H_a: \mu_Q > 99\%$

$H_0: \mu_Q \leq 99\%$

$t = \frac{\overline{Q} - 99\%}{s(\overline{Q})}$

taking $\alpha = 1\%$, $\beta = 1\%$, and $n = 1000$

where $\mu$ is the unknown population mean,

$\overline{Q}$ is the mean of the quality of a solution, and

$s(\overline{Q}) = \frac{\text{standard deviation of } Q}{\sqrt{n}}$

This is a one sided test of significance of a mean $\rightarrow t_{\text{critical}} = 2.0$.

Table 5.3: The efficiency test.

Objective to test whether $H_a: \text{MPSO } \mu_{N_{\text{eval}}} < \text{OM } \mu_{N_{\text{eval}}}$

$H_0: \text{MPSO } \mu_{N_{\text{eval}}} \geq \text{OM } \mu_{N_{\text{eval}}}$

$t = \frac{\overline{\text{MPSO}_{\text{eval}}} - \overline{\text{OM}_{\text{eval}}}}{s(x) \sqrt{(1/n_{\text{OM}}+1/n_{\text{MPSO}})}}$

where

$s(x) = \sqrt{\frac{(n_{\text{OM}}-1)s_{\text{OM}}^2+(n_{\text{MPSO}}-1)s_{\text{MPSO}}^2}{n_{\text{OM}}+n_{\text{MPSO}}-2}}$

OM stands for "Other Method".

Taking $\alpha = 1\%$, $\beta = 1\%$, and $n_{\text{OM}} = n_{\text{MPSO}} = 1000$.

This is a one sided test of significance of a mean $\rightarrow t_{\text{critical}} = 2.5$.

versions of PSO selected for benchmarking. We set up four different cases with physiological meaning. The spike dipoles are placed inside the gray matter with the following positions and orientations, see Fig. 5.1:

1. Right motor cortex, radial direction.
2. Right temporal lobe, radial direction.
3. Right temporal lobe, tangential direction.
4. Deep inside the brain, oblique direction.

The background dipole is fixed at the occipital lobe for all cases. Both tests were conducted using acceptable Type I and Type II errors of 1% each. Table 5.5 shows the calculated t-values obtained for the effectiveness test for all methods.

The effectiveness tests for MPSO and the other improved versions of PSO show that $t > t_{\text{critical}}$ in all cases. This leads to the rejection of the null hypothesis.
Figure 5.1: Position and orientation of the spike and background sources in 2D.
Spike dipole is placed at right motor cortex with radial direction (case 1), right temporal lobe with radial direction (case 2), right temporal lobe with tangential direction (case 3) and deep inside brain with oblique direction (case 4). For all cases the background dipole is placed at the occipital lobe.

Table 5.4: Parameters of different versions of PSO selected here as benchmark methods.

<table>
<thead>
<tr>
<th>Formula</th>
<th>$w$</th>
<th>$K$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPSO Eqs. (5.6) and (5.7)</td>
<td>linear from 0.9 to 0.4</td>
<td>–</td>
<td>0.8</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>PSO1 Inertia (5.2)</td>
<td>linear from 0.9 to 0.4</td>
<td>–</td>
<td>2.0</td>
<td>2.0</td>
<td>–</td>
</tr>
<tr>
<td>PSO2 Inertia (5.2)</td>
<td>0.600</td>
<td>–</td>
<td>1.70</td>
<td>1.70</td>
<td>–</td>
</tr>
<tr>
<td>PSO3 Inertia (5.2)</td>
<td>0.729</td>
<td>–</td>
<td>1.494</td>
<td>1.494</td>
<td>–</td>
</tr>
<tr>
<td>PSO4 Constrict (5.3)</td>
<td>–</td>
<td>0.642</td>
<td>2.10</td>
<td>2.10</td>
<td>–</td>
</tr>
<tr>
<td>EPSO Evolutionary(5.5)</td>
<td>linear from 0.9 to 0.4</td>
<td>–</td>
<td>0.8</td>
<td>0.4</td>
<td>0.8</td>
</tr>
</tbody>
</table>

and the acceptance of the alternative hypothesis, that is the quality of the solutions of these approaches is equal to or greater than 99% in all four cases. This alternative hypothesis is accepted with a confidence level of 99%. The infinity t-values in the Table 5.5 are obtained because in each of the runs the corresponding method consistently found the known solution. Therefore, the quality of the 1000 solutions in each case is 100%.
In all cases the null hypothesis is accepted for the GA runs, therefore it shows that the GA does not converge. By further investigating the data, it is found that the mean quality of the GA solutions for test case 1 is 98.98% with a standard deviation 0.20% and for the other cases it is 94.68% with a standard deviation 0.6%.

Table 5.5: Calculated t-values for the effectiveness hypothesis test.

<table>
<thead>
<tr>
<th>Case</th>
<th>MPSO</th>
<th>PSO1</th>
<th>PSO2</th>
<th>PSO3</th>
<th>PSO4</th>
<th>EPSO</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>∞</td>
<td>9.07</td>
<td>11.81</td>
<td>7.36</td>
<td>∞</td>
<td>∞</td>
<td>-0.07</td>
</tr>
<tr>
<td>2</td>
<td>∞</td>
<td>4.38</td>
<td>6.35</td>
<td>3.68</td>
<td>∞</td>
<td>∞</td>
<td>-7.32</td>
</tr>
<tr>
<td>3</td>
<td>∞</td>
<td>6.35</td>
<td>2.43</td>
<td>4.38</td>
<td>∞</td>
<td>∞</td>
<td>-7.29</td>
</tr>
<tr>
<td>4</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>-7.28</td>
</tr>
</tbody>
</table>

Table 5.6: Calculated t-values for the efficiency hypothesis test.

<table>
<thead>
<tr>
<th>Case</th>
<th>EPSO</th>
<th>PSO1</th>
<th>PSO2</th>
<th>PSO3</th>
<th>PSO4</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.13</td>
<td>27.16</td>
<td>32.84</td>
<td>33.92</td>
<td>27.18</td>
<td>303.19</td>
</tr>
<tr>
<td>2</td>
<td>15.36</td>
<td>24.83</td>
<td>31.23</td>
<td>32.84</td>
<td>23.84</td>
<td>304.28</td>
</tr>
<tr>
<td>3</td>
<td>16.72</td>
<td>24.36</td>
<td>28.12</td>
<td>31.24</td>
<td>24.81</td>
<td>305.49</td>
</tr>
<tr>
<td>4</td>
<td>15.15</td>
<td>28.96</td>
<td>33.65</td>
<td>34.73</td>
<td>27.45</td>
<td>306.87</td>
</tr>
</tbody>
</table>

In Table 5.6 the results of the efficiency test are given and they show that \( t > t_{critical} \) for all cases. These results lead to rejection of the null hypothesis and the acceptance of the alternative hypothesis with a confidence level of 99%. The interpretation of these results is that for all cases the computational effort required by MPSO to converge to a solution, is less than that of the other improved version of PSO as well as GA. Since DIRECT does not have any random parameters the same result is obtained for all runs and the t-test could not be applied. Table 5.7 shows the mean and standard deviation of the number of function evaluations for all methods. From Table 5.7 we can see that the MPSO, in average, finds the optimal solution five times faster than DIRECT. Paper I presents more details on the comparison of MPSO with other methods. In summary, by several examples, we have shown that the MPSO could found the optimal solution significantly faster than the other improved version of PSO as well as a genetic algorithm and the deterministic global optimization, DIRECT. Moreover that the MPSO is less prone to be trapped in local minima.
Table 5.7: Mean and standard deviation for the number of function evaluations for 1000 runs. Since DIRECT does not have any random parameters the same result was obtained for all runs.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPSO (mean±std)</td>
<td>97±40</td>
<td>93±42</td>
<td>92±39</td>
<td>104±35</td>
</tr>
<tr>
<td>EPSO (mean±std)</td>
<td>146±62</td>
<td>158±86</td>
<td>160±81</td>
<td>178±102</td>
</tr>
<tr>
<td>SPSO (mean±std)</td>
<td>187±58</td>
<td>201±93</td>
<td>196±86</td>
<td>195±61</td>
</tr>
<tr>
<td>CPSO (mean±std)</td>
<td>190±67</td>
<td>209±95</td>
<td>205±94</td>
<td>191±64</td>
</tr>
<tr>
<td>GA (mean±std)</td>
<td>1560±450</td>
<td>1680±400</td>
<td>1660±420</td>
<td>1710±550</td>
</tr>
<tr>
<td>DIRECT</td>
<td>500</td>
<td>680</td>
<td>430</td>
<td>350</td>
</tr>
</tbody>
</table>

5.6 Multiple Source Localization

Theoretically, it would be possible to calculate the objective function for all combinations of $p$ sources in $N_{\text{gray}}$ possible locations in the gray matter, i.e.,

$$\binom{N_{\text{gray}}}{p} = \frac{N_{\text{gray}}!}{(N_{\text{gray}} - p)!p!}, \quad (5.9)$$

evaluations. In practice, this is generally not feasible as the number of gray matter points in the configuration space is too large and cannot be explored exhaustively. The PSO is flexible and straightforward to extend to multiple source localizations. For $p$ source locations, $6p$ unknown parameters should be estimated in 3D, i.e., $3p$ dipole position parameters in Cartesian space $(x, y, z)$ and $3p$ dipole moments $(M_x, M_y, M_z)$. Thus the $i-th$ particle of the swarm can be represented by the vector $X_i \in \mathbb{R}^{np}$ and $V_i \in \mathbb{R}^{np}$, where $n = 1, 2, 3$ is the problem dimension. For $n = 3$ we get,

$$X_i = ((x_1, y_1, z_1), \ldots, (x_p, y_p, z_p), (M_{x1}, M_{y1}, M_{z1}), \ldots, (M_{xp}, M_{yp}, M_{zp}))_i,$$
$$V_i = ((V_{x1}, V_{y1}, V_{z1}), \ldots, (V_{xp}, V_{yp}, V_{zp}), (V_{Mx1}, V_{My1}, V_{Mz1}), \ldots, (V_{Mxp}, V_{Myp}, V_{Mzp}))_i. \quad (5.10)$$

With this configuration for the particles we can now again use (5.6) and (5.7) to minimize the cost function. The minimization problem (4.10) then becomes,

$$J = \min_{x \in \Omega_{\text{brain}}, M \in \mathbb{R}^d} \| u_{\text{meas}} - \sum_{i=1}^{p} L(x_i)M_i \|^2, \quad (5.11)$$

To test the ability of the MPSO to localize multiple dipole sources, we generate sets of simulated potentials for 30 channel electrodes for two active spike sources.
placed in both brain hemispheres in a 2D case, see Fig. 5.2. As in the previous test cases, the background dipole is fixed at the occipital lobe for all cases. The two spike sources have the same amplitude equal to 10 µAm, one with radial direction and the other with tangential direction. Fig. 5.2 shows the cost function when only a single dipole is used to estimate the potential for this test case. As we can see in Fig. 5.2 the global minimum is located 10.3 mm from the source in the left hemisphere and 88.4 mm from the source in the right hemisphere. The relative error is equal to 0.52 and clearly a single dipole is not enough in this case.

Therefore, we run the case with the multiple MSPO source localization formulated in (5.10) and (5.11) with eight unknown parameters, two position parameters and two orientation parameters for each dipole. To reduce the unknown parameters we can use the method explained in Section 4.4 and reduce the unknown parameters to six. For given dipole positions \( \mathbf{x}_1 \in \Omega_{\text{brain}}, \mathbf{x}_2 \in \Omega_{\text{brain}} \) and orientation \( \mathbf{M}_1 \in \mathbb{R}^3 \) the optimal components \( \mathbf{M}_{2,\text{opt}} \) are found in least squares sense as the solution of the linear equations \( \mathbf{u}_{\text{meas}} - \mathbf{L}(\mathbf{x}_1)\mathbf{M}_1 = \mathbf{L}(\mathbf{x}_2)\mathbf{M}_2 \), i.e.,

\[
\mathbf{M}_{2,\text{opt}}(\mathbf{x}) = (\mathbf{L}^T(\mathbf{x}_2)\mathbf{L}(\mathbf{x}_2))^{-1}\mathbf{L}^T(\mathbf{x}_2)\tilde{\mathbf{u}}_{\text{meas}},
\]

(5.12)

where \( \tilde{\mathbf{u}}_{\text{meas}} = \mathbf{u}_{\text{meas}} - \mathbf{L}(\mathbf{x}_1)\mathbf{M}_1 \).

We ran the multiple MPSO 100 times. The MPSO had 30 initial particles and the optimization was stopped if the relative error \( \leq 0.08 \) (this value was obtained when the exact dipole positions and orientations were selected as input for the optimization problem). Table 5.8 summarizes the results for multiple MPSO source localization. The standard deviation is zero since the MPSO found the optimal point in all runs. The errors presented in Table 5.8 is due to the background
source activity.

Table 5.8: Mean of the localization, orientation and relative errors after 100 runs.

<table>
<thead>
<tr>
<th></th>
<th>Source 1</th>
<th>Source 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Localization error (mm)</td>
<td>1.8</td>
<td>4.0</td>
</tr>
<tr>
<td>Orientation Error (deg)</td>
<td>0.0</td>
<td>1.73</td>
</tr>
<tr>
<td>Relative Error</td>
<td>0.08</td>
<td></td>
</tr>
</tbody>
</table>

The results in Table 5.8 show a significant source localization improvement compared to the one dipole localization approach. In our case the head model had 2 879 gray matter points. Thus all possible unique combinations of the two sources are 4 142 881. The multiple MPSO found the optimal only after 750 evaluations, which is 0.018% of the total number of possible choices. Using multiple MPSO source localization is a reliable choice when we deal with a strong multi-active sources scenario, since a one dipole source localization may fail in that case.
EEG source localization results are influenced by different errors and approximations, such as head-model complexity [10, 47], EEG signal noise [48], tissue conductivity noise [11] and electrode misplacement [48, 49]. In this chapter we investigate some of these errors and approximations.

Segmentation of head tissues using structural imaging techniques such as computed tomography (CT) and MRI is the first step towards generating a patient-specific head model. MRI is known as a safe and non-invasive method for imaging the human head. Because of its high contrast, T1-weighted MRI (T1-MRI) is well suited for the segmentation of soft tissues, i.e., white and gray matter and tissue boundaries like outer skull and skin. In contrast, the classification of hard tissues, such as the skull, is problematic. Several estimation approaches for classification of the inner skull layer have been presented [85, 168–170]. Accurate EEG source localization of, in particular, basal frontal and mesial temporal current sources in the human brain, are of high importance in epilepsy surgery. In [171] it was shown that inaccurate modelling of the skull compartment can cause 1 cm localization error and this may be detrimental in clinical applications. CT is well suited for imaging bone tissues such as the human skull, and registration of a CT with a T1-MRI [172] enables exact modeling of the skull, but also a radiation exposure risk which is avoided when possible. Another well suited modality for extracting the bone from soft tissue is Proton Density MRI (PD-MRI) since the difference between the quantity of water protons of bone tissues and intracranial tissues is large.

Furthermore, the head model complexity studies in [10, 11] have shown that CSF has significant influence on the EEG source localization error. As normal CSF has long T1 and T2 times, which manifest as dark signals on T1-weighted images and bright signals on T2-weighted images, it is difficult to segment the CSF accurately. Moreover, the brain extraction step during segmentation can affect the CSF misclassification significantly since a large amount of the CSF is located between the brain and skull compartments [47]. In the following section, the MRI acquisition and segmentation methods used in our real EEG test case are
6.1 MR Acquisition

Structural MR images were acquired using a PHILIPS ACHIEVA 3T scanner (Sahlgrenska University Hospital, Gothenburg, Sweden) equipped with a 32 channel head coil. T1-weighted images were acquired for a healthy subject, (195 sagittal slices, matrix size = 256 × 256, voxel size = 0.9375 mm³, flip angle 8 deg, TR/TE= 8.095/3.704 ms).

To allow for an estimation of the conductivity anisotropy in white matter (WM) based on diffusion tensor imaging (DTI) data [17], diffusion weighted images were acquired using a twice refocused SE-EPI sequence (60 axial slices, matrix size = 128 × 128, voxel size 1.75 × 1.75 × 2.0 mm³, TR/TE = 9793.685/77.183 ms, two averages) with 32 diffusion directions and a b-value of 800 s/mm².

6.2 MRI Segmentation Methods

In the last two decades, many research groups have developed methods for brain MRI data sequence analysis, for reconstruction of the brain’s cortical surface from anatomical MR data and registration of functional MR data on the reconstructed cortical surface [173–182]. Among them, the most widely used are the FMRIB Software Library (FSL) [173] and FreeSurfer [175]. In Paper III, we have investigated the influence of image segmentation done by FSL and FreeSurfer on the source localization. Comparing the results from the two methods with the “ground truth”, the set of voxels that were labeled by an expert, showed that the segmentations obtained from FSL gave better accuracy than those from FreeSurfer. In the following section we present the segmentation methods used to investigate the influence of head model on the EEG source localization. In our real EEG test case, presented in the next chapter, a manual segmentation done by an expert is used for generating the head model. More details are given in Papers II and III.

6.2.1 FSL

The segmentation of the five tissues, GM, WM, CSF, scalp and skull, is done by FSL in two steps. In the first step, masks of skin, skull and brain are generated by using a preset intensity threshold value (ITV) in the BET module. In the second step, an automated segmentation of three tissues, GM, WM and CSF, is carried out by applying the FAST module [174]. For the BET step, ITV is selected equal to 0.3 since in [47] it is shown that this value generated a model with minimum
source localization error. To generate an accurate head model the segmented tissues obtained from FSL need to be checked and corrected manually by a clinical expert. Fig. 6.1 illustrates the subject’s FEM head model obtained from the corrected FSL segmentation.

### 6.2.2 Mean Shift Method

Our group (Department of Signals and Systems, Chalmers University of Technology, Gothenburg, Sweden) recently proposed a fully automatic multi-tissue segmentation method for multi-modal MRI images of the head [183]. The method is based on a hierarchical segmentation approach (HSA) incorporating Bayesian-based adaptive mean-shift segmentation (BAMS).

In Paper VIII, this method has been tested for synthetic and real EEG source localization and compared with other existing methods such as, HSA-HMRF-EM [184] and BET-FAST [174]. Table 6.1 summarizes these results for the median nerve stimulation (see Paper VIII for more results).
6.2.3 Manual Segmentation

Here the segmentation of the five tissues, i.e., GM, WM, CSF, scalp and skull, was done manually by a clinical expert based on neurophysiological knowledge. Our expert spent 170 hours to fully segment the head model (120 slices). We call this segmented model the “ground truth” since it was the most accurate segmentation model that we could generate for EEG source localization. We made a comparison between the different segmentation methods mentioned in the previous sections for source localization of somatosensory evoked potentials, see Table 6.1.

Table 6.1: The relative error defined as relative difference between measured SEPs and estimated potentials for the median nerve SEPs source localization for head models generated by different segmentation methods.

<table>
<thead>
<tr>
<th>Segmentation methods</th>
<th>Relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSL</td>
<td>0.42</td>
</tr>
<tr>
<td>Mean Shift Method</td>
<td>0.35</td>
</tr>
<tr>
<td>FSL Manually Corrected</td>
<td>0.32</td>
</tr>
<tr>
<td>Manual Segmentation</td>
<td>0.23</td>
</tr>
</tbody>
</table>

As we can see from Table 6.1 the manually segmented head model gave, as expected, best results compared to the other segmentation methods. We use this model in the next chapter for real EEG source localization.

6.3 Modeling Tissue Conductivity Anisotropy

This section describes the modeling of realistic WM conductivity anisotropy, for the generation of realistic anisotropic high-resolution volume conductor models of the head. Conductivity anisotropy, directionally dependent, with a ratio of about 1 to 9 (normal to parallel to fibers) has been measured for brain WM by Nicholson [15], however, a robust and non-invasive direct measurement seems to be challenging. Nevertheless, a formalism has been described recently for relating the effective electrical conductivity tensor to the effective water diffusion tensor in brain WM [17, 18, 185]. Water diffusion can be measured non-invasively by DT-MRI. The mutual restriction of both the ionic and the water mobility by the geometry of the porous medium (the WM fibers) builds the basis for the described relationship. Basser et al. [16] introduced the assumption that the conductivity tensor shares the eigenvectors with the water diffusion tensor. The assumption is not that a fundamental relation exists between the free mobility of ionic and water particles, rather that the restricted mobilities are related through the geometry.
Two approaches are proposed in the literature for extracting the tissue anisotropy from DT-MRI, namely a “direct mapping” [186, 187] and a “volume normalized mapping” [188]. The direct mapping simply scales the DTI tensors to get the conductivity distribution. The volume normalized mapping uses the anisotropy information of the DTI data, while maintaining the mean conductivity of the tensors at a predefined value, e.g., the WM or GM isotropic conductivity. This approach prevents the problem of very high peak conductivity values that can occur when the direct mapping is used.

The procedure to prepare the diffusion weighted images for the subsequent estimation of the conductivity tensors, is based on the processing steps implemented in FDT [173]. A brain mask is extracted from the first b-value equal to zero image and the remaining images are corrected for head movements and distortions caused by eddy-currents using a linear affine co-registration to this first $b = 0$ image. After fitting the diffusion tensors and determining the fractional anisotropy (FA), the FA image is co-registered to the structural T1-weighted image. A two-step procedure is used to account for local distortions in the diffusion weighted images, starting with an affine registration and then applying a nonlinear registration. The resulting warp field is applied to the DTI data, thereby ensuring...
that the correct diffusion directions are preserved. Fig. 6.2 shows the FA and color-coded first eigenvector of the DTI tensor co-registered with the T1-weighted MRI, which illustrates the fiber orientation map from a DT-MRI. Finally, the conversion schemes from the diffusion to conductivity tensors are applied. In the next section we present two variations of these conversion schemes. Moreover, in Paper IX we add the WM anisotropy to the head model in a real EEG test case.

### 6.3.1 Direct Mapping

Tuch et al. in [187] showed a linear relationship between the eigenvalues of the diffusion and conductivity tensors

$$\sigma_v = s d_v, \quad (6.1)$$

where $\sigma_v$ and $d_v$ represent the $v$th conductivity and diffusion eigenvalue, respectively, and $s$ is a scaling factor. With this assumption, the anisotropy ratio between the different diffusion eigenvalues are preserved. Tuch et al. [187] in the original scaling factor reported that results often have unrealistically high conductivity values, and an adjusted scaling factor was applied to make sure that the conductivity stays in a reasonable range [186]. The factor $s$ was selected such that the geometric mean of the conductivity eigenvalues, averaged across voxels, fitted that of the isotropic conductivities reported in the literature. Thereby, a single factor $s$ was chosen for GM and WM such that the mean conductivities derived from DTI for both tissue types matched the isotropic reference values as good as possible in a least-squares sense,

$$s = \frac{\bar{d}_{WM}\sigma_{iso}^{WM} + \bar{d}_{GM}\sigma_{iso}^{GM}}{\bar{d}_{WM}^2 + \bar{d}_{GM}^2}, \quad (6.2)$$

where $\sigma_{iso}^{WM}$ and $\sigma_{iso}^{GM}$ denote the isotropic conductivities of WM and GM, respectively. Typical conductivities $\sigma_{iso}^{WM} = 0.142 \text{ S/m}$ and $\sigma_{iso}^{GM} = 0.33 \text{ S/m}$ were used as isotropic reference values for EEG source localization [10, 186, 189]. The average value of the diffusion eigenvalues $d_1$, $d_2$ and $d_3$, in all voxels, is given by

$$\bar{d}_{WM/GM} = \sqrt{\frac{\sum_{k=1}^{N_{WM/GM}} (d_1 d_2 d_3)_k}{N_{WM/GM}}}, \quad (6.3)$$

where $N_{WM/GM}$ indicates the number of voxels corresponding to WM and GM, respectively.
6.3.2 Volume Normalized Mapping

An alternative for conductivity mapping from DTI is to locally match the geometric mean of the conductivity eigenvalues of each single voxel to that of an isotropic reference value [188]. This approach is referred to as a “volume normalized” approach, with the adjusted conductivity eigenvalues being determined by

$$\sigma_i = \frac{d_i}{\sqrt{d_1d_2d_3}} \sigma_{\text{iso}}^{\text{WM/GM}}.$$  \hspace{1cm} (6.4)

6.4 Numerical Results

Both the direct and the volume normalized mapping were tested for synthetic EEG source localization with a realistic head model to investigate the influences of anisotropic WM on EEG source localization. Fig. 6.3 illustrates the maximum eigenvector co-registered to the segmented T1-weighted image. The zoom-in window in Fig. 6.3 shows the corpus callosum area. The corpus callosum is the major white-matter tract that crosses the interhemispheric fissure in the human brain and it consists of approximately 200 million interhemispheric fibers, most of which
Table 6.2: Mean and standard deviation of the localization and relative error for 725 source positions with three polarities. The direct and the volume normalized (VN) mapping were used to calculate the WM anisotropic conductivities from diffusion tensor images.

<table>
<thead>
<tr>
<th></th>
<th>Direct Mapping</th>
<th></th>
<th>VN Mapping</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x-polarity</td>
<td>y-polarity</td>
<td>z-polarity</td>
<td>x-polarity</td>
</tr>
<tr>
<td>LE (mm)</td>
<td>5.2±3.1</td>
<td>6.1±3.5</td>
<td>6.5±4.2</td>
<td>4.1±2.2</td>
</tr>
<tr>
<td>RE</td>
<td>0.22±0.03</td>
<td>0.26±0.04</td>
<td>0.20±0.03</td>
<td>0.19±0.04</td>
</tr>
</tbody>
</table>

connect homologous regions of the cerebral cortex [190]. The corpus callosum with highly anisotropic cellular structures is a good reference to check the co-registration results visually.

To investigate the influence of WM anisotropy on source localization, a patch of gray matter with 725 voxels was selected. First, the EEG signals for a model with anisotropic tissues were calculated synthetically by applying the reciprocity method. Then the exhaustive search algorithm was used to locate the sources for a model with isotropic tissues. At each point, dipoles with three polarities, i.e., x-, y- and z-polarity were tested. The relative errors (RE) are calculated by comparing the isotropic and anisotropic solutions at each electrode node as follows

$$RE = \frac{\|\mathbf{u}_{\text{elec}}^{\text{aniso}} - \mathbf{u}_{\text{elec}}^{\text{iso}}\|}{\|\mathbf{u}_{\text{elec}}^{\text{aniso}}\|},$$

(6.5)

where $\mathbf{u}_{\text{elec}}^{\text{iso}}$ and $\mathbf{u}_{\text{elec}}^{\text{aniso}}$ are potential values at electrodes for isotropic and anisotropic models, respectively, and $\| \cdot \|$ denotes the Euclidean norm. Moreover, for a single point source, the localization error (LE) is the distance between the estimated and the actual source position, defined as

$$LE = \|\mathbf{x}_{0}^{\text{aniso}} - \mathbf{x}_{0}^{\text{iso}}\|,$$

(6.6)

where $\mathbf{x}_{0}^{\text{aniso}}$ is the actual source position in the anisotropic head model and $\mathbf{x}_{0}^{\text{iso}}$ is the estimated source position in the isotropic head model.

Table 6.2 presents the mean and standard deviation (STD) of the LE and RE for both direct and volume normalized mapping. As we can see the WM anisotropy affects the localization approximately 5 mm with a 20% relative error. From this observation, we can conclude that using a head model with WM anisotropic tissue might affect the source localization in the range of millimeters. These results are consistent with the previous study [188]. In [188], it is concluded that the single-source localization errors resulting from neglecting anisotropy were found to be smaller compared to other modeling errors, like mis-
6.4 Numerical Results

Figure 6.4: The localization error (left) and the relative error (right) for the different dipole sources using the volume normalized mapping.

Figure 6.5: The color coded relative error projected on the gray matter for dipoles with x-polarity (left), y-polarity (middle) and z-polarity (right) obtained using the volume normalized mapping.

classified tissue or the use of non-realistic head models.

Fig. 6.4 shows the localization and relative error results for all three polarities. As we can see in Fig. 6.4 the x-polarity dipoles have smaller localization error compared to other polarities. Fig. 6.5 shows the relative error projected on the gray matter voxels. This figure indicates that the source positions surrounded by gray matter voxels, have smaller relative compared to those which are closer to or on the boundary.
Real EEG Test Case

The real EEG data that we use in this thesis was recorded from stimulation of somatosensory evoked potentials (SEPs) on a healthy subject. The 61 EEG electrodes were placed on the subject’s head according to the 10/10 EEG electrode system [191]. The 3D (-x,-y,-z) coordinates of these electrodes were measured before and after the SEP stimulation experiment with a digitizer, and for the electrode registration three reference points, i.e., nasion (the delve at the top of the nose, level with the eyes), left and right tragus (the points situated in front of the respective concha) were measured on the subject’s head. In this study two sets of stimulations were measured: a) median nerve at the left hand and b) the left posterior tibial nerves at the subject’s ankle. In the following sections the SEP details, validation methods and results are presented.

7.1 Somatosensory Evoked Potential

Evoked potentials are the electrical signals generated by the nervous system in response to sensory stimulus. Auditory, visual, and somatosensory stimuli are commonly used for clinically evoked potential studies. Somatosensory evoked potentials (SEP) consist of a series of waves that reflect sequential activation of neural structures along the somatosensory pathways. Sensory nerves (cell bodies in the dorsal root ganglia) transmit the signal rostrally and ipsilaterally (first order fibers), in the posterior column to a synapse in the dorsal column nuclei at the cervicomedullary junction [192]. Then the signal is passed via the second order fibers that cross to the contralateral thalamus via the medial lemniscus. Finally, the signal travels via the third order fibers from the thalamus to the frontoparietal sensory cortex. Fig. 7.1 shows the SEP pathway (adopted from Saladin [192]). While SEP can be elicited by mechanical stimulation, clinical studies use electrical stimulation of peripheral nerves, which gives larger and more robust responses. The stimulation sites typically used for clinical diagnostic SEP studies are the median nerve at the wrist, the common peroneal nerve at the knee, and/or the posterior
Figure 7.1: The motor and somatosensory pathways: sensory nerves transmit the signal to the sensory cortex via first, second and third order fibers (adopted from Saladin [192]).

tibial nerve at the ankle. In this study two sets of stimulations were measured:  
a) median nerve at the left hand. The anode was placed just proximal to the palmar crease, and the cathode was placed between the tendons of the palmaris longus muscle, 3 cm proximal to the anode. The selected nerves were stimulated with monophasic square pulses, 300 microseconds in duration, and the stimuli were delivered by using a constant current stimulator with 4.8 mA.  
b) the left posterior tibial nerves at the subject’s ankle. The selected nerves were stimulated with monophasic square pulses, 300 microseconds in duration and the stimuli was delivered by using a constant current stimulator with 5.2 mA.

Too rapid stimulus delivery rates should be avoided, as they degrade the SEP waveforms. Hence, we used one stimuli per second in our measurements. One should note that the rates, which are subharmonics of the line frequency, such as 5 or 6 Hz, should be avoided, since that contaminates the averaged SEPs by artifacts of the line frequency [193]. Several characteristics of SEP can be measured, including peak latencies, component amplitudes, and waveform morphology. Peak latencies are consistent across subjects, whereas amplitudes show large intersub-
ject variability. Therefore, interpretation of extraoperative diagnostic SEP studies is predominantly based on peak latencies and measures derived from them, such as interpeak intervals and right-left differences [193]. Component amplitudes are more consistent during repeated SEP recordings in the same subject. Therefore, both peak latencies and component amplitudes should be measured and followed during intraoperative monitoring. Ageing is associated with some prolongation of SEP latencies. SEP components are commonly named by their polarity and typical peak latency in the normal population [194]. For example, N20 is a negativity that typically peaks 20 milliseconds after the stimulus. The N20 predominantly reflects activity of neurons in the hand area of the primary somatosensory cortex and the P40 predominantly reflects activity of neurons in the posterior tibial nerve at the primary somatosensory cortex [194, 195].

7.1.1 EEG Signal Preprocessing

The EEG of a healthy subject were recorded at the Department of Clinical Neurophysiology of the Sahlgrenska University Hospital, Gothenburg, Sweden. The participant (30 yrs-old) was without substance abuse or dependence and had no known neurological or psychiatric illnesses or trauma. A 61-channel EEG system was used at a sampling frequency of 2 kHz. The EEG time series were filtered (FIR, band-pass of 1–45 Hz and notch of 50 Hz), re-referenced against the common average reference, and segmented into non-overlapping 300 ms epochs using the EEGLab software [196]. Artifacts in all channels were edited off-line: first automatically, based on an absolute voltage threshold (100 mV) and on a transition threshold (50 mV), and then on the basis of a thorough visual inspection. Two electrodes with very high artifacts were removed from the recorded signals; F7 and CP1 according to the 10/10 system [191]. Using short segments for analysis allowed us to record 160 artifact-free epochs that were averaged to obtain an SNR equal to 28 dB. Then the peak of the averaged signals was used as input for the inverse problem. Fig. 7.2 shows the average of 160 stimulations for N20 at the EEG electrode positions and its topography on the subject’s head model.

7.2 Validation

Validation of the source localization is difficult, because no “ground truth” exists to make a comparison. We have taken three approaches to validate our method: first we use the physiological knowledge on localization of motor and sensory functions based on clinical expertise, second we use a standard functional imaging technique, i.e., fMRI, and third we follow an exhaustive search pattern, i.e., a brute force search for all possible locations inside the gray matter.
Figure 7.2: Somatosensory evoked potentials (SEPs): Butterfly plot of the averaged median nerve stimulation N20 and its late cortical activity P60 at the EEG electrode positions (left), the EEG’s topography for the N20 peak (right).

7.2.1 Anatomical Validation

From direct cortical SEP studies in humans it was concluded that the postrolandic N1 (N20) reflects a horizontally oriented dipole in the posterior wall of the central sulcus [195, 197–205], see Fig. 7.3. This conclusion was supported by studies using magnetic field analysis which are particularly sensitive to horizontally oriented dipoles [206–208]. The primary cortical positivity following N20 (P60) is probably generated by radially oriented sources located immediately behind [201, 205] and in front of the central sulcus [198, 208–210], see primary motor cortex (area 4) shown in Fig. 7.3. This assumption has been supported by recent primate studies analyzing epicortical or intracortical SEPs, concomitant multi unit activity, and current source density calculations [211].

EEG source localization associated with SEP data has been well documented in the literature [213–218]. The most widely researched and clinically applied SEPs are elicited by stimulation of the median nerve at the wrist [214, 217, 218]. More recently, SEP data resulting from the stimulation of fingers or other sites have also been reported [219–223].

Thus, for the first class validation we use the physiological knowledge of localization of motor and sensory functions [224]. We consulted a clinical neurophysiology expert (from Sahlgrenska University Hospital, Gothenburg, Sweden) to localize the recorded SEPs in an independent session, and then we used those results to compare with results generated from our method. This is a valid comparison since in a daily clinical routine the pre-diagnostic localization for epilepsy...
Figure 7.3: The primary somatosensory cortex (area 1, 2, and 3) and primary motor cortex (area 4). (Adopted from Brain Atlas: Brodmann Areas for fMRI [212].

surgery is done by the same clinical expert. Fig. 7.4 shows visual images of locations and sizes of the subject’s somatosensory cortical areas for the left hand marked by the clinical expert.

7.2.2 Functional Validation

Different imaging modalities including functional MRI (fMRI) and MEG have shown that the Primary Somatosensory Cortex (SI), located in the postcentral gyrus, is activated in response to cutaneous mechanical and electrical stimulation [220, 225–227] in a somatotopic manner [228]. In fact, somatosensory infor-
Figure 7.4: The location and size of the subject’s somatosensory cortical area which corresponds to the left hand marked by a clinical expert. (Note: MRI software shows the pictures flipped.)

Information of different body parts (such as the hand area) are represented in specific regions of SI [228, 229]. Ackerley et al. in [230] showed that touch on the left palm elicited a large positive Blood-Oxygenation Level Dependence (BOLD) signal in the right sensorimotor areas with a typical somatotopical representation in the right SI.

To get a robust activation in SI we used a similar fMRI design. A single run block design, consisting of 20 stimulation intervals interspersed by 20 rest intervals was used. The stimulation consisted of continuous brush strokes, manually delivered on the palm of the left hand. Stimulation and rest intervals lasted for 8700 ms (3TRs). The run began with a rest interval. The subject, who previously participated in the SEPs study, was instructed to lie still.

A 3T Philips Achieva MRI scanner with a 32 channels SENSE head coil was used. For functional imaging, a single-shot echo-planar imaging sequence was used (T2*-weighted, gradient echo sequence, repetition time (TR)= 2900 ms, echo time (TE) = 35 ms, flip angle = 90 deg, field-of-view (FOV) = 200 × 244 × 129 mm). The functional scan consisted of 46 slices, 2.8 mm thick, with the acquisition plane oriented to the anterior-posterior commissure line and covering the whole cerebral cortex. For structural imaging a high-resolution T1-weighted anatomical protocol was used (195 sagittal slices, matrix size = 256 × 256, voxel size = 0.9375 mm³). Preprocessing and statistical analysis of MRI data was per-
formed using BrainVoyager QX (version 2.1 Brain Innovation, Maastricht, The Netherlands). Functional data was motion corrected and low-frequency drifts were removed with a temporal high-pass filter (0.006 Hz). Spatial smoothing was applied with a Gaussian kernel (4 mm FWHM, full width at half-maximum). Functional data was manually co-registered with 3-dimensional (3D) anatomical T1 scans on the basis of anatomical landmarks. A whole brain general linear model was created for the single run. One predictor (convolved with a standard model of the hemodynamic response function) modeled the stimulation condition. The t-statistics image reflects the difference in activation between the stimulation to the rest condition, thresholded at t-value (P < 0.0001) of 4.

Fig. 7.5 shows the activation evoked by brush stimulation on the palm of the left hand, with the largest activation cluster in the postcentral gyrus, corresponding to the primary somatosensory cortex (SI). The 3D anatomical scan was transformed into Talairach space [231] and the parameters for this transformation were subsequently applied to the co-registered functional data. Talairach coordinates of peak activation were in: 44; -29; 51, corresponding to the postcentral gyrus according to the Talairach atlas [232].
Chapter 7. Real EEG Test Case

Figure 7.6: The estimated source position for median nerve stimulation on the subject’s MR images.

7.2.3 Exhaustive Search

An exhaustive search was used to validate the MPSO results. We searched with brute force all gray matter voxels and the site with minimum relative error is determined, then we compare this point with results generated by MPSO. The head model has 1 mm resolution with 951,874 voxels in gray matter. All computations were performed on an Intel 2.93 GHz workstation with 8GB RAM memory and the post processing and visualizations were done using Matlab (R2012a) and the 3DSlicer (3.6.3) software [233].

7.3 Result and Discussion

We ran the source localization method for N20 signals, see Fig. 7.2, recorded from the median nerve, and compared the result with the anatomical, functional and exhaustive search methods. The manually segmented head model was used, see Section 6.2. The following conductivities were then assigned to the FE compartments based on their segmentation labels and the isotropic reference model [24, 234]: skin = 0.43 S/m, skull = 0.0042 S/m (skull to skin conductivity ratio of approximately 1:100), CSF = 1.538 S/m, gray matter = 0.33 S/m, and white matter =
0.142 S/m. First, we brutally searched all the gray matter voxels and the site with minimum relative error was determined, then we compared with results generated by MPSO. Compared to the exhaustive search MPSO was 6000 times faster and needed only around 10 milliseconds to converge.

Fig. 7.6 shows the estimated source position from all methods for median nerve stimulation on the subject’s MR images. The optimization method was terminated when the minimum relative error from the exhaustive search was obtained. As we can see from Fig. 7.6, the EEG source localization result agrees well with both anatomical and functional validation methods. Although the source position is a bit deeper compared to the area marked by the clinical expert, it agrees very well with the fMRI results.

See Papers V and IX for more detailed information on the results, where the results for both median and tibial nerve stimulations for an isotropic and an anisotropic model, respectively, are presented.
Summary of the Papers

In this chapter, a brief summary of the papers included in the thesis is given. We divide the contribution into four categories; forward problem, inverse problem, real data source localization and sensitivity analysis.

8.1 Forward Problem: Papers I, VI and VII

In Papers I, VI and VII we proposed two methods for the forward problem, a modified subtraction method and a method based on the reciprocity theorem. The forward problem is a procedure to find the scalp potentials for a given current dipole(s) inside the brain.

In Papers I and VII, we introduced a modified subtraction FEM method that solves the singularity problem for the dipole sources, and improves the computational time compared to the original subtraction method. To obtain a more compact support of the right-hand side we introduced a smooth cut-off function which is identically one in a neighborhood of the dipole source. The cut-off function is radially symmetric around the dipole source, and its support is a ball with adjustable radius centered at the dipole source. We showed that a proper choice of radius led to a substantial speed up in the assembly process of the right-hand side, whilst the results had the same accuracy as the original subtraction method.

For using EEG source localization in real-time applications, such as TMS-EEG, there is a great need to speed up the solution of the forward problem to the range of seconds or less. We presented a method in Paper VI that combines the reciprocity theorem with FEM for EEG source localization. The reciprocity theorem for the electric case states that the field of the so-called lead vectors is the same as the field raised by feeding a reciprocal current to the lead. The reciprocity EEG source localization speeds up the solution of the inverse problem with more than three orders of magnitude compared to the state-of-the-art methods, which is a major advantage of this method for EEG source localization. The proposed method was tested for a four-layer spherical head model. The validation of the
method was performed by comparing the reciprocity method with analytical potentials for dipoles with eccentricity from 0 to 94%. To benchmark the proposed method, we compared it with the direct and subtraction methods. The results showed that the reciprocity method is as accurate as the subtraction method, and more accurate than the direct method. Furthermore, the reciprocity method was shown to be robust to both EEG signal noise and electrode misplacement.

8.2 Inverse Problem: Papers I, II and IX

The inverse problem is (usually) highly nonlinear and requires efficient algorithms for its solution. In Paper I, we introduced a novel particle swarm optimization (PSO) method with problem-specific modifications for the EEG source localization. The algorithm uses the velocity update properties from the original PSO, ideas from evolutionary programming and a new property, the so-called concept of authority. In Paper I, by several examples, we showed that the new algorithm finds the optimal solution significantly faster than other PSO methods from the literature, a genetic algorithm and the deterministic global optimization method, DIRECT. In addition, the MPSO is less prone to be trapped in local minima. The proposed modified PSO can also be implemented in a parallel computing environment making the inverse problem solution very cheap. Moreover, the modified PSO can easily be extended to multiple dipole source localization.

8.3 Real EEG Data: Papers II, V and IX

On the basis of our simulation results (Papers I and IV), we designed a real EEG test case with somatosensory evoked potentials (SEPs) in order to verify the proposed methods in realistic scenarios. In this study two sets of stimulations were measured: a) median nerve at the left wrist. b) the left posterior tibial nerves at the subject’s ankle.

In Paper II, we applied MPSO to both median and tibial nerve stimulation as well as their late cortical activities. For the forward problem we used the modified subtraction method and an isotropic head model generated manually by a clinical expert. Comparison between the recorded EEG and estimated scalp potential topographies showed good agreement in all cases. Moreover, based on clinical expertise, the estimated sources were confirmed to be located in the correct region. The EEG source localization results obtained from MPSO gave the same results as exhaustive search, but with significantly lower computational complexity.

In Paper V, we applied MPSO to the tibial nerve stimulation. For the forward problem we used the modified subtraction method and an isotropic head model...
generated automatically by the FSL software. The segmented results from FSL were corrected manually by a clinical expert. The results have a larger relative error compared to the ones obtained in Paper II due to the segmentation errors in the head model, and the fact that the source position was deeper.

In Paper IX we applied the reciprocity theorem and MPSO to the median nerve stimulations with a head model generated manually by a clinical expert and including anisotropic white matter conductivity. We used the fMRI method to validate our result. In a comparison between the EEG source localization and fMRI activities, the estimated source agrees extremely well with the fMRI activities area. The result shows that the proposed method is a step towards a clinically useful EEG source localization methodology that provides accurate, fast and robust solutions.

## 8.4 Sensitivity Analysis: Papers III, IV and VIII

The EEG source localization is influenced by different errors and approximations, for example source model approximations, head-modeling errors, EEG signal noise, tissue conductivity noise and electrode misplacements, as well as the numerical computational errors. For an accurate source localization, it is crucial to understand the influences of these errors on the results. To investigate this, we set up several test cases with synthetic EEG data. Generating an accurate patient-specific head model is one of the most important steps in EEG source localization and includes the segmentation, mesh generation and assigning conductivities to the respective tissues.

In Paper III, the performance of two of the most widely used software packages for brain segmentation, namely FSL [173] and FreeSurfer [175] were analyzed. Comparing with the "ground truth", consisting of the set of voxels that were labeled by an expert, the results showed that the segmentation outputs obtained from FSL are more accurate than those from FreeSurfer, especially for the CSF compartment. Then a segmented head model from FSL was used to investigate the effects of brain tissue segmentation on EEG source localization. The results for FSL showed a 12 mm localization error in the z-direction of the estimated source.

In Paper VIII, we investigated a new fully automated segmentation method, the so-called HSA-BAMS [183], for EEG source localization. The results showed that this method can improve the source localization results by approximately 10% compared to other methods implemented in FSL such as HSA-HMRF-EM [184] and BET-FAST [174].

The complexity of the head model is another source of uncertainty. In Paper IV, six head models with different number of tissues from 4 to 9 were compared
with a reference model, i.e., a model with 10 tissues, in order to find the optimal number of tissues for the head model as well as the most important tissue for the source localization. Results showed that a model with five tissues, i.e. skin, skull, WM, GM and CSF, gave the best results. Moreover, by analyzing the results with respect to the tissues, we showed that CSF affects the results significantly.

In Paper IV the influence of EEG noise, electrode misplacements, conductivity noise and white matter anisotropy, on EEG source localization, were investigated. The results, in our test cases, showed that the source localizations are very sensitive to conductivity noise and only 4% noise can cause a 13 mm localization error. The WM anisotropy can affect the potential relative error significantly, approximately 20% in a 3D test case, but it only caused a 5 mm source localization error. In a realistic head model the electrode misplacement results showed that a 1 cm electrode misplacement caused approximately 17% potential relative error and an 8 mm localization error for the subtraction method. In Paper VI, the influences of electrode misplacement for the reciprocity forward method were investigated in the spherical head model. The results showed that the reciprocity method is more robust with respect to electrode misplacement. One centimeter electrode misplacement only caused a 2 mm source localization error. Our investigation of EEG signals noise in Papers I, IV and VI showed that both the subtraction and reciprocity methods are robust with respect to EEG signal noise.
Conclusions and Outlook

This thesis deals with different aspects of EEG source localization and pays particular attention to reducing the computational complexity. Reflecting on the shortcomings of pre-existing methods, we have developed a method based on the reciprocity theorem and particle swarm optimization. Encouraging results, expressed in different performance indicators as well as in comparison with other existing methods, have been demonstrated for localization of different spike sources inside the brain. The results show accurate localization with a very fast computation time (in the range of milliseconds). We designed real EEG test cases with somatosensory evoked potentials (SEPs) in order to verify the proposed method in realistic scenarios. The feasibility of the proposed source localization method was tested for median and tibial nerves evoked potentials. The results agreed very well with both the fMRI palm-brushing measurement and the clinical expert results. The computational time for localizing the SEP signals was 5 milliseconds.

The sensitivity analyses in this thesis contribute the understanding of the nature of the problem and its limitations. The numerical results show that the head model segmentation is the most important step in the EEG source localization and that inaccurate segmentations produce erroneous localization results.

The numerical and experimental results presented in this thesis have shown that our proposed method based on the reciprocity theorem and the MPSO method is a good choice for EEG source localization. These results need to be confirmed clinically on real epileptic spikes by using subdural EEG recordings and brain surgery outcomes for validation. [235–237]. From a technical point of view there are still several issues that need to be improved. The existing segmentation methods should be improved to generate a more accurate head model automatically. Moreover, in the future, a further effort is needed for the measurement of human head tissue conductivities, especially concerning the skull anisotropy. Animal models can be a good alternative to provide the necessary validation on a more controlled level, i.e., the implantation of deep electrodes and their EEG reconstruction with and without tissue anisotropy modeling (see [238, 239]).

Knowing the position of the EEG electrodes is also very important in EEG
source localization. Although most of the EEG electrode digitizers used in a clinical measurement routine have measurement accuracy of around 1 mm, patient movements during the recording can change their positions. To avoid electrode misplacement error there is a strong need to develop an electrode positioning system which can localize the electrode positions over time [240].

Using the fast EEG source localization method proposed here, a future exciting application is a non-invasive treatment method for epilepsy using EEG simultaneous-localization guided repetitive transcranial magnetic stimulation (rTMS-EEG) [241]. This method can be an alternative to the conventional epilepsy surgery treatment. Moreover, since skull inhomogeneities have a large effect on EEG, another interesting application field for the proposed method would be newborns with open sutures (see [242]).


[62] K. X. Charand. [http://hyperphysics.phy-astr.gsu.edu/hbase/biology/actpot.html](http://hyperphysics.phy-astr.gsu.edu/hbase/biology/actpot.html).


