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Due to the negative environmental effects of fossil fuels it is necessary to develop technology that may reduce or eliminate the need for oil and coal. Fuel cells are highly important in this context as they provide an efficient way of converting chemical energy into electrical energy. However, the development is hampered by a lack of electrolyte materials able to function at temperatures high enough to enable use of hydrocarbon fuels, yet low enough to avoid the wear on component materials caused by high operating temperatures. Solid oxide proton conductors are found to have several of the characteristics of a good electrolyte material in this temperature range, but increasing the conductivity to the level needed in practical applications remains a challenge.

The aim of this thesis is to elucidate microscale phenomena that affect the performance of proton-conducting oxides. The material under investigation is BaZrO$_3$, which is regarded as a promising electrolyte material due to its chemical stability and high grain interior conductivity. However, the grain boundaries in the material are highly resistive and lower the total conductivity. The cause of this high grain boundary resistivity has been investigated using atomistic simulations and thermodynamic modelling. Particular attention is devoted to the role of defect segregation to the grain boundaries.

From atomistic simulations it has been found that positively charged defects such as oxygen vacancies and protons segregate to the grain boundaries of BaZrO$_3$. The accumulation of positive charge in the grain boundaries creates a potential barrier and leads to depletion of positive mobile defects from the surrounding region, impeding transport across the boundary. Thermodynamic models have been used to determine the height of the potential barrier resulting from segregation of positive defects, and the results compare well with experimental findings.
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Chapter 1

Introduction

In an industrialized society like ours, large amounts of energy are used to make production more efficient, transportation faster and everyday life more convenient. Today, a large part of that energy comes from fossil fuels such as oil, especially the energy used for transportation. However, the combustion of hydrocarbons from fossil sources releases carbon dioxide, a gas which is regarded as the prime cause of global warming. Additionally, experts claim that we are fast approaching Peak Oil, the point where production of fossil fuels starts to decrease as old sources run dry and the new prove difficult to access. Meanwhile there has been no decrease in the demand for cheap, practical energy. If anything, the demand is increasing with increasing world population and economic growth. Clearly, there is a pressing need to develop technologies that can increase our use of renewable and environmentally sustainable energy sources. Renewable energy always originates in the radiation from the Sun, but can also take the shape of windpower, hydropower or biomass (plants).

Hydrocarbon fuels, while unsustainable, have a few distinct practical advantages. Although they are only found in a limited number of places on Earth, they can relatively easily be transported across the globe and used where convenient. Internal combustion engines also provide a portable power source powered by liquid hydrocarbons. Renewable energy, on the other hand, can in many cases only be produced in places with especially favourable conditions. To make renewable energy competitive in terms of practicality, we therefore need methods for storage and transport. Proponents of the hydrogen economy suggest that hydrogen is well suited to be a carrier of renewable energy.

Within the hydrogen economy, renewable energy is used to produce hydrogen by electrolysis (running an electrical current through water), by an electrocatalytic reaction [1] or even using microorganisms [2]. The hydrogen must then be safely stored and transported to wherever the energy is needed. Finally, a clean and efficient method of converting the chemical energy of hydrogen into electrical energy is provided by fuel cell technology. All three stages of this process present technical challenges and are the subject of extensive research. In this thesis the focus will be on the last step in the process, the fuel cells.
Although the vision of the hydrogen economy is to use pure, sustainably produced hydrogen in fuel cells, this must be regarded as a long-term goal since it requires building an infrastructure for storage and transportation of hydrogen. A reasonable short-term goal would therefore be to use fuel cells with hydrocarbon fuels produced either from fossil sources or plants [3–7]. Due to the superior efficiency of fuel cells compared to e.g. internal combustion engines, this would still constitute a substantial improvement.

1.1 Fuel cells

In both internal combustion engines and oil-fired power plants, the chemical energy of the fuel is released in the form of heat, which causes a gas to expand. This mechanical work is then used, perhaps to power a car or generate electricity. A fuel cell on the other hand converts the chemical energy of the fuel directly to electrical energy through a reaction with oxygen. The direct conversion, which does not use heat as an intermediate step, gives fuel cells considerably higher efficiencies than conventional methods of power generation. This section will give a brief introduction to the basic principles of fuel cells and describe some of the challenges inherent to the technique, but more information can be found in e.g. [3–14]. Even though some fuel cells can run on hydrocarbon fuels, the following discussion will consider hydrogen as the fuel. The basic reactions are almost the same since other fuels are frequently reformed to hydrogen within the cell.

When hydrogen gas is ignited in the presence of oxygen, the following reaction occurs:

\[ \text{H}_2 + \frac{1}{2} \text{O}_2 \rightarrow \text{H}_2\text{O} \] (1.1)

This reaction is exothermic and will release energy in the form of heat. In a fuel cell, the reaction is divided into two parts (see Figure 1.1). Hydrogen gas is supplied at the anode, where it is split and incorporated into the electrode material according to the oxidation reaction

\[ \text{H}_2 \rightarrow 2\text{H}^+ + 2e^- \] (1.2)

The free electrons generated in this process flow through an electrical circuit to get to the cathode. At the cathode, oxygen gas undergoes reduction and forms ions:

\[ \frac{1}{2} \text{O}_2 + 2e^- \rightarrow \text{O}^{2-} \] (1.3)

To complete the reaction, a water formation step is also necessary:

\[ 2\text{H}^+ + \text{O}^{2-} \rightarrow \text{H}_2\text{O} \] (1.4)

This last step takes place at the cathode if the electrolyte is a proton conductor and at the anode if it is an oxygen ion conductor. By separating the reduction and oxidation processes, the energy released by the formation of water from hydrogen and oxygen is transformed into an electrical voltage that can be used to do work.
1.1 Fuel cells

Figure 1.1: Schematic of fuel cells with an oxygen ion conducting electrolyte (a) and a proton conducting electrolyte (b).

In order for the fuel cell to function efficiently, it is important that the splitting reactions (1.2 and 1.3) occur at a high enough rate. The transport of electrons from the electrodes to the electrical load must be swift, as must the transport of ions through the electrolyte. Simultaneously, it is important that the anode and cathode reactions are kept separate and that all electrons travel through the electrical load, rather than short-circuiting the cell by leaking through the electrolyte. The electrolyte must therefore be a good ionic conductor, an electronic insulator and impermeable to gas molecules such as O$_2$ and H$_2$. The electrodes should be good catalysts for the splitting reactions and electrically conducting in order to transport the electrons to the electrical circuit. Ideally, the electrodes should also be ionic conductors so that ions can be transported through the electrode to the electrolyte, enabling the splitting reaction to take place anywhere on the surface of the electrode. If the electrode is not an ionic conductor the reaction is confined to points where the electrode, electrolyte and surrounding gas are in contact, which may be a considerably smaller area. In addition, the component materials should not react with each other at the operation temperature of the fuel cell. They must also be chemically stable in the presence of water, which always forms in the cell, and CO$_2$ and CO which may form as a result of impurities in the fuel or reforming of hydrocarbon fuels.

Since the invention of fuel cells almost two hundred years ago, many different materials have been found which fulfill the abovementioned requirements to a greater or lesser extent. The existing fuel cell types are subdivided into two ma-
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The designation is related to the operational temperature of the fuel cell, which is to large extent determined by the properties of the electrolyte. Electrolyte materials used in low-temperature fuel cells include solid polymer membranes such as NAFION and liquid solutions of alkaline salts or phosphoric acid. High temperature fuel cells employ electrolytes consisting of molten carbonate or oxygen-conducting solid oxides.

Low-temperature fuel cells typically have operation temperatures in the range 50-200 °C. The low temperature gives a short start-up time and makes it feasible to use the fuel cell for portable power generation in for example cars and boats or even computers. However, the splitting of hydrogen at this temperature requires the use of highly efficient catalysts, typically platinum. Apart from making the fuel cell more expensive, this also renders the cell sensitive to carbon impurities in the fuel. Carbon oxides may attach themselves very firmly to the platinum surface (catalyst poisoning) and thereby impede the hydrogen splitting. Use of hydrocarbons rather than pure hydrogen as a fuel therefore requires reformation of the hydrocarbons to hydrogen outside the fuel cell itself.

Among the high temperature fuel cells, the ones using a molten carbonate electrolyte have operation temperatures around 650 °C and the solid oxide fuel cells have operation temperatures around 800 to 1000 °C. At these temperatures, hydrocarbons can be reformed into hydrogen within the cell itself, giving an increased fuel flexibility. The high temperature also eliminates the need for expensive platinum catalysts. On the other hand, higher demands are placed on the materials. Differences in thermal expansion coefficients may cause damage to the cell as it is heated or cooled, and there is an increased risk of reactions or interdiffusion of the component materials. High temperature also requires that the cell be thermally insulated from its surroundings and gives longer start-up times, making use in mobile applications impractical.

Considering the problems of high and low operation temperatures, it is not surprising that there is an ongoing search for electrolyte materials that function in the intermediate temperature range, 200 to 700 °C. A fuel cell useable in this temperature range may have the fuel flexibility of the high temperature cells, but the lower demands on the materials associated with the lower operating temperature. Although molten carbonate fuel cells operate in the upper part of this range, a solid electrolyte would be preferable as it would give a higher mechanical stability and eliminate the risk of leakage. Thus, a solid oxide electrolyte with high ionic conductivity between 200 and 700 °C is highly sought after.

1.2 Oxygen ion conductors

The solid oxide fuel cells in use today contain an oxygen ion conducting electrolyte, normally consisting of scandia- or yttria-stabilized zirconia. The yttrium or scandium doping stabilizes the zirconium oxide in the cubic fluorite structure and introduces oxygen vacancies which gives the materials its high ionic conductiv-
1.3 Proton conductors

In the 1980s, Iwahara and coworkers discovered that the perovskite oxides strontium and barium cerate would display proton conductivity when doped and exposed to a hydrogen-containing atmosphere [17–19]. Later, calcium, strontium and barium zirconate were also found to be proton conductors [20]. Interestingly, the activation energies for proton transport turned out to be lower than those for oxygen ion transport, promising a higher conductivity at lower temperatures (see Figure 1.2). Since then many proton-conducting solid oxides have been discovered [15,21], but barium...
cerate (BaCeO$_3$) and barium zirconate (BaZrO$_3$) are still two of the most interesting materials [22]. Of these two oxides BaCeO$_3$ generally displays a higher total proton conductivity. However, it is chemically unstable in the presence of CO$_2$, which makes it unsuitable for fuel cells running on hydrocarbons. BaZrO$_3$, on the other hand, is chemically stable at fuel cell operating conditions but shows a lower total conductivity. Interestingly, it has been found that this low total conductivity is mainly due to that the grain boundaries of the material are highly resistive (Figure 1.3). In contrast, the bulk conductivity is high and compares favourably with that of other proton-conducting oxides (Figure 1.4) [22–24]. BaZrO$_3$ is the material studied in this thesis, and the structure of the material can be seen in Figure 1.5.

Related to the problem of blocking grain boundaries is the fact that BaZrO$_3$ is difficult to sinter, which leads to small grain sizes and thus a relatively high number of grain boundaries. Efforts to alleviate this problem include forming solid solutions of BaCeO$_3$ and BaZrO$_3$, and using sintering aids such as ZnO to improve the sinterability and increase the grain size. Fabrication methods that favour formation of larger grains are also being developed (see [21] and references therein).

BaZrO$_3$ is not the only oxide in which grain boundaries have a significant effect on the conductivity. Grain boundary-related phenomena are also seen in oxide ion conductors such as stabilized zirconia and doped ceria [27] and the mixed conductor strontium titanate [28]. In these materials, the effect of grain boundaries can be explained by aggregation of charged defects in the boundaries. The resulting net charge in the grain boundary leads to depletion of defects of the same polarity in the surrounding region, the space charge layers. Several experimental studies suggest...
1.3 Proton conductors

Figure 1.4: Bulk conductivities for a number of proton conducting solid oxides, calculated from proton concentrations and mobilities. From [26].
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Figure 1.5: The cubic perovskite structure of BaZrO$_3$

that this model is also applicable to BaZrO$_3$ [25, 29–34], indicating the existence of a positive grain boundary charge and depletion of protons in the space charge zones.

1.4 Thesis aim and outline

In the four papers included in this thesis, we investigate the segregation of positive defects such as oxygen vacancies and protons to the grain boundaries in BaZrO$_3$ using atomistic simulations. Our aim is to ascertain whether such segregation may be the cause of the positive grain boundary charge. The thesis is organized as follows: In the next chapter the defect chemistry of BaZrO$_3$ is introduced, along with a further discussion of the space charge model. Chapter 3 describes the computational method and Chapter 4 contains a summary of the results, while Chapter 5 outlines the direction of future work.
Chapter 2

Defects in BaZrO$_3$

The aim of this chapter is to introduce the point defects that are typically present in BaZrO$_3$ and that are relevant to the proton conductivity of the material. Interaction of the point defects with grain boundaries is discussed, and the space charge model for the effect of grain boundaries on the conductivity is presented. As the introduction to the defect chemistry of ionic materials given here is necessarily limited, the interested reader is referred to [35] for a more detailed description.

2.1 Point defects

The energetic ground state of a crystalline solid is a perfectly ordered lattice. At temperatures above absolute zero, however, a real material will always contain point defects which increase the system entropy, thereby lowering the free energy. A point defect can be created by removal of an atom and thus forming a vacancy, or by placing an atom in a position which would normally not be occupied (interstitial). An atom in the lattice can also be replaced by an atom of a different species, an impurity or substitutional defect (see Figure 2.1). Additionally, the defects may carry a relative charge. As an example, a zirconium ion in BaZrO$_3$ has the charge +4e. The zirconium ion may be replaced by an yttrium ion, with the charge +3e. Relative to the perfect crystal this amounts to an effective charge of -1e, since there will be an excess of negative charge around the substitutional defect. In the Kröger-Vink notation, which is often used for defects, this would be written as Y$'_{Zr}$, where Y signifies yttrium, the subscript "Zr" indicates that it occupies a zirconium site and the apostrophe indicates the negative effective charge. An oxygen vacancy would be denoted V$_O^{••}$, where the V stands for vacancy, the subscript "O" indicates that it occupies an oxygen site and the two dots in the superscript indicate an effective charge of +2e. An interstitial +4e charged Zr, finally, would be denoted Zr$_{I}^{••••}$.

The introduction of defects can noticeably change several properties of a material, from colour (e.g. colour centres in alkali halides) to brittleness and strength (e.g. the small amounts of carbon present in steel). Our main interest, however, is
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Figure 2.1: Schematic depicting point defect types, a vacancy (1), an interstitial (2) and an impurity (3). 2.1(a) shows the lattice atoms in their normal positions while 2.1(b) depicts the displacements that may occur in the surrounding lattice due to the defect.

the effect on the ionic conductivity. Defects, especially vacancies and interstitials, are frequently more mobile than ordinary lattice ions and can therefore act as charge carriers.

In the case of BaZrO$_3$, we wish to introduce protons into the material as a mobile defect. To achieve this we start by doping the material with trivalent cations on the zirconium site. As the Zr ion is tetravalent the result will be an effectively negative defect, A$^{\prime}$Zr. This is frequently referred to as an acceptor defect, a term used in semiconductor physics to describe an impurity which has one valence electron less than the atom that would occupy the site in the perfect lattice. In a semiconductor this leads to the formation of an electron hole. Analogously, the dopant atom in BaZrO$_3$ gives away one valence electron less than the zirconium atom when it is ionized. As a consequence there will be one valence electron missing in the material, i.e. an electron hole will form.

Instead of formation of electron holes, acceptor doping may cause a deficiency of oxygen ions. As oxygen ions in BaZrO$_3$ have a charge of -2e this will create oxygen vacancies with an effective charge of +2e. It has been shown that oxygen vacancies will be more abundant than electron holes except at very high oxygen partial pressure [36]. When no electron holes form, the requirement of total charge neutrality gives the following relation between the vacancy concentration $c_V$ and the dopant concentration $c_A$:

$$c_V = \frac{c_A}{2}$$  \hspace{1cm} (2.1)

The oxygen vacancies are fairly mobile at intermediate temperatures (down to 300 K) [37] and diffuse through a hopping mechanism (Figure 2.2). Dopant ions on the other hand will be immobile except at very high temperatures, above 1400 K [33].

In the presence of water vapour, oxygen vacancies can be filled with hydroxide ions according to the reaction

$$\text{H}_2\text{O}(g) + \text{V}_0^{\bullet\bullet} + \text{O}_0^\circ \rightleftharpoons 2\text{OH}_0^\bullet$$ \hspace{1cm} (2.2)

Unlike the case of oxygen vacancies and electron holes, both hydroxide ions and
oxygen vacancies will be present in the material over a range of temperatures and water partial pressures. Since we cannot assume that one or the other defect will dominate, the equilibrium defect concentrations will be calculated from the change in Gibbs’ free energy of the reaction.

2.1.1 Defect equilibrium

In order to arrive at a general expression for the defect concentration we will consider a model material, consisting of a single element which will be denoted M. Consider the formation of a single vacancy by removing an atom from the lattice and placing it on the surface:

\[ M \rightleftharpoons M + v \]  \hspace{1cm} (2.3)

As the atom is removed from its site the bonds to neighbouring atoms must be broken, a process which costs energy. Some of this energy may be regained as new bonds are formed to other atoms at the surface. Also, the atoms around the vacancy will be displaced from their lattice positions in a way that minimizes the energy cost (Figure 2.1). This may in turn cause a small increase or decrease in the volume of the material. Taken together these changes in volume and internal energy are described by the enthalpy of formation, \( \Delta H^f \). Additionally, the vacancy will alter the lattice vibrations causing a change \( \Delta S^f \) in the vibrational entropy. Finally, there will be an increase in the configurational entropy of the lattice which we will call \( \Delta S^{\text{conf}} \). These processes produce a change in the Gibbs’ free energy of the system,

\[ \Delta G = \Delta H^f - T(\Delta S^f + \Delta S^{\text{conf}}) \]  \hspace{1cm} (2.4)

\( \Delta H^f \) and \( \Delta S^f \) both depend on the specific material, but for \( \Delta S^{\text{conf}} \) we can obtain a general expression at low defect concentrations. Suppose that \( N_D \) defects are formed in a lattice containing \( N \) sites that the defect might occupy. Then the number of possible ways to arrange these defects on the lattice is

\[ \Omega = \binom{N}{N_D} = \frac{N!}{N_D!((N-N_D)!} \]  \hspace{1cm} (2.5)

The configurational entropy contribution is then

\[ \Delta S^{\text{conf}} = k_B \ln \Omega = k_B \ln \frac{N!}{N_D!((N-N_D)!} \]  \hspace{1cm} (2.6)
As both \( N \) and \( N_D \) are typically very large numbers we can use Stirling’s approximation to rewrite the above as

\[
\Delta S_{\text{conf}} = k_B \left( N \ln \frac{N}{N-N_D} - N_D \ln \frac{N_D}{N-N_D} \right)
\]  

(2.7)

The total Gibbs’ free energy of the system with \( N_D \) defects is

\[
G = G_{\text{pure}} + \Delta G = G_{\text{pure}} + N_D \Delta H^f - N_D T \Delta S_f - T \Delta S_{\text{conf}}
\]  

(2.8)

Where \( G_{\text{pure}} \) is the Gibbs’ free energy of the lattice without defects. We can differentiate this with with regard to \( N_D \) to obtain the chemical potential of the defect

\[
\mu_D = \Delta H^f - T \Delta S_f^f + k_B T \ln \frac{N_D}{N-N_D}
\]  

(2.9)

or, denoting the concentration of defects by \( c_D = N_D / N \)

\[
\mu_D = \Delta H^f - T \Delta S_f^f + k_B T \ln \frac{c_D}{1 - c_D}
\]  

(2.10)

In equilibrium, the Gibbs’ free energy must have a minimum with respect to changes in the defect concentration. This means that the chemical potential of the defect, which is the derivative of the Gibbs’ free energy, must be zero. Assuming that the number of sites is much larger than the number of defects we can approximate the denominator in the last term by one and obtain

\[
\mu_D = \Delta H^f - T \Delta S_f^f + k_B T \ln c_D = \mu_D^0 + k_B T \ln c_D
\]  

(2.11)

and

\[
c_D = \exp \left( - \frac{\Delta H^f - T \Delta S_f^f}{k_B T} \right)
\]  

(2.12)

The above expression assumes a small number of noninteracting defects distributed randomly over a large number of sites. If the defects interact with each other the concentration must be replaced with the activity \( a_D = f c_D \), where \( f \) is a concentration-dependent activity coefficient.

In the chemical reaction described by equation 2.2, there is not just one defect species but two, in equilibrium with a surrounding atmosphere. To find the relation between free energy and concentration in this case we consider a more general reaction, where \( a \) moles of species A and \( b \) moles of species B form \( c \) and \( d \) moles of species C and D:

\[
aA + bB \rightleftharpoons cC + dD
\]  

(2.13)

The change in Gibbs’ free energy of the entire system for such a reaction must be the free energy of the products minus the free energy of the reactants, or

\[
\Delta G = c \mu_C + d \mu_D - a \mu_A - b \mu_B
\]  

(2.14)
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Using equation 2.11 to rewrite the chemical potentials and setting \( \Delta G^0 = c \mu_C^\circ + d \mu_D^\circ - a \mu_A^\circ - b \mu_B^\circ \), we find

\[
\frac{c c_D^d}{c_A^d B} = \exp \left( -\frac{\Delta G^0}{k_B T} \right) \equiv K
\]

(2.15)

where concentrations may be replaced by activities for systems with interacting defects, as above. For reactants in the gas phase the activity is taken to be equivalent to the partial pressure of the gas. The constant \( K \) is referred to as the equilibrium constant of the reaction.

According to equation 2.15, the equilibrium constant of the hydration reaction described by equation 2.2 is

\[
K_{\text{hydr}} = \frac{c_{\text{OH}}^2}{c_V c_O P_{\text{H}_2\text{O}}}
\]

(2.16)

where \( p_{\text{H}_2\text{O}} \) is the water vapour partial pressure. There are now three species competing for the oxygen sites in the lattice: oxygen ions, oxygen vacancies and hydroxide ions. If we let the concentrations be measured per chemical unit (containing three oxygen sites) this gives the site restriction

\[
3 = c_O + c_V + c_{\text{OH}}
\]

(2.17)

and the condition of charge neutrality gives a relation to the dopant concentration \( c_A \):

\[
2c_V + c_{\text{OH}} = c_A
\]

(2.18)

Combining these equations and setting \( \kappa = p_{\text{H}_2\text{O}} K_{\text{hydr}} \) we get the following expression for the concentration of hydroxide ions

\[
c_{\text{OH}} = \frac{3 \kappa}{\kappa - 4} \left[ 1 - \sqrt{1 - \frac{\kappa - 4}{3 \kappa} c_A \left( 2 - \frac{c_A}{3} \right)} \right]
\]

(2.19)

2.1.2 Proton diffusion

Once incorporated into the lattice the comparatively small proton remains close to the oxygen ion, practically embedded in the electron cloud [38]. Apart from the strong covalent bond to the host oxygen it also forms a weaker hydrogen bond to a neighbouring oxygen ion. This bond distorts the lattice and brings the two oxygen ions closer to each other. The proton rotates around the host oxygen, forming and breaking hydrogen bonds with the neighbouring oxygen ions. It may also transfer to another oxygen ion, a process aided by the lattice relaxations around the protonic defect [26, 39]. This diffusion mechanism, in which the proton jumps from oxygen to oxygen, is called the Grotthuss mechanism (see Figure 2.3) [22, 37, 38].

The proton diffusion process is associated with an activation enthalpy or barrier \( \Delta H_{\text{diff}} \). The height of this barrier is affected by the surrounding lattice, most notably
by the acceptor dopants. The dopant ion will distort the lattice around it, which may change the oxygen-oxygen distances and thereby alter the activation enthalpy. Since dopants and protons have effective charges of opposite sign, there may also be an electrostatic attraction. Additionally, it is thought that the dopants change the chemical behaviour of the surrounding oxygen ions. These three factors contribute to the trapping of protons near dopant ions. The strength of this trapping depends on which dopant element is used. For BaZrO$_3$ it appears that yttrium dopants have the smallest detrimental effect on proton conduction, possibly due to that it produces a relatively small change in the behaviour of the oxygen ions [22, 40–44].

### 2.1.3 Diffusion and conductivity

The rate of long-range diffusion in a lattice is expressed through the diffusion coefficient $D$. According to random walk theory, the diffusion coefficient will depend on the number of neighbouring sites $n$, the fraction of occupied sites $k$, the distance between sites $a$ and a characteristic frequency $\nu$ which describes how frequently the diffusing particle attempts to overcome the energy barrier. There is also a correlation factor $f$ which accounts for deviations from a perfectly random walk. Together with the Gibbs’ free energy $\Delta G^\text{diff} = \Delta H^\text{diff} - T\Delta S^\text{diff}$ this gives the expression [45]

$$D(T) = \frac{n}{6} f(1-k)a^2\nu \exp \left( -\frac{\Delta G^\text{diff}}{k_B T} \right)$$

(2.20)

While the diffusion coefficient can be directly related to lattice structure and processes on the atomic level, the quantity of interest for experimental and practical purposes is the conductivity $\sigma$. The conductivity depends on both the diffusion coefficient and the concentration of charge carriers according to

$$\sigma = zec\frac{ze}{k_B T} D$$

(2.21)

where $z$ is the charge number of the diffusing species, $e$ is the elementary charge and $c$ is the concentration. The factor $zeD/k_B T$ is called the mobility of the defect [26].
2.2 Grain boundaries

So far we have considered point defects in an otherwise undisturbed lattice. However, point defects also interact with higher dimensional defects. In BaZrO$_3$, grain boundaries in particular have been shown to impede proton transport and lower the total conductivity of the material.

Grain boundaries are interfaces between two pieces of material of the same structure and composition, but different orientations. Unlike point defects, grain boundaries do not have a favourable free energy of formation at any concentration and a material at perfect thermodynamic equilibrium will therefore not contain any grain boundaries [35]. Still, grain boundaries may result from the formation process. Consider for example solidification of a molten substance. As the temperature drops below the melting point, solid particles with different orientations will form at different points in the melt. These solid particles will grow and eventually the surfaces will meet. Reorienting the grains to the same orientation would at this point require a fairly large amount of energy, and if this energy is not available (e.g. if the temperature is too low) a grain boundary will form as a metastable state. In the region close to the boundary the lattice will be distorted and certain material properties may be different from in the grain interior, for instance the formation energy of point defects.

When attempting to understand grain boundaries from a theoretical perspective, it is more convenient to imagine the formation process as starting with a block of boundary-free material. This block is divided along some direction and one of the parts is rotated with respect to the other. The blocks are then joined, and as the lattice orientations no longer match a grain boundary has been formed. If the axis of rotation is parallel to the grain boundary it is characterized as a tilt grain boundary, while if the axis of rotation is perpendicular to the boundary it is called a twist grain boundary (see Figure 2.4). The process of formation is accompanied by an increase in the free energy $\gamma dA$, where $dA$ is the grain boundary area and $\gamma$ is termed the grain boundary energy.

Although grain boundaries are metastable, the energies required for reorientation are huge and any movement of the boundary itself will occur on a timescale
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substantially longer than that of equilibration of point defects. For our purposes it is therefore sufficient to consider grain boundaries as fixed structural features of the material.

### 2.2.1 Measuring grain boundary conductivity

To investigate experimentally the effects of grain boundaries on the properties of a material one must find a way to separate the grain boundary and bulk properties. For the case of ionic conductivity in oxides, it has been found that impedance spectroscopy provides a way to do so. In impedance spectroscopy, a voltage or current is applied to a sample and the resulting current is measured. The most common approach is to apply a signal consisting of a single-frequency ac voltage, and extract the impedance for that frequency from the phase shift and amplitude of the current response. The frequency dependent impedance is obtained by repeating the process for a wide range of frequencies. To interpret the impedance an equivalent circuit is constructed, consisting of ideal resistances, capacitances and inductances which would together give the same impedance as the sample [46]. For a single-crystal ionic conductor this circuit may consist of a resistance and a capacitance connected in parallel (RC circuit). The value of the resistance that gives the best fit to the impedance data is then interpreted as the total resistance of the sample. Impedance is frequently presented in the shape of a Nyquist plot, with the real part of the complex impedance on the $x$ axis and the imaginary part on the $y$ axis. Each plotted point will then correspond to the impedance at a certain frequency. The Nyquist plot for the RC circuit mentioned above is a semicircle, see Figure 2.5.

For polycrystalline BaZrO$_3$ at moderate temperatures the impedance plot shows two semicircles, a smaller one at high frequencies and a larger one at lower frequencies (see e.g. [23]). The high-frequency semicircle is generally taken to correspond to transport in grain interiors or along the grain boundary, while the low-frequency semicircle is taken to correspond to transport across the grain boundaries. An equivalent circuit may then be constructed as two RC circuits connected in series, one corresponding to transport across grain boundaries and the other to transport along grain boundaries or in the grain interior. In order to extract the conductivity of
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Figure 2.6: Two dimensional representation of the brick layer model: Square grains (light grey) separated by grain boundaries of uniform thickness (dark grey)

grain interior and grain boundaries it is necessary to use a model for the sample microstructure. A simple yet effective model is the brick layer model [47], in which the grains are considered to be cubic and separated by grain boundaries of a constant width that is much smaller than the grain size (see Figure 2.6). Using this model it is possible to show that the impedance curve typical of polycrystalline BaZrO$_3$ corresponds to the case where the grain interior conductivity is higher than the grain boundary conductivity. It is thus possible to determine separate resistances and capacitances for the grain interior and grain boundary. With knowledge of the physical dimensions of the sample and the average grain size this enables us to obtain both the grain boundary and grain interior conductivity as well as the grain boundary width.

2.2.2 Space charge

Impedance spectroscopy results show that the proton conductivity of grain boundaries in BaZrO$_3$ is orders of magnitude lower than that of the grain interior [22–24]. To explain this effect we turn to the space charge model. As previously mentioned, the distortion of the lattice structure near the boundary can result in a difference in point defect formation energies compared to the undistorted lattice. Mobile defects that are more stable in the grain boundaries will therefore aggregate in the distorted region, the grain boundary core. If the defects are charged this results in a charged grain boundary core, which must be compensated by depletion of charged defects of the same polarity and accumulation of defects of opposite polarity in the surrounding region, the space charge zone (see Figure 2.7). The charge accumulation in the core creates a potential barrier that impedes transport across the boundary.

For a quantitative understanding of the implications of space charge we consider again the defect chemistry of the material. The chemical potential of an uncharged defect is given by equation 2.11. In the case of a charged defect in an electrostatic potential $\phi$, an additional term $ze\phi$ must be included to account for the electrostatic energy. The chemical potential is therefore

$$\mu = \mu^0 + k_B T \ln c + ze\phi$$  \hfill (2.22)

Consider now a grain boundary situated at $x = 0$. In equilibrium, the chemical potential at any point $x$ in the region around the grain boundary has to be equal to the
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Figure 2.7: Schematic of a grain boundary with space charge layers in BaZrO$_3$, assuming a constant dopant concentration

chemical potential in bulk, or infinitely far from the boundary:

$$\mu^0(\infty) + k_B T \ln c(\infty) + z e \phi(\infty) = \mu^0(x) + k_B T \ln c(x) + z e \phi(x)$$  \hspace{1cm} (2.23)

Which may be rewritten

$$\frac{c(x)}{c(\infty)} = \exp \left( - \frac{\Delta \mu^0(x) + z e \Delta \phi(x)}{k_B T} \right)$$  \hspace{1cm} (2.24)

This relates the concentration of defects to the potential difference $\Delta \phi(x) = \phi(x) - \phi(\infty)$ and the difference in standard chemical potential $\Delta \mu^0(x) = \mu^0(x) - \mu^0(\infty)$. However, the potential must necessarily also depend on the charge density $\rho(x) = \sum_i z_i c_i(x)$ according to Poisson’s equation

$$\frac{d^2 \phi}{dx^2} = -\frac{\rho(x)}{\varepsilon_0 \varepsilon_r}$$  \hspace{1cm} (2.25)

Combining equations 2.24 and 2.25 we obtain the Poisson-Boltzmann equation

$$\frac{d^2 \Delta \phi}{dx^2} = -\frac{1}{\varepsilon_0 \varepsilon_r} \sum_i c_i(\infty) z_i \exp \left( -\frac{\Delta \mu_i^0(x) + z_i e \Delta \phi(x)}{k_B T} \right)$$  \hspace{1cm} (2.26)

where the sum runs over all defect types.

Within the space charge model, the structure of the material in the space charge layers is considered to be undisturbed. Therefore, $\Delta \mu^0(x)$ is expected to be zero and the defect concentration depends only on the electrostatic potential. In fully hydrated BaZrO$_3$ only protons can respond to the electrochemical potential, while the dopant ions are immobile and fairly evenly distributed. We may then assume that
the dopant concentration is constant throughout the material. If we also use semi-
infinite boundary conditions and neglect the depleted defects in the space charge
layers it is possible to obtain an analytical expression for the proton concentration in
terms of the potential barrier at the boundary, $\Delta \phi(x = 0)$,

$$c_{H^+}(x) = c_{H^+}(\infty) \exp \left( -\frac{1}{4} \frac{(x - \lambda^*)^2}{L_D} \right)$$ (2.27)

Where $c_{H^+}$ is the proton concentration,

$$L_D = \sqrt{\frac{k_B T \varepsilon \varepsilon_0}{2e^2 c_A}}$$ (2.28)

is the Debye length (with $c_A$ the dopant concentration) and

$$\lambda^* = 2L_D \left( \frac{e\Delta \phi(x = 0)}{k_B T} \right)^{1/2}$$ (2.29)

is the space charge layer width. This is termed the Mott-Schottky case, in contrast to
the Gouy-Chapman case in which all charged defects are mobile. By making use of
the relationship between conductivity and concentration (equation 2.21) and assum-
ing that the mobility is independent of $x$ it is possible to relate the grain boundary
conductivity to the potential barrier height and thereby obtain an estimate of the
potential barrier from experimental data, as has been done in Refs. [25, 29, 31, 32].

In the grain boundary core, on the other hand, a nonzero $\Delta \mu^c$ for certain defects
is the driving force behind accumulation of charge in the grain boundary. Assuming
a value of $\Delta \mu^c$ it is possible to calculate both barrier height and concentration profiles
of all defects numerically [48].

Using atomistic simulations one may also calculate the difference in formation
energy for defects in the bulk and grain boundary, a difference that constitutes the
dominant term in $\Delta \mu^c(x)$. In the papers included in this thesis, such calculations
have been performed for a number of grain boundaries in BaZrO$_3$ using both den-
sity functional theory and an interatomic potential. The results have been used in
numerical calculations of space charge barrier heights and defect concentrations.
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Chapter 3

Method

The aim of atomistic simulation is to build understanding of materials from the bottom up. By modeling the interactions of the electrons and atomic nuclei that a material consists of we hope to reproduce and understand its properties. In this thesis two main theoretical approaches are used to this end, density functional theory and interatomic model potentials. This chapter contains a brief overview of each of these approaches, highlighting some of the more important concepts. However, it is not intended to be a detailed introduction. For a more thorough treatment of density functional theory readers are referred to Refs [49–51], and some uses of model potentials are described in Refs. [52] and [53].

The system of interacting electrons and nuclei that constitute a material can be fully described by a quantum-mechanical wavefunction

\[ \Psi(\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{R}_1, \mathbf{R}_2, \ldots; t) \]

where \( \mathbf{r}_i \) denotes the position of electron \( i \) and \( \mathbf{R}_I \) denotes the position of nucleus \( I \). This wavefunction is the solution to the time-dependent Shrödinger equation

\[
H \Psi(\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{R}_1, \mathbf{R}_2, \ldots; t) = E \Psi(\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{R}_1, \mathbf{R}_2, \ldots; t)
\]  

(3.1)

where \( E \) is the total energy corresponding to \( \Psi \) and \( H \) is the system Hamiltonian:

\[
H = -\frac{1}{2} \sum_i \nabla_i^2 + \frac{1}{2} \sum_{i \neq j} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} - \sum_{i,j} \frac{Z_I}{|\mathbf{r}_i - \mathbf{R}_I|} \]

\[
- \frac{1}{2} \sum_I \frac{\nabla_I^2}{M_I} + \frac{1}{2} \sum_{I \neq J} \frac{Z_I Z_J}{|\mathbf{R}_I - \mathbf{R}_J|}
\]  

(3.2)

In the above equation atomic units are used, so that \( \hbar = m_e = e = 1 \) and \( Z_I \) and \( M_I \) are the ionic charge and mass. This Shrödinger equation can be solved with relative ease for small systems such as hydrogen molecules (two electrons and two nuclei), but for larger systems containing more electrons and nuclei it becomes increasingly difficult due to the rising number of degrees of freedom. As an example, a unit cell of BaZrO\(_3\) contains five nuclei and 120 electrons, which considering the position of each particle in three dimensions gives 375 degrees of freedom. Macroscopic systems, on the other hand, contain on the order of \( 10^{23} \) atoms. As a first step towards making the problem more tractable one can note that electrons have a much lower
mass than nuclei. Even the hydrogen nucleus, which consists of a single proton, is about 1800 times heavier than an electron. We can therefore assume that the nuclei move much more slowly than the electrons. The movements of electrons and nuclei are thus only weakly coupled and the state of the electrons can be calculated with respect to unmoving nuclei. This is called the Born-Oppenheimer approximation [54].

The problem of the system of electrons must obviously be solved using quantum mechanics. For the more massive nuclei, however, quantum mechanical effects are quite small. It is therefore common to treat the nuclei as classical particles responding to forces caused by the electrons and other nuclei. Since the total energy of the system depends on the ionic positions the force on ion \( I \) can be found as the derivative of the total energy with respect to the position of the ion:

\[
\mathbf{F}_I = -\frac{\partial E_{\text{tot}}}{\partial \mathbf{R}_I}
\]  

(3.3)

according to the Hellman-Feynman theorem [55]. With knowledge of these forces one can for example integrate the equations of motion to obtain the dynamics of the system or use a minimization procedure to find the ground-state ionic configuration.

The two approaches to atomistic simulations used in this thesis both employ the above approximations. Density functional theory is a first-principles method that replaces the problem of interacting electrons with one of noninteracting electrons in an effective potential. With interatomic model potentials on the other hand, the electronic problem is circumvented by choosing a potential shape and fitting parameters for specific materials to experimental data or results from first-principles calculations.

### 3.1 Density functional theory

With the Born-Oppenheimer approximation in use, the effect of the fixed nuclei on the electrons can be expressed as an external potential \( V_{\text{ext}} \). The system Hamiltonian is then simplified to

\[
H = -\frac{1}{2} \sum_i \nabla_i^2 + \sum_{i \neq j} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} + V_{\text{ext}}
\]  

(3.4)

Even with the nuclear degrees of freedom removed, solution of the Shrödinger equation is a formidable task. Considering again our \( \text{BaZrO}_3 \) unit cell we see that we have removed 15 out of 375 degrees of freedom, meaning that a substantial complexity still remains. Moreover, the electrons interact with each other as described by the second term of the Hamiltonian. This means that one cannot solve the equation for one electron without considering the solutions for all other electrons simultaneously. It is possible to solve this problem for small systems with a few tens of electrons, as well as for a homogeneous electron gas, but for larger molecules and solids the computational demands are too high [49].
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3.1.1 The Hohenberg-Kohn theorems

Modern density functional theory builds on two theorems proved by Hohenberg and Kohn in 1964 [56]. According to the first theorem, each ground state density \( n_0(r) \) can only result from one specific external potential \( V_{\text{ext}} \), so that the potential is uniquely determined by the ground state density up to an additive constant. If the ground state density determines \( V_{\text{ext}} \) it must also give the Hamiltonian \( H \), so that all information about the system can be obtained from \( n_0(r) \). The second theorem concerns the relation between the ground state density and energy. The energy of a system with density \( n(r) \) can be expressed as a functional

\[
E[n(r)] = F[n(r)] + \int n(r)V_{\text{ext}}[n(r)]dr
\]

where \( F[n(r)] \) represents the contribution from kinetic energy and electron-electron interactions. The ground state density is the density that minimizes this functional and yields the ground state energy \( E_0 \):

\[
E_0 = E[n_0(r)] = \min_{n(r)} E[n(r)]
\]

This means that minimization of the energy functional yields the ground state electron density. The ground state density is just a function of position, so this reduces the number or degrees of freedom to three, regardless of how many electrons are included in the system. On the other hand it requires an explicit form of the functional \( F[n(r)] \), which represents kinetic and interaction energy. Due to the complexity added by the interaction term this functional is unknown.

3.1.2 The Kohn-Sham equations

In 1965, Kohn and Sham [57] suggested the following form for the functional \( F \):

\[
F[n(r)] = T_s[n(r)] + E_H[n(r)] + E_{\text{xc}}[n(r)]
\]

where \( T_s[n(r)] \) is the kinetic energy of a system of noninteracting electrons and \( E_H[n(r)] \) is the Hartree energy

\[
E_H[n(r)] = \frac{1}{2} \int \frac{n(r)n(r')}{|r-r'|}drdr'
\]

which is a mean-field approximation of the electrostatic interaction between electrons. A distinct advantage of this functional form is that the expressions for these two terms are known exactly. The exchange and correlation term \( E_{\text{xc}}[n(r)] \) then includes the many-body contributions to the kinetic energy as well as exchange effects from the Pauli principle and correlation effects due to electrostatic repulsion. Using this expression for \( F \) it is possible to rewrite the problem as one of a system of noninteracting electrons moving in an effective potential \( V_{\text{eff}} \):

\[
V_{\text{eff}} = V_H(r) + V_{\text{xc}}(r) + V_{\text{ext}}(r)
\]
where $V_H(r) = \int (n(r')/|r - r'|)dr'$ and $V_{xc}(r) = \delta E_{xc}[n(r)]/\delta n(r)$. Using this effective potential one can solve the Kohn-Sham equations
\[
\left[ -\frac{1}{2} \nabla^2 + V_{\text{eff}} \right] \phi_i(r) = E_i \phi_i(r) \tag{3.10}
\]
and obtain the electron density as $n(r) = \sum f_i |\phi_i|^2$, where $f_i$ is the occupation number of the independent-electron state described by $\phi_i$. Since the Hartree potential depends on $n(r)$, the Kohn-Sham equations have to be solved by guessing an initial density and solving the equations to obtain a new density, which is used to solve the equations again. The process has to be repeated until the solution is self-consistent, i.e. the calculation returns the same density as was used to solve it. This will yield the ground state density $n_0(r)$ and the ground state energy
\[
E_0 = \sum f_i E_i - E_H[n_0(r)] + E_{xc}[n_0(r)] - \int n_0(r) V_{xc}(r) dr \tag{3.11}
\]
The Hohenberg-Kohn theorems tell us that it is possible to replace the many-electron wave function by the electron density as the basic variable, and that the ground state can be found by minimizing the energy functional. The Kohn-Sham equations provide a practical way of accomplishing this by transforming the problem of interacting particles into one of noninteracting particles in an effective potential. However, this is done by gathering the many-body effects into the exchange and correlation term. The functional form of this term is still unknown, and in order to perform density functional calculations we therefore have to resort to approximations. The next section will describe the two most common exchange and correlation functionals, the local density approximation and the generalized gradient approximation.

### 3.1.3 Exchange-correlation functionals

In their original paper on density functional theory, Kohn and Sham [57] suggested that the exchange-correlation functional could be approximated using results for a homogeneous electron gas. At each point $r$, an exchange-correlation energy density $\varepsilon_{xc}$ is defined as that of a homogeneous electron gas with density $n(r)$. For the homogeneous electron gas, the exchange energy density $\varepsilon_x$ is known exactly and the correlation energy density $\varepsilon_c$ can be obtained from Monte Carlo simulations [58]. Taking the total exchange-correlation energy density to be $\varepsilon_{xc} = \varepsilon_x + \varepsilon_c$ the functional can be written
\[
E_{xc}[n(r)] = \int n(r) \varepsilon_{xc}(n(r)) dr \tag{3.12}
\]
This is called the local density approximation or LDA. It has the advantage of being quite simple and has also been successful in reproducing e.g. bond lengths and vibrational frequencies, especially for systems with a slowly varying electron density [49]. However, the LDA frequently overestimates binding energies between
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atoms [59]. This may be attributable to that LDA produces electronic densities that are too homogeneous compared to those obtained with more exact methods in cases where this is possible. Moreover, systems with strongly correlated electrons may be poorly reproduced [49].

While the LDA uses the exchange and correlation energy for a homogeneous system, all real systems will have an inhomogeneous electron density. It is possible to take these inhomogeneities into account by including the gradients of the particle density in the exchange-correlation functional:

\[ E_{xc}[n(r)] = \int n(r) \epsilon_{xc}(n(r), |\nabla n(r)|) dr \]  

However, a direct expansion of the energy density in terms of the gradient of the electron density will not lead to any improvement over the LDA. This is due to that the expansion is valid for slowly varying electron densities, so the large fluctuations in density in a real material causes them to break down. Gradient expansions that have been modified to counter this effect are termed generalized gradient approximations (GGA), and they typically yield more accurate binding energies and bond lengths than LDA [49, 51]. As there are many different ways to do the expansion in terms of the gradients, there are also many different kinds of GGAs. Some of these are parametrized using experimental data on bond lengths or binding energies, while others rest on theoretical results and formal requirements such as sum rules or cancellation of self-interaction [49]. The GGA functional used for most of the calculations in this thesis is called the Perdew-Burke-Ernzerhof (PBE) functional [60] and it is an example of the second category.

A problem common to both LDA and GGA functionals is a severe underestimation of the band gap in semiconductors and insulators. Within density functional theory, the band gap can be seen as a sum of two contributions. One is the difference between the Kohn-Sham energy eigenvalues of states just above and just below the gap. The other contribution comes from the exchange-correlation functional. It has been shown that the exact exchange-correlation functional must display a discontinuity as a function of the number of electrons in the system at the band gap, as a consequence of the addition of an electron to the conduction band [61–64]. In LDA and GGA the discontinuity is not included, leading to an underestimation of the bandgap. This may also give rise to errors in calculations of defect formation energies as the creation of defects may involve placing electrons in states that would be unoccupied in the pure material.

3.1.4 Practical implementation

As mentioned in section 3.1.2, solving the Kohn-Sham equations requires an iterative procedure due to the presence of the electron density in the Hartree potential and the exchange-correlation term. The initial value of \( n(r) \) will be a guess, sometimes based on the electron densities of noninteracting atoms. This electron density is used to construct the effective potential and to solve the Kohn-Sham equations.
The obtained Kohn-Sham wavefunctions are used to calculate a new electron density, which is compared to the old one. If they differ the process must be repeated until the electron density is self-consistent. When a self-consistent energy density has been reached the ground state energy can be calculated. It is possible to use the obtained density as input density in the following step, but in practice the output density is mixed with the old input density as this leads to quicker convergence. It is also common to use the energy rather than the electron density to determine if the calculation is converged, so that the iterations are stopped when the change in energy between successive iterations is lower than a specified limit.

To solve the Kohn-Sham equations it is also necessary to construct a mathematical representation of the one-electron wavefunctions \( \phi_i \). One way to do so is to expand the wavefunctions in a basis set, which transforms the Shrödinger equation into a linear eigenvalue problem. There are many possible basis sets which are suitable for different systems. Solid materials like the ones considered in this thesis can often be represented by a periodically repeated unit cell, which makes it natural to use a basis set of plane waves along with periodic boundary conditions. According to Bloch’s theorem [65] the wavefunctions in the basis set can then be written as

\[
\Phi_{n,k}(r) = u_{n,k}(r)e^{i\mathbf{k} \cdot \mathbf{r}}
\]  

where \( n \) is the band index, \( \mathbf{k} \) is a reciprocal space vector in the first Brillouin zone of the unit cell and \( u_{n,k}(r) \) is a function with the same periodicity as the system. This function can in turn be expanded in terms of the reciprocal lattice vectors

\[
u_{n,k}(r) = \sum_G c_{n,k+G}e^{i\mathbf{G} \cdot \mathbf{r}}
\]

where \( c_{n,k+G} \) are expansion coefficients. The basis set wave functions can thus be written as a sum over all reciprocal lattice vectors

\[
\Phi_{n,k}(r) = \sum_G c_{n,k+G}e^{i(k+G) \cdot r}.
\]

In principle the number of reciprocal lattice vectors is infinite, so for practical implementations this sum must be truncated. It is customary to set a cutoff energy \( E_{\text{cut}} \) so that for each \( \mathbf{k} \), only reciprocal lattice vectors such that \( \frac{1}{2}||\mathbf{k} + \mathbf{G}||^2 \leq E_{\text{cut}} \) are included in the summation. The value of \( E_{\text{cut}} \) must be determined for each system by gradually increasing the cutoff energy until sufficient convergence is observed.

The above approach is excellent for perfect crystalline solids, which can be completely described by a small unit cell. However, many interesting systems contain defects that destroy the periodicity. To study such a system one can construct a supercell, which is larger than the ordinary unit cell and contains the desired defect.

A disadvantage of the plane wave basis is that the sum over reciprocal lattice vectors converges slowly for rapidly varying functions. Electronic wave functions tend to oscillate considerably close to the atomic nuclei, so that to get an accurate description a very high cutoff energy is required. However, the electrons that are
localized near the core are rarely important in chemical bonding, whereas the valence electrons that do contribute to bonds reside further away from the nucleus. It is possible to take advantage of this by treating the core and valence electrons differently, in a way that reduces the cutoff energy and the demand on computational resources. A very common approach is to replace the potential arising from the nucleus and core electrons by a pseudopotential. At points further away from the nucleus than a specific cutoff radius, the pseudopotential should produce wavefunctions that coincide with those that would be obtained if all electrons were included in the calculation. Closer to the nucleus, however, the wavefunctions are considerably smoother than in the all-electron case, enabling the use of lower cutoff energies. Another, related approach is that of projected augmented waves (PAW). Here, use is made of the fact that the wavefunctions are almost spherically symmetric close to the nucleus, regardless of the surroundings. The core can therefore be more appropriately treated with spherically symmetric basis functions, while the valence electrons are still described with the plane waves appropriate for the supercell structure [51].

3.2 Interatomic potentials

Density functional theory provides a way of making accurate predictions about materials based on the quantum mechanical principles that govern their properties. However, density functional theory is a computationally intensive method and as such it is limited to systems containing up to 1000 atoms. It may sometimes be necessary to study larger systems in order to capture essential features. For such systems it is common to use interatomic model potentials that are fitted either to experimental results or to data from first-principles calculations. This has the advantage of reducing the computational effort considerably and enables study of systems containing hundreds of thousands of atoms and dynamics on the time scale of nanoseconds. On the other hand, model potentials give a less accurate description of the interactions within the system.

Interatomic model potentials exist in many different forms, and the choice of which form to use depends on what type of interaction one wishes to describe. If the atoms involved do not share electrons but interact through van der Waals or ionic forces, the total potential energy may be quite well described as a sum of the interactions of all atom pairs. In these cases one may use fairly simple pair-wise potentials. On the other hand, description of covalent or metallic bonds require more than two atoms to be considered simultaneously in what is called many-body potentials. In the case of covalent bonding it is also common to assign all bonds prior to running the simulation, which may give a good description of directionality and bond angles but does not allow for chemical reactions to be modelled in the simulation. For an element which can form many types of bonds there will also be many types of potentials, and it is generally not possible to use the same potential to describe e.g. the interaction between oxygen ions in an oxide and oxygen ions in an $O_2$ dimer. This lack of transferability makes it difficult to calculate such things as
formation energies of materials.

The material studied in this thesis, BaZrO$_3$, is characterized mainly by ionic bonding. We have therefore chosen to use a pair potential of the Buckingham type

$$U_{ij}(r_{ij}) = A_{ij} \exp \left( -\frac{r_{ij}}{\rho_{ij}} \right) - \frac{C_{ij}}{r_{ij}^6} + \frac{q_i q_j}{r_{ij}}$$  \hspace{1cm} (3.17)$$

where $r_{ij}$ is the distance between atoms $i$ and $j$, $q_i$ and $q_j$ are the charges of the atoms and $A_{ij}, \rho_{ij}$ and $C_{ij}$ are constants. The first term in this equation describes the Pauli repulsion between atoms at short distances. The second represents the van der Waals interactions and the third the long-range Coulombic interaction. This potential form thus seems to capture the essential features of ion-ion interaction, which dominates the bonding in BaZrO$_3$. It is also possible to incorporate the polarizability of the ions into the model by treating every ion as consisting of two parts, a massive core and a massless shell. The charge of the ion is distributed over the two components which are connected by a spring, allowing for a certain degree of polarization [66].

One important aspect of doped, protonated BaZrO$_3$ which is not well described by this potential is the hydroxide group which contains a covalent bond. The common approach is to model this interaction with a separate potential and describe the oxygen to which the hydrogen is connected differently than the other oxygen ions. This is straightforward for static simulations [43] but if one wishes to study the dynamics of proton motion it requires a method for breaking and forming of the covalent bond during the simulation. Such methods have been considered by for example van Duin et al. [67] and Raiteri et al. [68]. This approach has not been used in the present thesis as we have elected to study only unprotonated materials with the model potential.

### 3.3 Defects in periodic supercells

When conducting a simulation using density functional theory we are limited to systems of less than $10^3$ atoms. If such a small system is treated as an isolated sample, the number of atoms positioned on the surface becomes large (about 600 in a system of $10^3$ atoms) which causes unwanted surface effects. With interatomic potentials, the maximal system size of $10^6$ atoms leads to about $6 \cdot 10^4$ surface atoms, still a significant portion of the system. The preferred solution to this problem is to use periodic boundary conditions, constructing a computational supercell of a manageable size and allowing it to repeat endlessly in space. This rids the simulation of all surfaces and instead provides an approximation of an infinite material. However, it introduces new issues in simulations of nonperiodic structures such as surfaces, interfaces and point defects. In general, density-functional calculations are more affected by these problems due to the smaller system sizes.

The introduction of a defect in a material will cause the surrounding atoms to be displaced from their original positions (see Chapter 2). In a simulation with periodic boundary conditions, this elastic distortion of the lattice will extend beyond
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the simulation supercell. In this case the defect will interact elastically with the images of itself that are created by the periodic boundary conditions, which will lead to a discrepancy between the calculated defect energy and that of an isolated defect. The discrepancy will become smaller the larger the supercell is, and it has been shown from calculations on isotropic elastic media that the error depends on the supercell size as $L^{-3}$, where $L$ is the length of the supercell [69].

In the case of a charged defect there will also be an electrostatic interaction between the defect and its periodic images. If the supercell were allowed to carry a net charge the electrostatic energy would become infinite, so to avoid this a homogeneous background charge with the same magnitude as the defect charge but opposite sign is added. With this addition, it has been shown that the leading term in the error from electrostatic interactions is proportional to $L^{-1}$ [70, 71]. The electrostatic interaction is thus more long-ranged than the elastic interaction. However, the correction formula suggested in Refs. [70] and [71] does not improve convergence of the energy with respect to cell size for all types of systems and supercell geometries. Therefore, a number of extensions and improvements of this formula have been suggested [72–78]. Some studies also suggest that making calculations for several different supercell sizes and extrapolating to the value for an infinite cell is a more reliable method [79]. A review of some of these correction schemes can be found in Ref. [80].

In the present study, calculations have been made with different supercell sizes to provide an estimate of the possible error in defect energy. In addition, many of the calculations of charged point defects are made to obtain a segregation energy, which is the difference between the formation energies of two defects of the same kind but in different environments. As long as the supercells used are of approximately the same size and shape, many of the errors arising from the periodic boundary conditions should be the same in the two calculations. Therefore, the errors will largely cancel in the segregation energy.
3 Method
Chapter 4

Results

As was mentioned in Chapter 2, the predominant explanation for the low grain boundary conductivity in BaZrO$_3$ is that positively charged defects in the grain boundary core create a potential barrier that causes depletion of protons from the surrounding space charge zones, preventing transport across the boundary. Using density functional theory, we have studied segregation of oxygen vacancies and protons to a number of tilt grain boundaries. In two of these grain boundaries the grains are tilted with respect to each other around the $\{110\}$ direction. The first has a $\{111\}$ plane as grain boundary plane and is therefore referred to as the (111)$[\bar{1}10]$ grain boundary, while the second has a $\{112\}$ plane as grain boundary plane and is referred to as the (112)$[\bar{1}10]$ grain boundary. Analogously, the third is referred to as the (210)$[001]$ grain boundary. For the (112)$[\bar{1}10]$ and (210)$[001]$ boundaries we have also considered different translations of the grains relative to one another. The translations are expressed in units of the lattice period in the direction of the displacements. Thus, if the (112)$[\bar{1}10]$ grain boundary is displaced by $b\sqrt{2}a_0$ in the $[\bar{1}10]$ direction and by $c\sqrt{3}a_0$ in the $[11\bar{1}]$ direction this is written as (112)$[\bar{1}10](b,c)$ ($a_0$ is the lattice constant). Typically, the displacement $(0,0)$ refers to a symmetric grain boundary (see Figure 4.1).

We find that both vacancies and protons segregate to these grain boundaries, but with differing strength. The segregation energy of a defect is defined as the difference in total energy between a supercell with a defect in the position under consideration and a supercell with a defect in a reference state. A negative segregation energy therefore signifies that the defect is more stable in the grain boundary than in bulk. The reference state is taken to be as far away from both grain boundaries in the supercell as possible. As is first reported in Paper I, vacancies segregate quite strongly to the symmetric (112)$[\bar{1}10]$ grain boundary, with the most favourable segregation energy being about -1.5 eV. In Paper IV, the (210)$[001]$(0,1/2) grain boundary shows a similarly low segregation energy, while the other considered grain boundaries have segregation energies around -0.5 eV (Paper III). Protons segregate to the grain boundaries with segregation energies near -0.8 eV, except for the (210)$[001]$(0,1/2) grain boundary where the proton segregation energy is -1.32 eV (Papers III and IV).

Due to the limitations of density functional theory with regard to supercell size
Figure 4.1: Creating the (112)[1\bar{1}0] grain boundary. The block in 4.1(a) is cut perpendicular to the [112] and [1\bar{1}2] directions. The shaded area is removed. Tilting around the [\bar{1}10] direction produces the symmetric configuration in 4.1(b). Displacement by 2/3 lattice periods in the [111] direction creates 4.1(c). Dashed lines indicate the grain boundary plane.
that are described in Chapter 3 the grain boundaries that can be studied with this method have a small repeating unit and are fairly well ordered. In Paper II, the interatomic potential has been used to extend the investigations to more complicated grain boundary structures. The model potential predicts vacancy segregation energies similar to those given by density functional theory for the (111)[\bar{1}10] and (112)[\bar{1}10](0,2/3) grain boundaries. For a set of larger grain boundaries with the [\bar{1}10] direction as tilt axis it predicts vacancy segregation energies between -1 and -2 eV. Proton segregation has not been studied with the model potential.

Although the above results indicate that positive defects segregate to the grain boundaries, the effect on the conductivity is still unclear. To facilitate comparison with experimental results we use a one-dimensional thermodynamic space charge model. From the space charge model it is possible to obtain both the potential barrier height and the defect concentrations, given a set of defect segregation energies. The segregation energies used here are results of the atomistic simulations, corresponding to ground state properties. At nonzero temperatures there should also be an entropic contribution to the defect energy, arising from lattice vibrations. Here, this effect is assumed to be similar in bulk and the grain boundary, so that it cancels in the segregation energy.

In the first two papers, only segregation of vacancies is considered. The space charge model used in Paper I treats only segregation to the sites with the most favourable segregation energy in the core, while in Paper II a slightly more complex model is used. Here, the core is modeled as a stack of atomic layers, so that the segregation energy of each site and its position in the core is taken into account. Both segregation energies obtained from density functional theory (Paper I) and model potential calculations (Paper II) result in potential barriers comparable to those obtained from conductivity measurements. Additionally, the results show that even under wet conditions a substantial fraction of the core sites are still vacant rather than hydrated. In Paper II we also consider the influence of the dopant concentration. Contrary to experimental results, neither increased total dopant concentration nor aggregation of dopants in the grain boundary core are found to lower the potential barrier.

In Papers III and IV, we consider segregation of both vacancies and protons with the same type of space charge model that is used in Paper II. Protons are seen to accumulate in the grain boundaries and are in fact more abundant than vacancies in all grain boundaries at low temperatures. At higher temperatures, protons still dominate in grain boundaries such as the (111)[\bar{1}10] or (210)[001], where the proton segregation energy is similar to or more negative than the vacancy segregation energy. In the (112)[\bar{1}10](0,0) grain boundary, however, the vacancy segregation energy is almost twice as large as the proton segregation energy and vacancies dominate in the grain boundary core above 700 K. In this grain boundary and in the (210)[001](0,1/2) boundary protonation does not affect the height of the potential barrier, while in the other boundaries protonation increases the barrier. It may appear surprising that protons, which have a charge of +1, can generate the same potential as vacancies with a charge of +2. However, the lower charge of protons also means that they repel
Results each other less strongly. The proton concentration can therefore be higher than the vacancy concentration unless all sites in the boundary are occupied by defects.

In summary, it is clear that both oxygen vacancies and protons segregate to several grain boundaries in BaZrO$_3$. When introduced into the space charge model, the segregation energies obtained from density functional and model potential calculations give high enough charge in the core to produce substantial potential barriers. At temperatures relevant to experimental measurements (400-900 K) barriers between 0.5 to 0.7 V are obtained, which is consistent with experimental results [29, 31, 32, 81]. This confirms the applicability of the space charge model as an explanation for the low grain boundary conductivity in BaZrO$_3$. 
Chapter 5

Outlook

Although it would seem clear that segregation of vacancies and protons causes formation of space charge layers in grain boundaries of BaZrO$_3$, there are some issues in need of clarification. The first is the relation between the dopant content and the potential barrier height. Experimental evidence suggests that an increased dopant content should decrease the potential barrier and that this effect should be especially pronounced if the dopants are able to segregate to the grain boundary [25, 29–34]. Simulation results presented here cannot explain this effect. Rather, it appears that an increased dopant concentration in the core also leads to an increase in the concentration of positive defects. This is related to the fact that in the models used here, positive defects are found not to occupy all available low-energy sites in the boundary core. The core concentration is instead limited by the electrostatic potential, which is given by the total core charge. An increase in the number of negative defects is therefore followed by an increase in the number of positive defects, keeping the total core charge constant. Other studies have shown that if the low-energy sites in the core are saturated with positive defects, an increase in the dopant concentration does lower the potential barrier [48].

Another closely related issue is the high defect concentrations in the core predicted by the space charge model. The calculations of defect segregation energies are done for the dilute limit, assuming no interaction with other defects. This approximation is likely not valid in grain boundaries where 30 % of the sites are occupied by defects, as has been seen in e.g. Paper 3. Therefore, defect-defect interactions constitute an important subject of further study. Recent results suggest that interactions among oxygen vacancies may effectively reduce the number of available sites in the grain boundary core by as much as 75 % [82]. This would have consequences for the effects of dopant segregation discussed above, since it means that the core can become effectively saturated with positive defects at a lower concentration. Segregation of dopant ions may then actually decrease the core charge, as no more positive defects can enter the core. However, to fully elucidate this issue it is necessary to consider also interactions between vacancies and dopants and between hydroxide ions and other defects.

Lastly, the present work is silent on the mechanism behind segregation of both
oxygen vacancies and protons. While in some cases it is tempting to explain the low segregation energy of vacancies as an effect of the small oxygen-oxygen distances occurring in boundaries (e.g. the (112)[\bar{1}10] boundary, paper I), in other cases this explanation seems less applicable as the oxygen-oxygen distances are practically unchanged (e.g. the (111)[\bar{1}10] boundary). In addition, the relation between the oxygen vacancy and proton segregation energy should be clarified, as the proton segregation energy has been found to be sometimes more and sometimes less negative than the vacancy segregation energy.

In conclusion, BaZrO$_3$ is one of the most promising solid oxide proton conductors for fuel cell applications due to its chemical stability and high grain interior conductivity. However, BaZrO$_3$ is also quite difficult to sinter and therefore often displays small grain sizes, which results in a relatively large amount of grain boundaries. Additionally, the grain boundaries are shown to have a high resistance which reduces the total conductivity substantially. The present work shows that the segregation of positive defects to the grain boundary and subsequent depletion of protons from the surrounding region can provide an explanation for the low grain boundary conductivity. However, several interesting research problems remain to be solved before a complete understanding of the phenomenon is reached.
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