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Atomistic simulation of interfaces: Proton transport
across BaZr@grain boundaries
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ABSTRACT

Due to the negative environmental effects of fossil fueis mecessary to develop
technology that may reduce or eliminate the need for oil aval.cFuel cells are
highly important in this context as they provide an efficiesaty of converting chem-
ical energy into electrical energy. However, the developinehampered by a lack
of electrolyte materials able to function at temperaturigé lenough to enable use
of hydrocarbon fuels, yet low enough to avoid the wear on comept materials
caused by high operating temperatures. Solid oxide prodonwctors are found to
have several of the characteristics of a good electrolytenadin this temperature
range, but increasing the conductivity to the level needepractical applications
remains a challenge.

The aim of this thesis is to elucidate microscale phenomleatatfect the per-
formance of proton-conducting oxides. The material undegstigation is BaZrg)
which is regarded as a promising electrolyte material duts tthemical stability and
high grain interior conductivity. However, the grain boanés in the material are
highly resistive and lower the total conductivity. The caw$this high grain bound-
ary resistivity has been investigated using atomistic fatans and thermodynamic
modelling. Particular attention is devoted to the role dedésegregregation to the
grain boundaries.

From atomistic simulations it has been found that posiieblarged defects such
as oxygen vacancies and protons segregate to the grain dioemdf BaZrQ. The
accumulation of positive charge in the grain boundarieateiea potential barrier
and leads to depletion of positive mobile defects from theosunding region, im-
peding transport across the boundary. Thermodynamic raddele been used to
determine the height of the potential barrier resultingrireegregation of positive
defects, and the results compare well with experimentairfgsl

Keywords: solid oxide fuel cell, oxygen vacancy, proton, grain bougydaeg-
regation, space charge, depletion, perovskite, BaZrO&;gninciples calculation,
density-functional theory, atomistic simulation, intemaic potential.
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Chapter 1

Introduction

In an industrialized society like ours, large amounts ofrgpeare used to make
production more efficient, transportation faster and eglayylife more convenient.
Today, a large part of that energy comes from fossil fuelhsag oil, especially
the energy used for transportation. However, the combustidwydrocarbons from
fossil sources releases carbon dioxide, a gas which isdedaas the prime cause
of global warming. Additionally, experts claim that we asestf approaching Peak
Oil, the point where production of fossil fuels starts to id&se as old sources run
dry and the new prove difficult to access. Meanwhile thereldegs no decrease in
the demand for cheap, practical energy. If anything, theadems increasing with
increasing world population and economic growth. CleaHgre is a pressing need
to develop technologies that can increase our use of rerflevaald environmentally
sustainable energy sources. Renewable energy alwaysategi in the radiation
from the Sun, but can also take the shape of windpower, hyavepor biomass
(plants).

Hydrocarbon fuels, while unsustainable, have a few distoractical advan-
tages. Although they are only found in a limited humber ofcpaon Earth, they
can relatively easily be transported across the globe aad where conveninent.
Internal combustion engines also provide a portable powerce powered by lig-
uid hydrocarbons. Renewable energy, on the other handnaawamy cases only be
produced in places with especially favourable conditions.make renewable en-
ergy competitive in terms of practicality, we therefore deeethods for storage and
transport. Proponents of the hydrogen economy suggedtydabgen is well suited
to be a carrier of renewable energy.

Within the hydrogen economy, reneawable energy is usedaduyase hydrogen
by electrolysis (running an electrical current through evgtby an electrocatalytic
reaction [1] or even using microorganisms [2]. The hydrogasst then be safely
stored and transported to wherever the energy is neededllyria clean and effi-
cient method of converting the chemical energy of hydrogea electrical energy
is provided by fuel cell technology. All three stages of fhiecess present technical
challenges and are the subject of extensive research.dhisis the focus will be
on the last step in the process, the fuel cells.



1 Introduction

Although the vision of the hydrogen economy is to use puretasnably pro-
duced hydrogen in fuel cells, this must be regarded as a termg-goal since it
requires building an infrastructure for storage and tramntgtion of hydrogen. A
reasonable short-term goal would therefore be to use fuld wéth hydrocarbon
fuels produced either from fossil sources or plants [3—7{ie@o the superior effi-
ciency of fuel cells compared to e.g. internal combustiogires, this would still
constitute a substantial improvement.

1.1 Fuel cells

In both internal combustion engines and oil-fired power fdatihe chemical energy
of the fuel is released in the form of heat, which causes am@aggand. This me-
chanical work is then used, perhaps to power a car or geneleté&ricity. A fuel
cell on the other hand converts the chemical energy of thiedivectly to electrical
energy through a reaction with oxygen. The direct conversichich does not use
heat as an intermediate step, gives fuel cells considefagher efficiencies than
conventional methods of power generation. This sectiohgik a brief introduc-
tion to the basic principles of fuel cells and describe sofrte@challenges inherent
to the technique, but more information can be found in e.g143. Even though
some fuel cells can run on hydrocarbon fuels, the followirsguasssion will consider
hydrogen as the fuel. The basic reactions are almost the sate other fuels are
frequently reformed to hydrogen within the cell.

When hydrogen gas is ignited in the presence of oxygen, th@fislg reaction
occurs:

1
H2—|—502—> H-.O (1.2)

This reaction is exothermic and will release energy in thienfof heat. In a fuel cell,
the reaction is divided into two parts (see Figure 1.1). ldgen gas is supplied at
the anode, where it is split and incorporated into the ebelgtrmaterial according to
the oxidation reaction

Hy — 2H 4-2e~ (1.2)

The free electrons generated in this process flow througheatrieal circuit to get
to the cathode. At the cathode, oxygen gas undergoes reduwsid forms ions:

1
502+2e” — o7 (1.3)

To complete the reaction, a water formation step is alsosszry:
2H" + 0%~ — H,0 (1.4)

This last step takes place at the cathode if the electragdydgoroton conductor and at
the anode if it is an oxygen ion conductor. By separating éageiction and oxidation

processes, the energy released by the formation of waterligmirogen and oxygen
is transformed into an electrical voltage that can be usetbtwork.

2
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Figure 1.1: Schematic of fuel cells with an oxygen ion conducting electrolyte (a) and a
proton conducting electrolyte (b).

In order for the fuel cell to function efficiently, it is imptant that the splitting re-
actions (1.2 and 1.3) occur at a high enough rate. The trangpelectrons from the
electrodes to the electrical load must be swift, as mustrdresport of ions through
the electrolyte. Simultaneously, it is important that thed@e and cathode reactions
are kept separate and that all electrons travel throughléutrieal load, rather than
short-circuiting the cell by leaking through the electtely The electrolyte must
therefore be a good ionic conductor, an electronic insulatal inpermeable to gas
molecules such as£and H. The electrodes should be good catalysts for the split-
ting reactions and electrically conducting in order to sort the electrons to the
electrical circuit. Ideally, the electrodes should alsadséc conductors so that ions
can be transported through the electrode to the electrayi@bling the splitting re-
action to take place anywhere on the surface of the electbtlee electrode is not
an ionic conductor the reaction is confined to points wheeeetbctrode, electrolyte
and surrounding gas are in contact, which may be a consilyesataller area. In
addition, the component materials should not react witth edloer at the operation
temperature of the fuel cell. They must also be chemica#lplstin the presence of
water, which always forms in the cell, and g@nd CO which may form as a result
of impurities in the fuel or reforming of hydrocarbon fuels.

Since the invention of fuel cells almost two hundred years, agany differ-
ent materials have been found which fulfill the abovememiibrequirements to a
greater or lesser extent. The existing fuel cell types al&lisided into two ma-
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1 Introduction

jor categories, low-temperature and high-temperaturé dalts. The designation
is related to the operational temperature of the fuel celiclv is to large extent
determined by the properties of the electrolyte. Electmiyaterials used in low-
temperature fuel cells include solid polymer membranek sistNAFION and liquid
solutions of alkaline salts or phosphoric acid. High terapane fuel cells employ
electrolytes consisting of molten carbonate or oxygendoeting solid oxides.

Low-temperature fuel cells typically have operation tenapares in the range
50-200°C. The low temperature gives a short start-up time and makiesgible
to use the fuel cell for portable power generation in for egarcars and boats or
even computers. However, the splitting of hydrogen at #wsgerature requires the
use of highly efficient catalysts, typically platinum. Ap&om making the fuel cell
more expensive, this also renders the cell sensitive toocairpurities in the fuel.
Carbon oxides may attach themselves very firmly to the platisurface (catalyst
poisoning) and thereby impede the hydrogen splitting. Udgydrocarbons rather
than pure hydrogen as a fuel therefore requires reformatiadghe hydrocarbons to
hydrogen outside the fuel cell itself.

Among the high temperature fuel cells, the ones using a maiebonate elec-
trolyte have operation temperatures around 660and the solid oxide fuel cells
have operation temperatures around 800 to 1@DOAt these temperatures, hydro-
carbons can be reformed into hydrogen within the cell ifg#lfing an increased fuel
flexibility. The high temperature also eliminates the nemdkpensive platinum cat-
alysts. On the other hand, higher demands are placed on tegials Differences
in thermal expansion coefficients may cause damage to theaxd is heated or
cooled, and there is an increased risk of reactions or irftestbn of the component
materials. High temperature also requires that the celhbamally insulated from
its surroundings and gives longer start-up times, makirginisnobile applications
impractical.

Considering the problems of high and low operation tempegaiut is not sur-
prising that there is an ongoing search for electrolyte mgtethat function in the
intermediate temperature range, 200 to 700 A fuel cell useable in this tempera-
ture range may have the fuel flexibility of the high temperatcells, but the lower
demands on the materials associated with the lower opgr@mperature. Although
molten carbonate fuel cells operate in the upper part ofrtinge, a solid electrolyte
would be preferable as it would give a higher mechanicalityabnd eliminate the
risk of leakage. Thus, a solid oxide electrolyte with highi@conductivity between
200 and 700C is highly sought after.

1.2 Oxygen ion conductors

The solid oxide fuel cells in use today contain an oxygen iondticting elec-
trolyte, normally consisting of scandia- or yttria-stédeld zirconia. The yttrium
or scandium doping stabilizes the zirconium oxide in theiculuorite structure
and introduces oxygen vacancies which gives the matetglsgh ionic conductiv-
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Figure 1.2: Temperature dependence of the conductivity of the oxygen ion cordydtoa-
stabilized zirconia (YSZ), Sm-doped ceria (SDC) and doped lanthanulategd SGM)
compared to the proton conductor Bazr@Z0). Image from [16].

ity [15]. As previously mentioned, the conductivity is ortligh enough at temper-
atures above about 80C. Another material that is frequently considered is doped
cerium oxide, which has the same structure as stabilizedmia but a higher ionic
conductivity at lower temperatures. However, this matealao has a significant
electronic conductivity and is chemically unstable undesl fcell operating condi-
titons. Extensive research efforts are devoted to altetfiege characteristics, for
example by doping the material [15]. Other kinds of oxide cmmductors include
materials with apatite or perovskite structure. Althoulgére is frequently problems
related to either electronic conductivity or chemical digbthe research into these
materials is ongoing [15].

1.3 Proton conductors

In the 1980s, Iwahara and coworkers discovered that thespkite oxides strontium
and barium cerate would display proton conductivity whepeatband exposed to a
hydrogen-containing atmosphere [17-19]. Later, calcstontium and barium zir-
conate were also found to be proton conductors [20]. Intexgly, the activation
energies for proton transport turned out to be lower thasélfor oxygen ion trans-
port, promising a higher conductivity at lower temperasufgee Figure 1.2). Since
then many proton-conducting solid oxides have been disedj&5,21], but barium
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Figure 1.3: Comparison of bulk, grain boundary and total conductivity in BaZrBulk and
grain boundary conductivities are taken from Ref. [25]. The totalcetivity is calculated
assuming a grain size ofpm.

cerate (BaCeg) and barium zirconate (BaZgpare still two of the most interesting
materials [22]. Of these two oxides BaCg@enerally displays a higher total pro-
ton conductivity. However, it is chemically unstable in {hesence of C& which
makes it unsuitable for fuel cells running on hydrocarboBaZrOs, on the other
hand, is chemically stable at fuel cell operating condgidmut shows a lower to-
tal conductivity. Interestingly, it has been found thastlow total conductivity is
mainly due to that the grain boundaries of the material agaliiresistive (Figure
1.3). In contrast, the bulk conductivity is high and comgdeourably with that of
other proton-conducting oxides (Figure 1.4) [22—24]. Bagis the material studied
in this thesis, and the structure of the material can be seEigure 1.5.

Related to the problem of blocking grain boundaries is thoe flaat BaZrQ is
difficult to sinter, which leads to small grain sizes and tauslatively high number
of grain boundaries. Efforts to alleviate this problem udz forming solid solutions
of BaCeQ and BaZrQ, and using sintering aids such as ZnO to improve the sin-
terability and increase the grain size. Fabrication meshbdt favour formation of
larger grains are also being developed (see [21] and refesatherein).

BaZrGs is not the only oxide in which grain boundaries have a sigaifieffect
on the conductivity. Grain boundary-related phenomenaks®@ seen in oxide ion
conductors such as stabilized zirconia and doped ceriagf2¥the mixed conductor
strontium titanate [28]. In these materials, the effect @iy boundaries can be
explained by aggregation of charged defects in the bouaslaThe resulting net
charge in the grain boundary leads to depletion of defectiseofame polarity in the
surrounding region, the space charge layers. Several iexpetal studies suggest

6
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1 Introduction

Figure 1.5: The cubic perovskite structure of BaZgO

that this model is also applicable to Bazr{25, 29-34], indicating the existence of
a positive grain boundary charge and depletion of protomisaérspace charge zones.

1.4 Thesis aim and outline

In the four papers included in this thesis, we investigagestbgregation of positive
defects such as oxygen vacancies and protons to the gramdaoes in BaZr@
using atomistic simulations. Our aim is to ascertain wheslueh segregation may
be the cause of the positive grain boundary charge. Thestiiesrganized as fol-
lows: In the next chapter the defect chemistry of BaZi®introduced, along with a
further discussion of the space charge model. Chapter 3idest¢he computational
method and Chapter 4 contains a summary of the results, whigt€h5 outlines
the direction of future work.



Chapter 2

Defects in BaZrO3

The aim of this chapter is to introduce the point defects #nattypically present in
BaZrQs and that are relevant to the proton conductivity of the makemteraction
of the point defects with grain boundaries is discussed th@dpace charge model
for the effect of grain boundaries on the conductivity isgameted. As the introduc-
tion to the defect chemistry of ionic materials given heraasessarily limited, the
interested reader is referred to [35] for a more detailectdgtson.

2.1 Point defects

The energetic ground state of a crystalline solid is a péyferrdered lattice. At
temperatures above absolute zero, however, a real maisifialways contain point
defects which increase the system entropy, thereby logdhe free energy. A
point defect can be created by removal of an atom and thusrigrnvacancy, or by
placing an atom in a position which would normally not be qued (interstitial).
An atom in the lattice can also be replaced by an atom of ardiitespecies, an
impurity or substitutional defect (see Figure 2.1). Additally, the defects may
carry a relative charge. As an example, a zirconium ion ini®gzas the charge
+4e. The zirconium ion may be replaced by an yttrium ion, with tiarge +&.
Relative to the perfect crystal this amounts to an effeativarge of -&, since there
will be an excess of negative charge around the substititaefect. In the Kioger-
Vink notation, which is often used for defects, this wouldvimitten as Y,,, where
Y signifies yttrium, the subscript "Zr” indicates that it agues a zirconium site and
the apostrophe indicates the negative effective chargeoxdmen vacancy would
be denoted ¥, where the V stands for vacancy, the subscript "O” indicakbex
it occupies an oxygen site and the two dots in the supersoditate an effective
charge of +2. An interstitial +4 charged Zr, finally, would be denoted;Zt°.

The introduction of defects can noticeably change sevematies of a ma-
terial, from colour (e.g. colour centres in alkali halidés)brittleness and strength
(e.g. the small amounts of carbon present in steel). Our in&snest, however, is

9
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Figure 2.1: Schematic depicting point defect types, a vacancy (1), an interstitiah(2aa
impurity (3). 2.1(a) shows the lattice atoms in their normal positions while 2.1(bictie
the displacements that may occur in the surrounding lattice due to the defect.

the effect on the ionic conductivity. Defects, especiatigancies and interstitials,
are frequently more mobile than ordinary lattice ions andtt@refore act as charge
carriers.

In the case of BaZrg) we wish to introduce protons into the material as a mobile
defect. To achieve this we start by doping the material witkakent cations on the
zirconium site. As the Zr ion is tetravalent the result wil &n effectively negative
defect, A,,. This is frequently referred to as an acceptor defect, a tesed in
semiconductor physics to describe an impurity which hasvaience electron less
than the atom that would occupy the site in the perfect ttio a semiconductor
this leads to the formation of an electron hole. Analoggusig dopant atom in
BaZrQOs gives away one valence electron less than the zirconium atben it is
ionized. As a consequence there will be one valence elestresing in the material,
i.e. an electron hole will form.

Instead of formation of electron holes, acceptor doping ceyse a deficiency
of oxygen ions. As oxygen ions in BaZghave a charge of €this will create
oxygen vacancies with an effective charge oe+2 has been shown that oxygen
vacancies will be more abundant than electron holes exdepgrg high oxygen
partial pressure [36]. When no electron holes form, the megoent of total charge
neutrality gives the following relation between the vagaoencentratiorcy and the
dopant concentratioty:

C
oV = 7’* (2.1)

The oxygen vacancies are fairly mobile at intermediate &napires (down to 300
K) [37] and diffuse through a hopping mechanism (Figure.Z®)pant ions on the
other hand will be immobile except at very high temperatuabeve 1400 K [33].

In the presence of water vapour, oxygen vacancies can be Wik hydroxide
ions according to the reaction

Ho0(g) + V& + OF = 20HY (2.2)

Unlike the case of oxygen vacancies and electron holes, lhatloxide ions and

10



2.1 Point defects
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Figure 2.2: Schematic of the vacancy diffusion mechanism. An atom next to the vacancy
(picked out in red) moves to fill the vacancy, which is thereby displacedstap to the right.

oxygen vacancies will be present in the material over a rarigemperatures and
water partial pressures. Since we cannot assume that ore ather defect will
dominate, the equilibrium defect concentrations will b&eakated from the change
in Gibbs’ free energy of the reaction.

2.1.1 Defect equilibrium

In order to arrive at a general expression for the defectentration we will consider
a model material, consisting of a single element which weldenoted M. Consider
the formation of a single vacancy by removing an atom fromlalice and placing
it on the surface:

My = Mm 4+ Vm (2.3)

As the atom is removed from its site the bonds to neighbowatoghs must be bro-
ken, a process which costs energy. Some of this energy magdagned as new
bonds are formed to other atoms at the surface. Also, thesatwmound the vacancy
will be displaced from their lattice positions in a way thahimmizes the energy cost
(Figure 2.1). This may in turn cause a small increase or @serén the volume of
the material. Taken together these changes in volume aathaitenergy are de-
scribed by the enthalpy of formatioAH'. Additionally, the vacancy will alter the
lattice vibrations causing a chanf& in the vibrational entropy. Finally, there will
be an increase in the configurational entropy of the lattiheelvwe will call ASOM,
These processes produce a change in the Gibbs’ free enetigy system,

AG = AH' — T (AS + Ao (2.4)

AH' andAS both depend on the specific material, but &8°°"" we can obtain a
general expression at low defect concentrations. Suppasd$ defects are formed

in a lattice containing\ sites that the defect might occupy. Then the number of
possible ways to arrange these defects on the lattice is

N N!
2= (o) = i o &)

The configurational entropy contribution is then

A = kg InQ = kgln N (2.6)
_ — N .

D!(N;ND)!

11



2 Defects in BaZrO3

As bothN andNp are typically very large numbers we can use Stirling’s agpro
mation to rewrite the above as

N N
onf - D
AS —kB<N|nN_ND NDlnN—ND) (2.7)

The total Gibbs’ free energy of the system wiNb defects is
G = GPU"+ AG = GPU+ NpAHT — Np TAS — TAS™ON (2.8)

WhereGP'® s the Gibbs’ free energy of the lattice without defects. \&la differ-
entiate this with with regard tblp to obtain the chemical potential of the defect

N
bp = AH' = TAS + kg TIn—2 (2.9)
N —Np
or, denoting the concentration of defectsdpy= Np /N
o = AHf — TAS 4 kg TIn -2 (2.10)

1-cp

In equilibrium, the Gibbs’ free energy must have a minimurthmespect to changes
in the defect concentration. This means that the chemidainpial of the defect,

which is the derivative of the Gibbs’ free energy, must beozékssuming that the

number of sites is much larger than the number of defects weaparoximate the

denominator in the last term by one and obtain

o =AH" —TAS + kgTIncp = p + ke T Incp (2.11)

and

f
Cp = exp(—AHk;—_ITASf) (2.12)

The above expression assumes a small number of nonintegadifects dis-
tributed randomly over a large number of sites. If the defenteract with each
other the concentration must be replaced with the actaity= fcp, wheref is a
concentration-dependent activity coefficient.

In the chemical reaction described by equation 2.2, themdigust one defect
species but two, in equilibrium with a surrounding atmosphdo find the relation
beteen free energy and concentration in this case we caoresitere general reac-
tion, wherea moles of species A ankd moles of species B forra andd moles of
species C and D:

aA+bB=cC+dD (2.13)

The change in Gibbs’ free energy of the entire system for sugdaction must be
the free energy of the products minus the free energy of thetaats, or

AG = cpc +dpp — apa — bps (2.14)

12



2.1 Point defects

Using equation 2.11 to rewrite the chemical potentials agttirg) AG® = cl¢ +
dip —apy — big, we find

cscd ( AGO)
=exp| — =K 2.15
cacl Pl keT (2.15)

where concentrations may be replaced by activities foresgstwith interacting de-
fects, as above. For reactants in the gas phase the actitaken to be equivalent
to the partial pressure of the gas. The constans referred to as the equilibrium
constant of the reaction.

According to equation 2.15, the equilibrium constant of tiyelration reaction
described by equation 2.2 is

2

C
Khygr = ——2H 2.16
Y oy CopH,0 (2.16)

where pn,0 is the water vapour partial pressure. There are now threeiespeom-
peting for the oxygen sites in the lattice: oxygen ions, @tygacancies and hy-
droxide ions. If we let the concentrations be measured pematal unit (containing
three oxygen sites) this gives the site restriction

3=Co+Cv + CoH (2.17)

and the condition of charge neutrality gives a relation ® dopant concentration

Ca:
2Cy + CoH = Ca (2.18)

Combining these equations and setting py,0Knydr We get the following expres-
sion for the concentration of hydroxide ions

I [1—\/1—%1@\ (2—C—A)] (2.19)

K—4

2.1.2 Proton diffusion

Once incorporated into the lattice the comparatively smpadton remains close to
the oxygen ion, practically embedded in the electron cl®&).[ Apart from the
strong covalent bond to the host oxygen it also forms a welakarogen bond to a
neighbouring oxygen ion. This bond distorts the lattice Bridgs the two oxygen
ions closer to each other. The proton rotates around thedxysten, forming and
breaking hydrogen bonds with the neighbouring oxygen idhmay also transfer
to another oxygen ion, a process aided by the lattice ratan@around the protonic
defect [26, 39]. This diffusion mechanism, in which the projumps from oxygen
to oxygen, is called the Grotthuss mechanism (see Figujd22337, 38].

The proton diffusion process is associated with an activeginthalpy or barrier
AHYT The height of this barrier is affected by the surroundirtjda, most notably
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Figure 2.3: Schematic depicting the movement of a proton in the oxygen sublattice. The
proton will first rotate around the oxygen ion (a) and then transfer tacargkoxygen ion
aided by relaxation of the oxygen lattice (b). Figure (c) shows the prataheasecond
oxygen.

by the acceptor dopants. The dopant ion will distort thedataround it, which
may change the oxygen-oxygen distances and thereby adtexctivation enthalpy.
Since dopants and protons have effective charges of oppsigih, there may also
be an electrostatic attraction. Additionally, it is thoti¢/hat the dopants change the
chemical behaviour of the surrounding oxygen ions. Thessetfactors contribute
to the trapping of protons near dopant ions. The strengthisttapping depends on
which dopant element is used. For BaZrDappears that yttrium dopants have the
smallest detrimental effect on proton conduction, pogsille to that it produces a
relatively small change in the behaviour of the oxygen idf5 40-44].

2.1.3 Diffusion and conductivity

The rate of long-range diffusion in a lattice is expressedugh the diffusion co-
efficientD. According to random walk theory, the diffusion coefficievitl depend
on the number of neighbouring sitasthe fraction of occupied sitds the distance
between sitea and a characteristic frequeneywhich describes how frequently the
diffusing particle attempts to overcome the energy barfiibere is also a correlation
factor f which accounts for deviations from a perfectly random walkgether with
the Gibbs’ free energpGaT = AHIT _ TASI this gives the expression [45]

n ) A diff
D(T):éf(l—k)a vexp(— KT ) (2.20)

While the diffusion coefficient can be directly related totitz structure and
processes on the atomic level, the quantity of interest Xpegmental and practi-
cal purposes is the conductivity The conductivity depends on both the diffusion
coefficient and the concentration of charge carriers acoegri

o= ze%D (2.21)
B

wherezis the charge number of the diffusing speces, the elementary charge and
cis the concentration. The facteeD/kgT is called the mobility of the defect [26].
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€Y (b)

Figure 2.4: Schematic depicting construction of a tilt (a) and twist (b) grain bounday fr
a slab by rotation by an angé

2.2 Grain boundaries

So far we have considered point defects in an otherwise turbed lattice. How-
ever, point defects also interact with higher dimensioredédts. In BaZr@, grain
boundaries in particular have been shown to impede protosport and lower the
total conductivity of the material.

Grain boundaries are interfaces between two pieces of rahtrthe same
structure and composition, but different orientations. likénpoint defects, grain
boundaries do not have a favourable free energy of formaticany concentration
and a material at perfect thermodynamic equilibrium wigtsfore not contain any
grain boundaries [35]. Still, grain boundaries may reswdtf the formation pro-
cess. Consider for example solidification of a molten sultgtaAs the temperature
drops below the melting point, solid particles with diffet@rientations will form at
different points in the melt. These solid particles will grand eventually the sur-
faces will meet. Reorienting the grains to the same orientatvould at this point
require a fairly large amount of energy, and if this energyas available (e.g. if
the temperature is too low) a grain boundary will form as aasttble state. In the
region close to the boundary the lattice will be distorted eartain material proper-
ties may be different from in the grain interior, for instanihe formation energy of
point defects.

When attempting to understand grain boundaries from a thieat@erspective,
it is more convenient to imagine the formation process asistawith a block of
boundary-free material. This block is divided along somection and one of the
parts is rotated with respect to the other. The blocks ara jomed, and as the
lattice orientations no longer match a grain boundary has liermed. If the axis of
rotation is parallel to the grain boundary it is charactedias a tilt grain boundary,
while if the axis of rotation is perpendicular to the boundiis called a twist grain
boundary (see Figure 2.4). The process of formation is apamied by an increase
in the free energyd A, wheredAis the grain boundary area agds termed the grain
boundary energy.

Although grain boundaries are metastable, the energiasreztjfor reorienta-
tion are huge and any movement of the boundary itself willun@n a timescale

15
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R, Re(2)

Figure 2.5: An RC circuit (left) and the corresponding Nyquist plot (right). The arrow
indicates the direction of increasing frequency.

substantially longer than that of equilibration of poinfetgs. For our purposes it
is therefore sufficient to consider grain boundaries as fstagctural features of the
material.

2.2.1 Measuring grain boundary conductivity

To investigate experimentally the effects of grain bouretaon the properties of a
material one must find a way to separate the grain boundanbalkdproperties.
For the case of ionic conductivity in oxides, it has been tbtirat impedance spec-
troscopy provides a way to do so. In impedance spectroseopgitage or current
is applied to a sample and the resulting current is measuiteel most common ap-
proach is to apply a signal consisting of a single-frequearcyoltage, and extract
the impedance for that frequency from the phase shift andiude of the current
response. The frequency dependent impedance is obtainegpégting the process
for a wide range of frequencies. To interpret the impedantegquivalent circuit
is constructed, consisting of ideal resistances, capa®taand inductances which
would together give the same impedance as the sample [46]a Bmgle-crystal
ionic conductor this circuit may consist of a resistance amdpacitance connected
in parallel RC circuit). The value of the resistance that gives the besbfithe
impedance data is then interpreted as the total resistdribe sample. Impedance
is frequently presented in the shape of a Nyquist plot, withreal part of the com-
plex impedance on theaxis and the imaginary part on th@xis. Each plotted point
will then correspond to the impedance at a certain frequemhg Nyquist plot for
the RC circuit mentioned above is a semicircle, see Figure 2.5.

For polycrystalline BaZr@at moderate temperatures the impedance plot shows
two semicircles, a smaller one at high frequencies and alange at lower frequen-
cies (see e.g. [23]). The high-frequency semicircle is gahetaken to correspond
to transport in grain interiors or along the grain boundariijle the low-frequency
semicircle is taken to correspond to transport across thia gpoundaries. An equiv-
alent circuit may then be constructed as tR@ circuits connected in series, one
corresponding to transport across grain boundaries andthe to transport along
grain boundaries or in the grain interior. In order to extree conductivity of
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2.2 Grain boundaries

Figure 2.6: Two dimensional representation of the brick layer model: Square grair (lig
grey) separated by grain boundaries of uniform thickness (dask gre

grain interior and grain boundaries it is necessary to usea@efrfor the sample mi-
crostructure. A simple yet effective model is the brick layeodel [47], in which
the grains are considered to be cubic and separated by graidaries of a constant
width that is much smaller than the grain size (see Figurg 2J6ing this model it
is possible to show that the impedance curve typical of pgktelline BaZrQ cor-
responds to the case where the grain interior conductigityigher than the grain
boundary conductivity. It is thus possible to determineasafe resistances and ca-
pacitances for the grain interior and grain boundary. Witbwledge of the physical
dimensions of the sample and the average grain size thisesnabto obtain both the
grain boundary and grain interior conductivity as well as ginain boundary width.

2.2.2 Space charge

Impedance spectroscopy results show that the proton ctwidyiof grain bound-
aries in BaZrQ is orders of magnitude lower than that of the grain inter&z-{24].
To explain this effect we turn to the space charge model. Asipusly mentioned,
the distortion of the lattice structure near the boundary result in a difference in
point defect formation energies compared to the undisidetttice. Mobile defects
that are more stable in the grain boundaries will therefggregate in the distorted
region, the grain boundary core. If the defects are chargisdr¢sults in a charged
grain boundary core, which must be compensated by depleticiharged defects of
the same polarity and accumulation of defects of opposikariypin the surround-
ing region, the space charge zone (see Figure 2.7). Theehamumulation in the
core creates a potential barrier that impedes transpassat¢he boundary.

For a quantitative understanding of the implications ofcgpeharge we consider
again the defect chemistry of the material. The chemica el of an uncharged
defect is given by equation 2.11. In the case of a chargectefa@n electrostatic
potentialg, an additional ternzep must be included to account for the electrostatic
energy. The chemical potential is therefore

U= +kgTInc+zep (2.22)

Consider now a grain boundary situatedkat 0. In equilibrium, the chemical po-
tential at any poink in the region around the grain boundary has to be equal to the
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Figure 2.7: Schematic of a grain boundary with space charge layers in BgAas3uming a
constant dopant concentration

chemical potential in bulk, or infinitely far from the bounga
W (0) + kg T Inc(w) + zep(eo) = P (x) + kg T Inc(x) + zep(X) (2.23)
Which may be rewritten

c(x) AW (X) + zeA@(X)
o _ exp<_ T ) (2.24)

This relates the concentration of defects to the poteniitdrdnceA@(x) = @(x) —
¢@() and the difference in standard chemical potenfigt(x) = p°(x) — p° (o).
However, the potential must necessarily also depend onfhtarye densityp(x) =
5i7¢i(x) according to Poisson’s equation

o p(x)
dx? €0&r

(2.25)

Combining equations 2.24 and 2.25 we obtain the PoissormBatin equation

2 o .
cle 1 Zci(oo)ziexp<—Ap’ <X)+Z'emp<x>> (2.26)

a2 gogr kg T

where the sum runs over all defect types.

Within the space charge model, the structure of the materidle space charge
layers is considered to be undisturbed. Therefdy,(x) is expected to be zero
and the defect concentration depends only on the eledi@gtatential. In fully
hydrated BaZr@ only protons can respond to the electrochemical potemikaile
the dopant ions are immobile and fairly evenly distributdé may then assume that
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2.2 Grain boundaries

the dopant concentration is constant throughout the nadtdfiwe also use semi-
infinite boundary conditions and neglect the depleted defecthe space charge
layers it is possible to obtain an analytical expressioritierproton concentration in
terms of the potential barrier at the boundakg(x = 0),

“\ 2
Ch+ (X) = CH+(oo)exp<—%1 (X[D)\ ) ) (2.27)

Wherecy+ is the proton concentration,

- ke Tergg
Lp =4/ 2P (2.28)

is the Debye length (witkia the dopant concentration) and

eA(x = 0) /2
)
is the space charge layer width. This is termed the Mott-8kjcase, in contrast to
the Gouy-Chapman case in which all charged defects are mdyilenaking use of
the relationship between conductivity and concentratemju@tion 2.21) and assum-
ing that the mobility is independent &fit is possible to relate the grain boundary
conductivity to the potential barrier height and therebyaiip an estimate of the
potential barrier from experimental data, as has been doRefs. [25, 29, 31, 32].

In the grain boundary core, on the other hand, a nonagrdor certain defects
is the driving force behind accumulation of charge in themgbmundary. Assuming
avalue ofApC° it is possible to calculate both barrier height and con@ian profiles
of all defects numerically [48].

Using atomistic simulations one may also calculate thesgbffice in formation
energy for defects in the bulk and grain boundary, a diffeestinat constitutes the
dominant term iPAR°(x). In the papers included in this thesis, such calculations
have been performed for a number of grain boundaries in BaZiging both den-
sity functional theory and an interatomic potential. Theutes have been used in
numerical calculations of space charge barrier heightdafelct concentrations.

A =2lp ( (2.29)
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Chapter 3

Method

The aim of atomistic simulation is to build understandingraterials from the bot-

tom up. By modeling the interactions of the electrons andhatauclei that a ma-

terial consists of we hope to reproduce and understandaisepties. In this thesis
two main theoretical approaches are used to this end, gdnsittional theory and

interatomic model potentials. This chapter contains & bxierview of each of these
approaches, highlighting some of the more important cotscegowever, it is not

intended to be a detailed introduction. For a more thorougattment of density

functional theory readers are referred to Refs [49-51], sorde uses of model po-
tentials are described in Refs. [52] and [53].

The system of interacting electrons and nuclei that cartstih material can
be fully described by a quantum-mechanical wavefunctiing,rs...,R1,Ra...;t),
wherer; denotes the position of electromndR, denotes the position of nucleus
This wavefunction is the solution to the time-dependent8imger equation

HW(rq,ro...,R1,R2...;t) = EW(rq,r2...,R1,Ra2...;t) (3.2)
whereE is the total energy corresponding4and H is the system Hamiltonian:

1 1 1 Z
H=—2S02+2 — 3.2
24 ! ZiZj\ri—rj\ ;\ri—R” (3.2)

102 1 Z/Z;

Y4y ——
24 M 24 R—R;|

In the above equation atomic units are used, so/tkatm. = e= 1 andZ, andM,
are the ionic charge and mass. This@hnger equation can be solved with relative
ease for small systems such as hydrogen molecules (twaoaisand two nuclei),
but for larger systems containing more electrons and nitdbeicomes increasingly
difficult due to the rising number of degrees of freedom. Afaample, a unit cell
of BaZrQO; contains five nuclei and 120 electrons, which consideriegptbsition of
each patrticle in three dimensions gives 375 degrees of draedMacroscopic sys-
tems, on the other hand, contain on the order ¢f Hloms. As a first step towards
making the problem more tractable one can note that electname a much lower
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mass than nuclei. Even the hydrogen nucleus, which cordistsingle proton, is
about 1800 times heavier than an electron. We can there$sienae that the nuclei
move much more slowly than the electrons. The movementsofrehs and nuclei
are thus only weakly coupled and the state of the electrombea&alculated with re-
spect to unmoving nuclei. This is called the Born-Oppenleeiapproximation [54].

The problem of the system of electrons must obviously beesblsing quan-
tum mechanics. For the more massive nuclei, however, qoantachanical effects
are quite small. It is therefore common to treat the nucleslassical particles re-
sponding to forces caused by the electrons and other niiilece the total energy
of the system depends on the ionic positions the force om @an be found as the
derivative of the total energy with respect to the positibthe ion:

aEtOt

F=—
! R,

(3.3)

according to the Hellman-Feynman theorem [55]. With knalgke of these forces
one can for example integrate the equations of motion tommkta dynamics of the
system or use a minimization procedure to find the groungk-&baic configuration.

The two approaches to atomistic simulations used in thisisHeoth employ the
above approximations. Density functional theory is a fmsticiples method that
replaces the problem of interacting electrons with one ofimiracting electrons
in an effective potential. With interatomic model potetgian the other hand, the
electronic problem is circumvented by choosing a potersiedpe and fitting pa-
rameters for specific materials to experimental data orlie$tom first-principles
calculations.

3.1 Density functional theory

With the Born-Oppenheimer approximation in use, the eftdét¢he fixed nuclei on
the electrons can be expressed as an external potéggial he system Hamiltonian
is then simplified to

1 > 1
H= 2IZD, +i; ]ri—rj!+VeXt (3.4)
Even with the nuclear degrees of freedom removed, solufitimecShiddinger equa-
tion is a formidable task. Considering again our BaZt@it cell we see that we have
removed 15 out of 375 degrees of freedom, meaning that aattztcomplexity
still remains. Moreover, the electrons interact with eattieo as described by the
second term of the Hamiltonian. This means that one canie fte equation for
one electron without considering the solutions for all o#lectrons simultaneously.
It is possible to solve this problem for small systems witlew tens of electrons,
as well as for a homogeneous electron gas, but for largerculgle and solids the
computational demands are too high [49].
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3.1 Density functional theory

3.1.1 The Hohenberg-Kohn theorems

Modern density functional theory builds on two theoremsvprb by Hohenberg
and Kohn in 1964 [56]. According to the first theorem, eachugstate density
no(r) can only result from one specific external potentigk, so that the potential
is uniquely determined by the ground state density up to ditiael constant. If the
ground state density determin¥sy; it must also give the HamiltoniaH, so that

all information about the system can be obtained frgyfr). The second theorem
concerns the relation between the ground state densityrardye The energy of a
system with density(r) can be expressed as a functional

E[n(r)] = F[n(r)] +/n(r)Vext[n(r)]dr (3.5)

whereF [n(r)] represents the contribution from kinetic energy and etectlectron
interactions. The ground state density is the density thainmzes this functional
and yields the ground state energy.

Eo =E[no(r)] = ngi?E[n(r)] (3.6)
ner

This means that minimization of the energy functional ysetlde ground state elec-
tron density. The ground state density is just a functionasfigoon, so this reduces
the number or degrees of freedom to three, regardless of hemy lectrons are in-
cluded in the system. On the other hand it requires an exfdicn of the functional
F[n(r)], which represents kinetic and interaction energy. Due &dbmplexity
added by the interaction term this functional is unknown.

3.1.2 The Kohn-Sham equations

In 1965, Kohn and Sham [57] suggested the following form fierfunctionalF:
F[n(r)] = Ts[n(r)] + En[n(r)] + Exe[n(r)] 3.7)

where Tg[n(r)] is the kinetic energy of a system of noninteracting electrand

En[n(r)] is the Hartree energy

Eu[n(r)] = %/%drdr’ (3.8)

which is a mean-field approximation of the electrostatierattion between elec-
trons. A distinct advantage of this functional form is thia expressions for these
two terms are known exactly. The exchange and correlation Eg:[n(r )] then in-
cludes the many-body contributions to the kinetic energyelsas exchange effects
from the Pauli principle and correlation effects due to &festatic repulsion. Us-
ing this expression foF it is possible to rewite the problem as one of a system of
noninteracting electrons moving in an effective potentigt

Veft = VH(I) + Vie(r) + Vext(r) (3.9)
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whereVy(r) = [(n(r")/|r —r’|)dr’ andVyc(r) = 8Exc[n(r)]/dn(r). Using this effec-
tive potential one can solve the Kohn-Sham equations

[—%D2+Veﬁ] @(r)=Ea@(r) (3.10)
and obtain the electron density @8) = ¥; fi|@|?, wheref; is the occupation num-
ber of the independent-electron state describedbySince the Hartree potential
depends om(r), the Kohn-Sham equations have to be solved by guessingtat ini
density and solving the equations to obtain a new densitigiwik used to solve the
equations again. The process has to be repeated until tgosak self-consistent,
i.e. the calculation returns the same density as was used to isolieis will yield
the ground state density(r) and the ground state energy

Eo =) fiEi—En[no(r)] + Exc[no(r)] —/no(r)ch(r)dr (3.11)

The Hohenberg-Kohn theorems tell us that it is possible ptace the many-
electron wave function by the electron density as the basi@ble, and that the
ground state can be found by minimizing the energy functiofde Kohn-Sham
equations provide a practical way of accomplishing thisraypsforming the prob-
lem of interacting particles into one of noninteractingtpdes in an effective po-
tential. However, this is done by gathering the many-bodsots into the exchange
and correlation term. The functional form of this term il sthknown, and in order
to perform density functional calculations we thereforeehe resort to approxima-
tions. The next section will describe the two most commorinarge and correlation
functionals, the local density approximation and the galnerd gradient approxi-
mation.

3.1.3 Exchange-correlation functionals

In their original paper on density functional theory, Kohmde&Sham [57] suggested
that the exchange-correlation functional could be appnaxed using results for a
homogeneous electron gas. At each pojr@n exchange-correlation energy density
€xc IS defined as that of a homogeneous electron gas with demgity For the
homogeneous electron gas, the exchange energy depsgyknown exactly and
the correlation energy densigt can be obtained from Monte Carlo simulations
[58]. Taking the total exchange-correlation energy dgr&itbe g, = € + € the
functional can be written

Excln(r)] = [ n()exc(n(r)dr (3.12)

This is called the local density approximation or LDA. It lthe advantage of be-
ing quite simple and has also been successful in reprodecgidpond lengths and
vibrational frequencies, especially for systems with avbjovarying electron den-
sity [49]. However, the LDA frequently overestimates bimglienergies between
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atoms [59]. This may be attributable to that LDA producestetaic densities that
are too homogeneous compared to those obtained with mocemeghods in cases
where this is possible. Moreover, systems with stronglyelated electrons may be
poorly reproduced [49].

While the LDA uses the exchange and correlation energy forradgeneous
system, all real systems will have an inhomogeneous eledeasity. It is possible
to take these inhomogenieties into account by includingythdients of the particle
density in the exchange-correlation functional:

Ecin()] = [ n(r)e(n(r, [On(r)dr (3.13)

However, a direct expansion of the energy density in termthefgradient of the
electron density will not lead to any improvement over theALDDhis is due to that
the expansion is valid for slowly varying electron densitigo the large fluctuations
in density in a real material causes them to break down. @radixpansions that
have been modified to counter this effect are termed gemethfjradient approxi-
mations (GGA), and they typically yield more accurate bmgdéenergies and bond
lengths than LDA [49,51]. As there are many different waysltothe expansion
in terms of the gradients, there are also many different kiolGGAs. Some of
these are parametrized using experimental data on bonthkagbinding energies,
while others rest on theoretical results and formal regquerts such as sum rules or
cancellation of self-interaction [49]. The GGA functioneded for most of the cal-
culations in this thesis is called the Perdew-Burke-Ernak(PBE) functional [60]
and it is an example of the second category.

A problem common to both LDA and GGA functionals is a severdarasti-
mation of the band gap in semiconductors and insulatorshiMitensity functional
theory, the band gap can be seen as a sum of two contribut@ms.is the differ-
ence between the Kohn-Sham energy eigenvalues of statebpse and just below
the gap. The other contribution comes from the exchangesledion functional. It
has been shown that the exact exchange-correlation funattroust display a dis-
continuity as a function of the number of electrons in the@ysat the band gap,
as a consequence of the addition of an electron to the canduzand [61-64]. In
LDA and GGA the discontinuity is not included, leading to amdarestimation of
the bandgap. This may also give rise to errors in calculatimindefect formation
energies as the creation of defects may involve placingreles in states that would
be unoccupied in the pure material.

3.1.4 Practical implementation

As mentioned in section 3.1.2, solving the Kohn-Sham equoatrequires an iter-
ative procedure due to the presence of the electron demsttyei Hartree potential
and the exchange-correlation term. The initial valua@f) will be a guess, some-
times based on the electron densities of noninteractingstd his electron density
is used to construct the effective potential and to solvekiblen-Sham equations.
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The obtained Kohn-Sham wavefunctions are used to calcalatv electron den-
sity, which is compared to the old one. If they differ the mrss must be repeated
until the electron density is self-consistent. When a seffsistent energy density
has been reached the ground state energy can be calculatedpoksible to use
the obtained density as input density in the following stej,in practice the output
density is mixed with the old input density as this leads tkgr convergence. It
is also common to use the energy rather than the electrontgeosietermine if
the calculation is converged, so that the iterations arpp&d when the change in
energy between successive iterations is lower than a spetdifnit.

To solve the Kohn-Sham equations it is also necessary tdroohs mathemat-
ical representation of the one-electron wavefunctignsOne way to do so is to
expand the wavefunctions in a basis set, which transforestibdinger equation
into a linear eigenvalue problem. There are many possildesis@ts which are suit-
able for different systems. Solid materials like the onessatered in this thesis can
often be represented by a periodically repeated unit cdlickvmakes it natural to
use a basis set of plane waves along with periodic boundagittons. According
to Bloch’s theorem [65] the wavefunctions in the basis sattban be written as

P (1) = Uk (r)e*” (3.14)

wheren is the band indexX is a reciprocal space vector in the first Brillouin zone of
the unit cell andu k(r) is a function with the same periodicity as the system. This
function can in turn be expanded in terms of the reciprodéitlavectorsG

Unk(r) = gcn,k+eei6'f (3.15)

wherecy kg are expansion coefficients. The basis set wave functionshcenbe
written as a sum over all reciprocal lattice vectors

P (r) = gcn,mé(k*@*. (3.16)

In principle the number of reciprocal lattice vectors is i, so for practical im-
plementations this sum must be truncated. It is customasgtia cutoff energict
so that for eaclk, only reciprocal lattice vectors such th%k + G|2 < Egyt are in-
cluded in the summation. The valuef,: must be determined for each system by
gradually increasing the cutoff energy until sufficient eergence is observed.

The above approach is excellent for perfect crystallingspihich can be com-
pletely described by a small unit cell. However, many indérg systems contain
defects that destroy the periodicity. To study such a sysiamcan construct a
supercell, which is larger than the ordinary unit cell andtamns the desired defect.

A disadvantage of the plane wave basis is that the sum ovgroeal lattice
vectors converges slowly for rapidly varying functions.eé&tonic wave functions
tend to oscillate considerably close to the atomic nucteithait to get an accurate
description a very high cutoff energy is required. Howetbeg electrons that are
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localized near the core are rarely important in chemicaldomgp whereas the va-
lence electrons that do contribute to bonds reside furthvaydrom the nucleus. It
is possible to take advantage of this by treating the corevatehce electrons dif-
ferently, in a way that reduces the cutoff energy and the dehaoen computational
resources. A very common approach is to replace the potemigng from the

nucleus and core electrons by a pseudopotential. At poumtedr away from the

nucleus than a specific cutoff radius, the pseudopoterit@lld produce wavefunc-
tions that coincide with those that would be obtained if &c&ons were included
in the calculation. Closer to the nucleus, however, the wawdfons are consider-
ably smoother than in the all-electron case, enabling teetiower cutoff energies.
Another, related approach is that of projected augmentegsvdPAW). Here, use is
made of the fact that the wavefunctions are almost sphérisainmetric close to the
nucleus, regardless of the surroundings. The core canftinerbe more appropri-
ately treated with spherically symmetric basis functiomsile the valence electrons
are still described with the plane waves appropriate fostiygercell structure [51].

3.2 Interatomic potentials

Density functional theory provides a way of making accupatsictions about ma-
terials based on the quantum mechanical principles tha¢rgotheir properties.
However, density functional theory is a computationallteirsive method and as
such it is limited to systems containing up to 1000 atoms.dy isometimes be nec-
essary to study larger systems in order to capture essédtakes. For such systems
itis common to use interatomic model potentials that aredigtither to experimental
results or to data from first-principles calculations. This the advantage of reduc-
ing the computational effort considerably and enablesystiidystems containing
hundreds of thousands of atoms and dynamics on the timeafoad@oseconds. On
the other hand, model potentials give a less accurate géscriof the interactions
within the system.

Interatomic model potentials exist in many different forrasd the choice of
which form to use depends on what type of interaction one @ggsb describe. If
the atoms involved do not share electrons but interact tiitotan der Waals or
ionic forces, the total potential energy may be quite weliatibed as a sum of the
interactions of all atom pairs. In these cases one may udg &mple pair-wise
potentials. On the other hand, description of covalent otaihe bonds require
more than two atoms to be considered simultaneously in vehedlled many-body
potentials. In the case of covalent bonding it is also commeoassign all bonds
prior to running the simulation, which may give a good dgstton of directionality
and bond angles but does not allow for chemical reactionetabdelled in the
simulation. For an element which can form many types of bahdee will also be
many types of potentials, and it is generally not possiblesethe same potential to
describee.g.the interaction between oxygen ions in an oxide and oxygesiloan
O, dimer. This lack of transferability makes it difficult to calate such things as
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formation energies of materials.

The material studied in this thesis, BaZ;Qs characterized mainly by ionic
bonding. We have therefore chosen to use a pair potentiakaBuckingham type

Fij

Uij (rij) = Ajj exp(—p—)

i

BRSTRL (3.17)
i
whererj; is the distance between atoimandj, ¢ andg; are the charges of the atoms
andAjj,pij andCjj are constants. The first term in this equation describesdlé P
repulsion between atoms at short distances. The secorebesys the van der Waals
interactions and the third the long-range Coulombic intéoac This potential form
thus seems to capture the essential features of ion-ioractten, which dominates
the bonding in BaZr@. It is also possible to incorporate the polarizability oéth
ions into the model by treating every ion as consisting of pads, a massive core
and a massless shell. The charge of the ion is distributedtbgegwo components
which are connected by a spring, allowing for a certain degifepolarization [66].

One important aspect of doped, protonated BaAnBich is not well described
by this potential is the hydroxide group which contains aatemt bond. The com-
mon approach is to model this interaction with a separatential and describe
the oxygen to which the hydrogen is connected differentgntkhe other oxygen
ions. This is straightforward for static simulations [43]tbf one wishes to study
the dynamics of proton motion it requires a method for bregkind forming of the
covalent bond during the simulation. Such methods have beasidered by for
example van Duin et al. [67] and Raiteri et al. [68]. This aygwh has not been used
in the present thesis as we have elected to study only un@ated materials with
the model potential.

3.3 Defects in periodic supercells

When conducting a simulation using density functional thews are limited to sys-
tems of less than foatoms. If such a small system is treated as an isolated sample
the number of atoms positioned on the surface becomes laibgei{ 600 in a system
of 10° atoms) which causes unwanted surface effects. With imteriatpotentials,
the maximal system size of 4@toms leads to about-80* surface atoms, still a
significant portion of the system. The preferred solutionhis problem is to use
periodic boundary conditions, constructing a computatiGupercell of a manage-
able size and allowing it to repeat endlessly in space. Titissthe simulation of
all surfaces and instead provides an approximation of aniiefmaterial. However,
it introduces new issues in simulations of nonperiodicdtrtes such as surfaces,
interfaces and point defects. In general, density-funeticalculations are more
affected by these problems due to the smaller system sizes.

The introduction of a defect in a material will cause the sunding atoms to
be displaced from their original positions (see Chapter 2).alsimulation with
periodic boundary conditions, this elastic distortionlwe tattice will extend beyond
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3.3 Defects in periodic supercells

the simulation supercell. In this case the defect will iattrelastically with the
images of itself that are created by the periodic boundanditmns, which will
lead to a discrepancy between the calculated defect enedyyhat of an isolated
defect. The discrepancy will become smaller the larger tipescell is, and it has
been shown from calculations on isotropic elastic media the error depends on
the supercell size ds3, wherelL is the length of the supercell [69].

In the case of a charged defect there will also be an eleatroshteraction be-
tween the defect and its periodic images. If the supercetevedlowed to carry
a net charge the electrostatic energy would become infisttdp avoid this a ho-
mogeneous background charge with the same magnitude aefiwet dharge but
opposite sign is added. With this addition, it has been shibvahthe leading term
in the error from electrostatic interactions is proporibto L~ [70, 71]. The elec-
trostatic interaction is thus more long-ranged than thetelanteraction. However,
the correction formula suggested in Refs. [70] and [71] doasimprove conver-
gence of the energy with respect to cell size for all typesysteams and supercell
geometries. Therefore, a number of extensions and imprem&syof this formula
have been suggested [72—-78]. Some studies also suggestdkiy calculations
for several different supercell sizes and extrapolatintdhéovalue for an infinite cell
is a more reliable method [79]. A review of some of these atio® schemes can
be found in Ref. [80].

In the present study, calculations have been made withréiffesupercell sizes
to provide an estimate of the possible error in defect endrggddition, many of the
calculations of charged point defects are made to obtaigr@gation energy, which
is the difference between the formation energies of two asfef the same kind
but in different environments. As long as the supercellsiume of approximately
the same size and shape, many of the errors arising from thedpgeboundary
conditions should be the same in the two calculations. Toexethe errors will
largely cancel in the segregation energy.
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Chapter 4

Results

As was mentioned in Chapter 2, the predominant explainatorthfe low grain
boundary conductivity in BaZr®is that positively charged defects in the grain
boundary core create a potential barrier that causes daplet protons from the
surrounding space charge zones, preventing transporsadne boundary. Using
density functional theory, we have studied segregatiornxgfien vacancies and pro-
tons to a number of tilt grain boundaries. In two of thesemgkaiundaries the grains
are tilted with respect to each other around fth&J direction. The first has a (111)
plane as grain boundary plane and is therefore referred theagl11)[110] grain
boundary, while the second has a (112) plane as grain boympdane and is re-
ferred to as the (112)[10] grain boundary. Analogously, the third is referred $o a
the (210)[001] grain boundary. For the (112)P] and (210)[001] boundaries we
have also considered different translations of the gratetive to one another. The
translations are expressed in units of the lattice periothéndirection of the dis-
placements. Thus, if the (112){0 grain boundary is displaced by/2ag in the
[110 direction and bycy/3ag in the[111] direction this is written as (112)1.0/(b, ¢)
(ag is the lattice constant). Typically, the displacement @elers to a symmetric
grain boundary (see Figure 4.1).

We find that both vacancies and protons segregate to thesdogiandaries, but
with differing strength. The segregation energy of a defectefined as the differ-
ence in total energy between a supercell with a defect indls&ipn under consider-
ation and a supercell with a defect in a reference state. Athagsegregation energy
therefore signifies that the defect is more stable in thengraundary than in bulk.
The reference state is taken to be as far away from both goaindaries in the super-
cell as possible. As is first reported in Paper |, vacancigeeggate quite strongly to
the symmetric (112)[10] grain boundary, with the most favourable segregation e
ergy being about -1.5 eV. In Paper IV, the (210)[001](0,J&in boundary shows
a a similarly low segregation energy, while the other comed grain boundaries
have segregation energies around -0.5 eV (Paper Ill). Rsategregate to the grain
boundaries with segregation energies near -0.8 eV, exoephé (210)[001](0,1/2)
grain boundary where the proton segregation energy is -d\V3@apers Il and 1V).

Due to the limitations of density functional theory with eed to supercell size
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(b)

(©

Figure 4.1: Creating the (112)[10] grain boundary. The block in 4.1(a) is cut perpendicular
to the [112] and [12] directions. The shaded area is removed. Tilting aroundith@ di-
rection produdes the symmetric configuration in 4.1(b). Displacement bytB(lperiods

in the [111] direction creates 4.1(c). Dashed lines indicate the grain boupldee.
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that are described in Chapter 3 the grain boundaries that eastualied with this
method have a small repeating unit and are fairly well ordeta Paper II, the in-
teratomic potential has been used to extend the invesiigato more complicated
grain boundary structures. The model potential predictsmay segregation en-
ergies similar to those given by density functional theaoy the (111)110] and
(112)[110](0,2/3) grain boundaries. For a set of larger grain liauies with the
[110] direction as tilt axis it predicts vacancy segregagoergies between -1 and
-2 eV. Proton segregation has not been studied with the npmdenhtial.

Although the above results indicate that positive defeetgegate to the grain
boundaries, the effect on the conductivity is still uncledo facilitate comparison
with experimental results we use a one-dimensional theymeahic space charge
model. From the space charge model it is possible to obtaimthe potential bar-
rier height and the defect concentrations, given a set adalesegregation energies.
The segregation energies used here are results of the &tosimulations, corre-
sponding to ground state properties. At nonzero tempestiltere should also be
an entropic contribution to the defect energy, arising flattice vibrations. Here,
this effect is assumed to be similar in bulk and the grain lblany so that it cancels
in the segregation energy.

In the first two papers, only segregation of vacancies isidensd. The space
charge model used in Paper | treats only segregation to the wiith the most
favourable segregation energy in the core, while in Papardlightly more com-
plex model is used. Here, the core is modeled as a stack ofiatayers, so that
the segregation energy of each site and its position in thme otaken into ac-
count. Both segregation energies obtained from densitgtiomal theory (Paper 1)
and model potential calculations (Paper II) result in poétrbarriers comparable
to those obtained from conductivity measurements. Adadldily, the results show
that even under wet conditions a substantial fraction ofcive sites are still va-
cant rather than hydrated. In Paper Il we also consider ttheeimce of the dopant
concentration. Contrary to experimental results, neitherdased total dopant con-
centration nor aggregation of dopants in the grain boundarg are found to lower
the potential barrier.

In Papers Il and IV, we consider segregation of both vaamand protons with
the same type of space charge model that is used in PapeotbrBrare seen to ac-
cumulate in the grain boundaries and are in fact more abunidan vacancies in all
grain boundaries at low temperatures. At higher tempestyptons still dominate
in grain boundaries such as the (1110 or (210)[001], where the proton segrega-
tion energy is similar to or more negative than the vacangyegmtion energy. In the
(112)[110](0,0) grain boundary, however, the vacancy segregatergy is almost
twice as large as the proton segregation energy and vacathaminate in the grain
boundary core above 700 K. In this grain boundary and in ti€®)P01](0,1/2)
boundary protonation does not affect the height of the g@teloarrier, while in the
other boundaries protonation increases the barrier. Itapggar surprising that pro-
tons, which have a charge of +1, can generate the same @bt@mtracancies with
a charge of +2. However, the lower charge of protons also sé&zat they repel
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each other less strongly. The proton concentration carefibier be higher than the
vacancy concentration unless all sites in the boundary @eped by defects.

In summary, it is clear that both oxygen vacancies and psosagregate to sev-
eral grain boundaries in BaZgO When introduced into the space charge model,
the segregation energies obtained from density functiandlmodel potential cal-
culations give high enough charge in the core to producetanbal potential bar-
riers. At temperatures relevant to experimental measunésn@00-900 K) barri-
ers between 0.5 to 0.7 V are obtained, which is consisterit @tperimental re-
sults [29, 31, 32,81]. This confirms the applicability of #gace charge model as an
explaination for the low grain boundary conductivity in B&X3.
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Chapter 5

Outlook

Although it would seem clear that segregation of vacanamesmotons causes for-
mation of space charge layers in grain boundaries of BgZit@@re are some issues
in need of clarification. The first is the relation between diopant content and the
potential barrier height. Experimental evidence sugg#sis an increased dopant
content should decrease the potential barrier and tha¢ttest should be especially
pronounced if the dopants are able to segregate to the goaindary [25, 29—-34].
Simulation results presented here cannot explain thiseffeRather, it appears that
an increased dopant concentration in the core also leads itaceease in the con-
centration of positive defects. This is related to the faat tn the models used here,
positive defects are found not to occupy all available lowergy sites in the bound-
ary core. The core concentration is instead limited by tleetebstatic potential,
which is given by the total core charge. An increase in the lmemof negative de-
fects is therefore followed by an increase in the number sftpye defects, keeping
the total core charge constant. Other studies have showif tha low-energy sites
in the core are saturated with positive defects, an increaee dopant concentra-
tion does lower the potential barrier [48].

Another closely related issue is the high defect concaotratin the core pre-
dicted by the space charge model. The calculations of deégréegation energies are
done for the dilute limit, assuming no interaction with atkdefects. This approxi-
mation is likely not valid in grain boundaries where 30 % a# Hites are occupied by
defects, as has been seen in e.g. Paper 3. Therefore, defect-interactions con-
stitute an important subject of further study. Recent tsssuiggest that interactions
among oxygen vacancies may effectively reduce the numberasfable sites in the
grain boundary core by as much as 75 % [82]. This would haveequrences for
the effects of dopant segregation discussed above, sinceans that the core can
become effectively saturated with positive defects at @laoncentration. Segrega-
tion of dopant ions may then actually decrease the core ehasgyno more positive
defects can enter the core. However, to fully elucidate idsge it is necessary to
consider also interactions between vacancies and dopadtbetween hydroxide
ions and other defects.

Lastly, the present work is silent on the mechanism behigdeg@ation of both
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5 Outlook

oxygen vacancies and protons. While in some cases it is tegipii explain the
low segregation energy of vacancies as an effect of the smmglen-oxygen dis-
tances occuring in boundaries (e.g. the (112)) boundary, paper I), in other cases
this explaination seems less applicable as the oxygenewxgistances are practi-
cally unchanged (e.g. the (111)[0 boundary). In addition, the relation between
the oxygen vacancy and proton segregation energy shoulthbBecl, as the pro-
ton segregation energy has been found to be sometimes moreoametimes less
negative than the vacancy segregation energy.

In conclusion, BaZr@is one of the most promising solid oxide proton conduc-
tors for fuel cell applications due to its chemical stapilénd high grain interior
conductivity. However, BaZr®is also quite difficult to sinter and therefore often
displays small grain sizes, which results in a relativelgégsamount of grain bound-
aries. Additionally, the grain boundaries are shown to retgh resistance which
reduces the total conductivity substantially. The preserk shows that the segre-
gation of positive defects to the grain boundary and subsetogepletion of protons
from the surrounding region can provide an explainatiortiierlow grain boundary
conductivity. However, several interesting research |@ols remain to be solved
before a complete understanding of the phenomenon is rdache
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