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Non-invasive EEG Source Localization using Particle Swarm
Optimization: A Clinical Experiment

Yazdan Shirvany1, Student Member, IEEE, Fredrik Edelvik2, Stefan Jakobsson2, Anders Hedström3,
Qaiser Mahmood1, Artur Chodorowski1 and Mikael Persson1 Member, IEEE

Abstract— One of the most important steps of pre-surgical
diagnosis in patients with medically intractable epilepsy is
to find the precise location of the epileptogenic foci. An
Electroencephalography (EEG) is a non-invasive standard tool
used at epilepsy surgery center for pre-surgical diagnosis. In
this paper a modified particle swarm optimization (MPSO)
method is applied to a real EEG data, i.e., a somatosensory
evoked potentials (SEPs) measured from a healthy subject, to
solve the EEG source localization problem. A high resolution
1 mm hexahedra finite element volume conductor model of
the subject’s head was generated using T1-weighted magnetic
resonance imaging data. An exhaustive search pattern and the
MPSO method were then applied to the peak of the averaged
SEPs data. The non-invasive EEG source analysis methods lo-
calized the somatosensory cortex area where our clinical expert
expected the received SEPs. The proposed inverse problem
solver found the global minima with acceptable accuracy and
reasonable number of iterations.

I. INTRODUCTION

Epilepsy is one of the most common neurologic diseases
in the world and many patients with epilepsy never receive
the treatment which make them seizure free. Surgical therapy
has become an important therapeutic alternative for patients
with medically intractable epilepsy. The combination of the
neuronal and network approaches open up for a short remark
or an assumption that uncontrolled network oscillations in
epilepsy need a cortical focus for high frequency activity
during seizures. The spikes, the epileptiform activity in
the interval between the seizures, also need cortical foci
[1]. Thus, source localization of epileptic activity is a tool
to delineate cortical areas/volumes with abnormal neuronal
activity of cells and networks. However, correct and anatom-
ically precise localization of the epileptic focus is mandatory
to decide if resection of brain tissue is possible.

An electroencephalogram (EEG) is the most important
method that is used in the clinical daily routine to find
the source of activities inside the brain. The procedure of
the EEG source localization deals with two problems: 1) a
forward problem to find the scalp potentials for the given
current source(s) inside the brain, 2) an inverse problem
to estimate the source(s) that fit with the given potential
distribution at the scalp electrodes.

Evolutionary optimizations such as the genetic algorithm,
ant colony optimization, differential evolution, evolutionary
programming and particle swarm optimization (PSO), are
used extensively to optimize complicated nonlinear optimiza-
tions. As the EEG source localization is a highly nonlinear
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3A. Hedström is with the Sahlgrenska Academy, Göteborg, Sweden.

optimization problem, therefore evolutional optimization al-
gorithms are a capable method of obtaining best solutions
for this kind of applications. In a previous study by the
author [2], a modified particle swarm optimization (MPSO)
method was proposed for the inverse problem and applied to
synthetically produced EEG data.

In this paper, the MPSO method is applied to real EEG
data. Our main goal is to propose a novel technique for
resolving the EEG source localization problem in the daily
routine clinical application. The real EEG data that we use in
the present study was recorded from somatosensory evoked
potentials (SEPs) stimulation on a healthy subject.

II. METHOD

A. Forward problem

The characteristic frequencies of the signals in the kHz
range and below make the capacitive and inductive effects of
the tissue negligible. Therefore, the quasi-static approxima-
tion of Maxwell’s equations for the potential Φ can be used.
If we denote the domain of interest as Ω (with boundary
∂Ω) and let the tissue conductivity be σ, we have Poisson’s
equation

∇ · (σ∇Φ) = ∇ · js in Ω, (1)

subject to the conditions
n̂ · (σ∇Φ) = 0 on ∂Ω, (2)

Φ(xref) = 0. (3)

The source current js (x) = δ(x−x0)M is modeled by a
mathematical dipole at position x0 ∈ Ω with the moment
M ∈ R3. The source has a singularity at x0 and is therefore
difficult to model with standard finite elements. A modified
subtraction method [3] is used to circumvent this problem,
where the total potential is split into two parts,

Φ = χΦ
∞ +Φ

mod = F∞ +Φ
mod. (4)

χ is a smooth cut-off function which is identically 1 in a
neighborhood of x0. For convenience, we have defined the
function F∞ = χΦ∞.

In (4), Φ∞, is the solution to (1) in an unbounded domain
with constant conductivity σ∞. The solution can in this case
be formed analytically [4] as

Φ
∞ (x) =

1
4πσ∞

(x−x0) ·M
| x−x0 |3

. (5)

Using (4) and (1), the new formulation reads,

−∇ ·
(

σ∇Φ
mod

)
= ∇ · (σ∇F∞)−∇ · js in Ω, (6)

subject to

n̂ ·
(

σ∇Φ
mod

)
= −n̂ · (σ∇F∞) on ∂Ω, (7)

Φ(xref) = 0. (8)



After Applying variational and FE technique to (6) for the
EEG forward problem yield a linear equation system,

umod
elec = Rumod = RK−1b = Tb. (9)

where K ∈ RN×N is a sparse symmetric positive definite
stiffness matrix, b ∈ RN the right hand side vector with N
being the number of FE nodes, R is a restriction matrix with
size Nelec×N and the T is called the transfer matrix.

As shown in (4) the total potential comes from two parts
so therefore the total potential at the electrodes can be written
as follows

umod
elec = (TB(x0)+F∞

elec(x0))M = G(x0)M. (10)
Here F∞

elec(x0) is the value of the function F∞ for the three
polarizations at all electrodes when the dipole is located at
x0, and G(x0) is called the gain matrix. We use (10) in the
inverse problem to find the position of the dipole.

B. Inverse Problem
In a parametric inverse method, the number of dipoles is

assumed to be fixed and their locations and moments are
chosen such that the potentials at the electrodes, uelec, that
are computed according to (10), approximate the measured
potentials umeas well according to some criteria. Here we
follow the common practice and choose the parameters such
that we have the best fit in least squares sense. For one dipole
we get the following minimization problem

J = min
x∈Ωbrain
M∈Rd

‖ umeas−G(x)M ‖, (11)

where Ωbrain is the brain domain and d the dimension. Since
this is a least squares problem and uelec depends linearly on
the dipole moment it is convenient to separate the parameters
in (11) and solve for the dipole moment M first. Define, for
fixed x ∈Ωbrain,

J(x) = min
M∈Rd

‖ umeas−G(x)M ‖ . (12)

According to the normal equations for linear least squares
problems, optimality is obtained for

M̂(x) = (GT (x)G(x))−1GT (x)umeas. (13)
Substituting (13) into (12) yields after some manipulation

J(x) =
(
uT

meas[I−G(x)(GT (x)G(x))−1GT (x)]umeas
)1/2

.
(14)

Here the optimization problem is the function of the source
position only, thus the complexity of the inverse problem is
reduced.

III. PARTICLE SWARM OPTIMIZATION
A. Standard Particle Swarm Optimization

The Particle Swarm Optimization concept was first intro-
duced by Kennedy and Eberhart [5] in 1995 based on the
social system behavior such as movement of the school of
birds or the flock of fishes for finding food. Each individual
in the swarm is called a particle. In the original version
particles move according to the following formula:{

Vt+1
i = Vt

i + c1Rand()(Pi−Xt
i)+ c2Rand()(Pg−Xt

i),

Xt+1
i = Xt

i +Vt+1
i .

(15)
where X and V represent the particle position and velocity,
respectively. Pi and Pg are the personal best (pbest) and

Fig. 1: The subject’s FEM head model generated from the segmented
MRI.

global best (gbest), respectively. i represents the particle
index and t is time step. Rand() denotes a normally dis-
tributed one-dimensional random number with mean zero
and standard deviation one. Parameters c1 and c2 are the
cognitive and social learning rates.

B. Modified Particle Swarm Optimization

The PSO algorithm still has a risk to trap in a local
minima. The pbest and gbest should not be very close to
each other. If this happens the particle become inactive in
certain stage of the searching steps. One way to avoid PSO
to trap in local minima is mutation and using evolutionary
programming (EP). In modified PSO (MPSO) we use the
concept of authority [2] mixed with the mutation and EP [6]
and apply them to the particle’s behavior. The concept of
authority means that in some steps the particles which are
closer to the global best can influence the swarm performance
and swarm decision more than other particles. This is be-
cause when the gbest particle is moving close to the minima,
it cannot move faster than its velocity weight which is a small
value during the last iterations. When PSO comes close to a
minima (local or global) it can only find the global one when
it has sufficiently many particles around gbest. Thus, PSO
needs a lot of iterations to gather enough particles around
gbest.

We extract the R = 5 closest particles to the gbest and
let them fly freely based on their memory and knowledge.
This allows the PSO to have more information around gbest
before lots of particles come close to it and stuck with each
other. Now, the velocity update is divided into two parts as

Vt+1
i = wVt

i + c1Rand()(Pi−Xt
i)+ c2Rand()(Pg−Xt

i),
(16)

where i = 1,2, ...,N−R and
Vt+1

i =wVt
i + c1Rand()(Pi−Xt

i) (17)
where r =N−R+1, ...,N and w is the inertia weight advised
by [7], [8]. The R nearest particles to gbest are re-selected in
each iteration to ensure that the particles which moved away
from the gbest loose their authority and update their velocity
according to (16). The following parameters are selected for
the MPSO coefficients: w = linear from 0.9 to 0.4, c1 =
0.8, c2 = 0.4 and swarm size = 30, in addition the MPSO
uses adaptive swarm size [9] during its searching progress.
Reflecting walls are used as boundary conditions for MPSO.
When a particle hits the boundary in one of the dimensions,
the sign of the velocity in that dimension is changed and
the particle is reflected back toward the solution space. This
boundary condition keeps the particles inside the searching
space.



(a) (b)

Fig. 2: a) Butterfly plot of the averaged N40 at the 57 EEG electrode
positions. b) The grey matter surface (S-I view): the yellow patch indicates
the right hemisphere somatosensory cortex and the box is the ROI.

C. Anatomical Constraints
The EEG signals are generated by currents flowing in

the apical dendrites of cortical pyramidal cells [10] so
the searching area could be restricted only to the cortex
sheet of the brain. We use this information and add it to
MPSO searching. For the anatomical constraint MPSO solely
evaluates (14) for the particles which are placed in the grey
matter and assign a high value to others. The MPSO starts
from grey matter and in this way it ends up in the grey
matter, also this constraint helps to avoid trapping the inverse
problem in false local minima in other tissues. This reduces
the number of evaluations and thus the computational time
significantly.

IV. MRI AND EEG DATA

A. Image Segmentation
The T1-weighted MR data of the subject’s head was

generated on a 1.5T Philips at the Department of clinical
neurophysiology, Sahlgrenska University Hospital, Göteborg,
Sweden. The resolution of each voxel in the MR data
is 1x1x1 mm. The segmentation of the five tissues, i.e.,
cerebrospinal fluid (CSF), white matter, grey matter, skull
and skin, was done by FSL [11]. The segmented tissues were
checked and corrected manually by a clinical expert.

Here the high resolution model is necessary to accurately
model the CSF compartment and the thin area of the skull.
We generated the 1 mm hexahedra FE head model with
approximately 2.8 million cells from segmented MRI, see
Fig. 1. The following conductivities were then assigned to
the FE compartments based on their segmentation labels and
the isotropic reference model [12]: skin = 0.43 S/m, skull =
0.0042 S/m (skull to skin conductivity ratio of approximately
1:100), CSF = 1.538 S/m, grey matter = 0.33 S/m, and white
matter = 0.142 S/m. The 61 EEG electrodes were placed on
the subject’s head based on the 10/10 EEG electrode system
[13].

B. Somatosensory Evoked Potential
Evoked potentials are the electrical signals generated by

the nervous system in response to sensory stimuli. Auditory,
visual, and somatosensory stimuli are used commonly for
clinical evoked potential studies. SEPs consist of a series of
waves that reflect sequential activation of neural structures
along the somatosensory pathways. In this study the left
posterior tibial nerves at the subject’s ankle were stimulated.
The selected nerves were stimulated with monophasic square
pulses, 300 microseconds in duration and the stimuli was
delivered by using a constant current stimulator with 5.2

Fig. 3: The yellow area is marked by a expert as possible source position,
the red area is the estimated dipole position. Note: The MRI space in Slicer
is flipped compare to the anatomical space.

mA. To increase SNR signal averaging was used. SEPs
components typically are named by their polarity and typical
peak latency in the normal population. For example, N40 is
a negativity that typically peaks at 40 milliseconds after the
stimulus. The N40 predominantly reflects activity of neurons
in the posterior tibial nerve at the primary somatosensory
cortex [14] and we use this potential as input for the inverse
problem. After the EEG filtering and artifact removing we
found out that some of the electrodes were still noisy. We
think this was because of bad connections of those electrodes
with the subject’s head surface during the measurement and
they were removed from the data set. Four electrodes were
rejected from the averaging progress, i.e., F7, Fz, CP1 and
O2. Fig. 2a shows the average of 260 stimulations for N40
at the 57 EEG electrode positions.

V. RESULTS AND DISCUSSION

A. Validation
Validation of the source localization is difficult, because

there exist no “ground truth” to compare with. We have
taken two approaches to validate our method: first we use
the physiological knowledge on localization of motor and
sensory functions [15] based on clinical expertise and second
we do an exhaustive search pattern, i.e., inversion was
performed for each possible source location in the motor
and sensory cortex area inside a region of interest shown in
Fig. 2b, and the site producing the smallest residual norm
was selected as the best possible source location. The ROI
has approximately 280 000 grey matter voxels.

Fig. 3 shows the results of the exhaustive search plotted
in the subject’s head MRI. In Fig. 3 the yellow circle is the
possible source position marked by a clinical expert and the
red circle is the estimated source.

B. MPSO results
The 30 particles were initialized in the ROI box shown

in Fig. 2b. These particles were generated randomly inside
the grey matter with normal distribution. The optimization
method was terminated by either of the following two
criterias: 1) the minimum relative error value from the
exhaustive search was obtained or 2) the maximum number
of evaluations was reached. Fig. 4 shows the convergence
curve for the MPSO. The MPSO found the global minima



Fig. 4: The MPSO convergence curve for the cost function. The relative
error between these two potentials is 0.25

after around 450 evaluations and the optimization progress
terminated because of criteria 1. We can easily see that the
number of evaluations in MPSO are less then 0.15% of the
total number of exhaustive search evaluations.

Fig. 5 shows the surface EEG topographic mapping for the
measured EEG potential and the calculated EEG potential
from the estimated source. From Fig. 5a one can see that
the original source has a radial direction. Fig. 5b shows that
the estimated source can reconstruct the EEG topographic
mapping with a good approximation corresponding to the
measured EEG. Moreover, the estimated source also has the
same radial direction as the original source. We can see that
the calculated and measured potentials agree well. As we
can see in Fig. 3, the x- and y-coordinates of the estimated
source are correctly located corresponding to the marked
position by a clinical expert but the z-coordinate is a little
bit deeper than expected [15]. There exist some error source
in this experiment which need to be investigated further,
e.g., electrode misplacement, EEG signal noise, segmentation
uncertainties or tissue anisotropy influences in the head
model.

VI. CONCLUSIONS

In this paper, the ability of a new optimization method
was tested for EEG source localization. The new method is a
modified version of particle swarm optimization. In this new
approach, positions and orientations of dipoles are optimized
to obtain the best least squares fit with the measured EEG
signals. For the forward problem, we built a realistic high-
resolution finite element head volume conductor based on a
T1-weighted MR dataset for the construction of a five-tissue
model, i.e., grey matter, white matter, CSF, skull and skin.

Somatosensory evoked potentials (SEPs) stimulation by
an electrical pulse on the left posterior tibial nerve at the
healthy subject’s ankle, was recorded with 61 EEG electrodes
placed on the scalp. Based on physiological knowledge, a
somatosensory cortex generates the SEPs and its position is
known a priori with a good approximation. Although this
position slightly differs between individuals the variations
are small [15] and we can use this knowledge to validate
our results. Moreover, an exhaustive search pattern was
performed for each possible source location in the motor
and sensory cortex. This used for validation of the MPSO
results. The EEG source localization results obtained from
MPSO gave the same results as exhaustive search but with
significantly lower computational complexity.

Based on our clinical expert the x- and y-coordinates of the
estimated source are correctly located but the z-coordinate
is a little deeper than expected. The results are promising
from a clinical point of view. This deep estimation of the
source maybe because of electrode misplacement noise, EEG

(a) (b)

Fig. 5: Surface EEG topographic mapping: a) Measured EEG, b) Calcu-
lated EEG from the estimated source.

signal noise, segmentation uncertainties or tissue anisotropy
influences in the head model. The influence of these source
of errors needs to be investigated further.
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