A multi-instrument comparison of integrated water vapour measurements at a high latitude site
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Abstract. We compare measurements of integrated water vapour (IWV) over a subarctic site (Kiruna, Northern Sweden) from five different sensors and retrieval methods: Radiosondes, Global Positioning System (GPS), ground-based Fourier-transform infrared (FTIR) spectrometer, ground-based microwave radiometer, and satellite-based microwave radiometer (AMSU-B). Additionally, we compare also to ERA-Interim model reanalysis data. GPS-based IWV data have the highest temporal coverage and resolution and are chosen as reference data set. All datasets agree reasonably well, but the ground-based microwave instrument only if the data are cloud-filtered. We also address two issues that are general for such intercomparison studies, the impact of different lower altitude limits for the IWV integration, and the impact of representativeness error. We develop methods for correcting for the former, and estimating the random error contribution of the latter. A literature survey reveals that reported systematic differences between different techniques are study-dependent and show no overall consistent pattern. Further improving the absolute accuracy of IWV measurements and providing climate-quality time series therefore remain challenging problems.

1 Introduction

Water vapour is a key component of the climate system: it is highly variable in space and time, and it (1) is a major greenhouse gas, (2) can transport large amounts of latent heat, and (3) is an essential part of the global hydrological cycle. This justifies the great interest in water vapour measurements on all temporal and spatial scales, with in-situ and remote sensing methods.

In this study, we compare integrated water vapour (IWV, also called total column water vapour or precipitable water vapour) measured at Kiruna, Sweden, with five different instruments and methods. The instruments are (1) radiosondes, (2) ground-based Global Positioning System (GPS) measurements, (3) a ground-based Fourier transform infrared spectrometer (FTIR), (4) the ground-based Kiruna Microwave Radiometer (KIMRA), and (5) the satellite-based microwave radiometer AMSU-B. More details on the different datasets can be found in Sect. 2. Furthermore, we compare to ERA-Interim, a reanalysis dataset from the European Centre for Medium-Range Weather Forecasts (ECMWF).

The primary aim of the study is to assess the performance of the different instruments and retrieval methods for IWV at a subarctic site. A long-term data record of IWV would be useful for climate studies. As a step towards establishing
such a data record, we attempt to characterise the systematic and random differences between the different datasets. Although at least a dozen comparison studies have been carried out before (see also Sect. 5), few have focussed on a subarctic site. As the retrieval technologies are different, conclusions valid for (sub)tropical sites cannot be generalised and applied to (sub)arctic sites. Also, most prior studies compare only GPS and radiosonde measurements. Our study focusses on Kiruna, at a latitude of approximately 68° N, roughly 140 km north of the Arctic circle.

Our secondary aims are to study the impact of two issues: the different lower altitude limits for the IWV integration, and the representativeness error, in particular between point measurements and spatially averaged measurements. The method developed here should be of interest for other IWV comparison studies.

This article is partly based on work that was done by Simon Östman for his Master Thesis (Östman, 2010). Sections that are based on text in the thesis are indicated as such.

The article is structured as follows: Sect. 2 introduces the different instruments and datasets. Section 3 then discusses various methodological aspects of the study. Section 4 presents the bulk of the results and Sect. 5 contains their discussion. Finally, Sect. 6 contains a summary and the conclusions.

2 Instruments and datasets

The positions of the various ground based instruments, and the selected locations for the global satellite and model data, are shown in Fig. 1. Table 1 lists the exact positions. We used data from 1996 to 2008, but not all datasets cover this entire period. Figure 2 shows an overview time series of the data themselves. Table 2 gives a summary of key dataset properties. The individual datasets are discussed below.

2.1 “GPS” – ground-based GPS data

The GPS data were acquired at the Esrange Space Center near Kiruna (see Fig. 1 for a map and Table 1 for the exact coordinates). It is operated by SWEPOS, the national network of permanent reference stations for GPS in Sweden (http://swepos.lmv.lm.se/english/). The site is of geodetic quality, meaning that the instrument is mounted on a concrete column fixed to solid bedrock. The data and the corresponding analysis are described in detail by Nilsson and Elgered (2008). Here we present a summary.

Our processed GPS dataset covers the ten year period from November 1996 to November 2006 with continuous measurements (the instrument itself continues to operate). The parameter provided by the GPS processing is the excess propagation path through the atmosphere in the zenith direction, also called the Zenith Total Delay (ZTD). Actually measured is the delay for the radio links towards the different GPS satellites, which are seen at different viewing angles. These are converted to equivalent delays in the zenith direction and averaged in 2 h time intervals. So, ZTD represents an average of the time period between 1 h before and 1 h after the nominal measurement time.

The ZTD can be divided into the Zenith Hydrostatic Delay (ZHD) and the Zenith Wet Delay (ZWD). The IWV can then be inferred from the ZWD. Since the standard deviation is based on an uncertainty in the ZTD measurement and since the ZWD is only a small fraction of the total delay, it will be approximately the same for both high and low values of ZWD. This in turn means that the standard deviation for the IWV also will be approximately the same for all measurements. The relative uncertainty will thus be high for low values of IWV, but low for high values of IWV.

Important error sources affecting estimates of the ZTD – and hence also the IWV – are antenna phase centre variations and multipath effects (see e.g. Jarlemark et al., 2010; King and Watson, 2010). A natural effect in this dataset is the sensitivity of the received signal phase to wet snow that in extreme cases can stick to the radome covering the GPS antenna. When such weather conditions occur, site staff regularly clean the instrument. Unlike multipath effects, the
Table 1. Position (latitude, longitude, and altitude) of all datasets. The altitude is the starting altitude of the IWV measurement that we have assumed. Note that our AMSU-B data are areal averages, the position in the table is the center of the averaging area. For ERA-Interim, the selected grid point is the one closest to the GPS. The last column, $f_c$, gives the correction factor that is applied to this dataset in order to account for the different altitudes, which is derived in Sect. 3.4. Note that the correct GPS receiver altitude is 469 m as stated in Nilsson and Elgered (2008), but 470 m is the value assumed in our analysis. Likewise, the actual ERA-Interim topology altitude is 557 m, but we have assumed 556 m. These small altitude differences have a negligible impact on the results.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Location</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Altitude</th>
<th>$f_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>Esrange</td>
<td>67.88°N</td>
<td>21.05°E</td>
<td>470 m</td>
<td>1</td>
</tr>
<tr>
<td>Radiosonde</td>
<td>Esrange</td>
<td>67.89°N</td>
<td>21.08°E</td>
<td>335 m</td>
<td>0.953</td>
</tr>
<tr>
<td>FTIR</td>
<td>Space Campus</td>
<td>67.84°N</td>
<td>20.41°E</td>
<td>420 m</td>
<td>0.982</td>
</tr>
<tr>
<td>Microwave</td>
<td>Space Campus</td>
<td>67.84°N</td>
<td>20.41°E</td>
<td>420 m</td>
<td>0.982</td>
</tr>
<tr>
<td>AMSU-B</td>
<td>Kiruna airport</td>
<td>67.82°N</td>
<td>20.33°E</td>
<td>506 m</td>
<td>1.013</td>
</tr>
<tr>
<td>ERA-Interim</td>
<td>Selected gridpoint</td>
<td>68.25°N</td>
<td>21.00°E</td>
<td>556 m</td>
<td>1.033</td>
</tr>
</tbody>
</table>

Table 2. Dataset properties. MW = microwave, IR = infrared. The column “Period” shows the time period covered by the dataset in this study. The column “N” shows the total number of measurements used in this study. Column “Restrictions” indicates restrictions for the various datasets, which either follow from the instrument descriptions in Sect. 2, or from our study results (Sects. 4 and 5).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Type</th>
<th>Period</th>
<th>N</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground based at Esrange</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPS</td>
<td>active MW</td>
<td>1996–2006</td>
<td>41 316</td>
<td></td>
</tr>
<tr>
<td>Radiosonde</td>
<td>in situ</td>
<td>2003–2008</td>
<td>214</td>
<td></td>
</tr>
<tr>
<td>Ground based at Space Campus</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FTIR</td>
<td>passive IR</td>
<td>1996–2008</td>
<td>4151</td>
<td>clear-sky</td>
</tr>
<tr>
<td>Microwave</td>
<td>passive MW</td>
<td>2002–2008</td>
<td>4398</td>
<td>clear-sky</td>
</tr>
<tr>
<td>Satellite</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMSU-B</td>
<td>passive MW</td>
<td>2003–2008</td>
<td>5449</td>
<td>IWV &lt; 8 kg m$^{-2}$</td>
</tr>
<tr>
<td>Model reanalysis</td>
<td>model reanalysis</td>
<td>1979–2012</td>
<td>21 916</td>
<td></td>
</tr>
</tbody>
</table>


Antenna phase centre variation (PCV) has a static behaviour and can therefore be calibrated using an absolute phase centre correction model, which gives a mean offset of the electrical antenna phase centre compared to the physical antenna reference point, as well as corrections as a function of the elevation angle (Schmid et al., 2007). The data used here were not analysed using the absolute phase centre model, meaning that a bias type of error of the order of up to approximately 1 kg m$^{-2}$ in the IWV may be identified and removed in the future (Ning et al., 2012).

2.2 “Radiosonde” – radiosonde data

Radiosonde profiles used in this study come also from Esrange Space Center. The launch site is close to the GPS receiver, but at significantly lower altitude (see Table 1), because the GPS receiver is on a hill. The implications of different measurement altitudes will be discussed in Sect. 3.4.

Launches are only performed regularly during periods of balloon and sounding rocket campaigns and are therefore limited to short periods. The sondes are all of the Vaisala RS-80, RS-90 or RS-92 types and measure pressure, temperature and relative humidity. Continuous measurements are made during the ascent of the instrument with a two or ten second interval, depending on the setup of the sounding processing system. The following parameters are then available for each measured point in the profile resulting from the flight: flight time [min+sec], pressure [hPa], geopotential height [gpm], temperature [°C], relative humidity [% RH] and dew point [°C].

The total number of radiosonde profiles available for the study is 214 during the time period 2003–2008. Launching campaigns are generally performed from early spring and through the summer months which can be seen in Fig. 2. Radiosonde launches are performed at all times of the day but most often in the early morning (04:00–06:00 UTC). For converting relative humidity to water vapour pressure,
the equilibrium water vapour pressure according to Sonntag (1994) was used. Vertical integration (with respect to geopotential height) then yields IWV for each radiosonde profile. Conventional radiosondes do not reliably measure water vapour at high altitudes (close to or above the tropopause), due to the low temperatures and low humidity concentrations there. However, the total column water vapour value is strongly dominated by the high water vapour concentrations near the surface. We therefore here assume that the radiosonde IWV values are accurate.

2.3 “FTIR” – ground-based FTIR data

Atmospheric trace gas measurements using Fourier Transform Infrared (FTIR) spectroscopy have been routinely performed at the Swedish Institute of Space Physics (IRF) since 1996. The location of IRF is at Kiruna Space Campus, approximately 30 km west of Esrange, approximately 8 km from Kiruna town centre (see map in Fig. 1).

Solar absorption spectra are recorded with a Bruker 120 HR spectrometer that is part of a multi-national network of over twenty high resolution FTIR spectrometers called the Network for the Detection of Atmospheric Composition Change (NDACC) (Blumenstock et al., 2006).

When performing Fourier transform infrared spectroscopy, the sun is used as source of radiation (i.e. the instrument is aimed directly at the sun). This means that the technique requires cloud-free conditions, and measurements are limited to times when the sun is above the horizon. Note that the requirement of cloud-free conditions can lead to a sampling dry bias in the data set, but this is not a problem when comparing to other simultaneous measurements, since they will have the same bias.

Spectra are integrated for up to 15 min during noon and 5 min during sunrise and sunset to limit the solar zenith angle variation to 0.2°. The signal to noise ratio of the recorded transmission spectra amounts to several hundreds. The recorded spectra are compared to simulated radiances based on a radiative transfer model which uses atmospheric profiles and spectroscopic line data (HITRAN 2008). The resulting data are total column amounts of the different atmospheric constituents.

As water vapour is highly variable and its total column amount varies by almost 2 orders of magnitude, the retrieval is a demanding task and one can not apply a retrieval based on a single water vapour line. The analysis of the FTIR spectra has been performed with the retrieval code PROFIT developed at IMK-ASF (Hase et al., 2004). Schneider and Hase (2009) have shown that by combining several different strong and weak water vapour lines it is possible to achieve high accuracy in the results. Two detectors, one HgCdTe (Mercury-Cadmium-Telluride, MCT) and one InSb (Indium-Antimonide), cover the spectral ranges of 700–1300 cm⁻¹ and 1800–5000 cm⁻¹, respectively. This corresponds to wavelength ranges of about 14.3–7.7 µm and 5.5–2.0 µm, respectively.

The FTIR dataset used here consists of the complete measurement series from the IRF Kiruna spectrometer between 1996 and 2008. The data are divided into two sets corresponding to the measurements of the two detectors. We call the sets FTIRa (MCT detector) and FTIRb (InSb detector).

2.4 “Microwave” – ground-based passive microwave data

Since January 2002 IRF Kiruna has been operating their own millimetre wave radiometer called KIMRA, Kiruna Microwave Radiometer (Raffalski et al., 2002). It is in the same building as the FTIR instrument. The instrument was built in cooperation with the Institute for Meteorology and Climate Research at Karlsruhe Institute of Technology (KIT).

The instrument measures thermal emission spectra in the 195–235 GHz range and has the main purpose to monitor stratospheric trace gases. It was originally optimised for ClO measurements. The design also allows the observation of O₃, CO, HNO₃, and N₂O. However, it is now being operated in the “O₃ and CO” mode only because baseline effects interfere with the signatures of the other trace gas measurements.

The instrument allows full coverage of all azimuth and elevation angles above the horizon, since its periscope-like mirror system sticks out through the roof of the IRF building. However, by default the measurement points northward with an elevation angle between 7° and 55°. The integration time for ozone observations is between 20 min and 3 h, for other trace gases it is up to several hours. Data analysis was performed by the millimetre wave group at Karlsruhe Institute of Technology (http://www.irf.se/program/afp/mm/). The IWV data is a by-product of the stratospheric ozone...
retrieval, therefore, the water vapour measurements have the same integration time as the ozone measurements.

The actual IWV retrieval procedure is as follows: in order to retrieve ozone profiles the measured spectrum has to be corrected for the varying concentration of tropospheric water vapour, which results in an offset and a scaling of the ozone line. The first step of this correction is a radiative transfer calculation for a standard water vapour profile with the actual temperature and pressure profiles (from the ECMWF analysis). In a second step the water vapour profile is scaled, in order to match the offset shown in the measurement. For the ozone retrieval this offset is subtracted while the stratospheric part of the spectrum is scaled by the tropospheric transmission. IWV is calculated by integrating over the scaled water vapour profile.

The microwave IWV data come in two different sets of which the first covers the period from autumn 2002 till spring 2005 and the second covers autumn 2005 till spring 2008, as shown in Fig. 2. The reason why the two sets do not look similar even though all data come from the same instrument is that details of the retrieval were different: during the first measurement period (2002–2005), out of several measured spectra per day, the one which was best suited for the retrieval of O$_3$ was selected manually. This means that typically cases with low tropospheric opacity were selected (i.e. low water vapour).

During the second measurement period (2005–2008), several spectra per day were used, hence the larger number of samples and the large scatter. In addition, during the summer months, the radiometer data were not processed, hence the two gaps in the second time series. During the whole measurement series, the 195 GHz line was used for the measurements, except for winter 2007/2008, when parallel observations of CO and O$_3$ at 231 GHz were carried out.

The instrument used in this study should not be confused with conventional microwave radiometers dedicated to measurements of tropospheric temperature and humidity, which operate at much lower frequency. In their simplest configuration, already described by Westwater (1978), they have two channels, one close to the 22.235 GHz water vapour line, and one at higher frequency, typically around 30 GHz. As explained for example in Rose et al. (2005), the two channels of such instruments can be used to independently measure IWV and the liquid water path (LWP). This is not possible for our instrument, which leads to problems in the presence of clouds, as discussed in Sect. 4.

2.5 “AMSU-B” – AMSU-B satellite data

The Advanced Microwave Sounding Unit-B (AMSU-B) is on the polar orbiting meteorological satellites of the National Oceanic and Atmospheric Administration (NOAA). For the instrument summary in this paragraph we are quoting almost literally from our previous articles using AMSU-B data, of which Buehler et al. (2004) is the earliest and Kotayil et al. (2012) the latest: AMSU-B is a cross-track line scanning, passive, total power microwave radiometer with five channels. Three channels are centred on the strong water vapour line at 183.31 GHz with a sideband spacing of ±1, ±3 and ±7 GHz, respectively. The remaining two channels are window channels centred at 150 and 89 GHz. Each swath consists of 90 samples with a sampling distance of 1.10° resulting in a total viewing angle range of −48.95° to +48.95° around nadir (Saunders et al., 1995). The swath width is about 2300 km and the footprint size ranges from 20 × 16 km$^2$ at nadir to 64 × 52 km$^2$ at the most extreme scan angles.

In tropical and midlatitude regions, AMSU-B can be used for humidity profiling, and particularly to measure humidity in the upper troposphere (e.g., Buehler et al., 2008). In polar regions, the atmosphere is too dry for this to work, but AMSU-B data can be used to retrieve the water vapour column with the method described by Melsheimer and Heygster (2008); by using three channels where the surface emissivity is equal but where the water vapour absorption is different, it is possible to derive a relationship between the measured brightness temperatures and the IWV. The method works as long as the atmosphere is not opaque for any of the three channels, i.e. as long as they “see” the surface. Using the three AMSU-B channels at 183 ± 1, 183 ± 3 and 183 ± 7 GHz, IWV values up to about 1.5 kg m$^{-2}$ can thus be retrieved. Beyond that, the most water-vapour sensitive channel at 183±1 GHz becomes saturated. Using the channels at 183 ± 3 and 183 ± 7 GHz and at 150 GHz, retrieval of IWV is possible up to about 8 kg m$^{-2}$. Using the 89 GHz channel to extend the retrieval range to even higher IWV values requires knowledge about the surface emissivity which has so far only been implemented for sea ice (Melsheimer and Heygster, 2008). Therefore, for higher IWV values, typical for most regions except the polar regions, the retrieval fails except over sea ice.

The AMSU-B IWV data for our study were extracted from the dataset in the same way as for earlier work where we compared AMSU-B upper tropospheric humidity measurements to radiosonde measurements (Buehler et al., 2004; John and Buehler, 2005; Moradi et al., 2010; Kotayil et al., 2012): for each satellite pass that covers the Kiruna area, IWV from all satellite footprints for which the center is within a target area of 50 km radius around Kiruna airport (67.82° N, 20.33° E) were averaged and the standard deviation of this average was calculated (see Fig. 1). The number of footprints that were averaged was up to 35, typically 10 to 20 – depending on how centrally Kiruna was located in the satellite swath. As the algorithm only works up to IWV of about 8 kg m$^{-2}$, the period of useful data was restricted to the winter months of November to March. Outside this period, the IWV is above 8 kg m$^{-2}$ most of the time. The data processed are from NOAA-16 and NOAA-17, covering the years 2002–2006 and 2002–2008, respectively. Because of generally poorer data quality, data from NOAA-15 were not
used. The minimum number of required IWV values in the target area for calculating the average was set to ten in order to have a meaningful standard deviation. Additionally, this threshold assures that in situations of high variability in the target area (for example because of a meteorological front), this variability results in an increased standard deviation and can be taken into account in the analysis. We analysed the two datasets for NOAA-16 and NOAA-17 separately.

2.6 “ERA-Interim” – ERA-Interim reanalysis data

The ERA-Interim reanalysis dataset (Dee et al., 2011) is produced by the European Centre for Medium-Range Weather Forecasts (ECMWF). It is the latest atmospheric reanalysis by ECMWF and temporal coverage of the data is from 1979 to present. Unlike normal observations, reanalysis data yields spatially complete and coherent records of meteorological variables and IWV is one of the many such variables. The horizontal resolution of ERA-Interim is 0.75° x 0.75° in latitude and longitude. We obtained 6-hourly IWV estimates (00:00, 06:00, 12:00, and 18:00 UTC) for the grid point closest to the GPS station. The coordinates of this grid point are (21.00° E, 68.25° N), and the surface altitude from the model topography is 556.81 m. When comparing these data to actual measurements at the same position, there is expected to be a representativeness error due to the limited model resolution. This will be discussed further in Sect. 3.5.

3 Methodology

When trying to compare different IWV datasets for roughly the same location, we are faced with several challenges: firstly, we have to decide which of the datasets to use as reference, at least for the sake of a compact presentation (Sect. 3.1). Secondly, we have to decide which statistical parameters to use for the comparison (Sect. 3.2). Thirdly, we have to define and select temporal matches (Sect. 3.3) and fourthly, deal with different lower altitude limits of the IWV integration (Sect. 3.4). Lastly, we have to address the important issues of representativeness and the impact of horizontal distance and averaging area (Sect. 3.5).

3.1 Reference dataset

In order to present the results in a compact way, we decided to select one of the datasets as reference. The GPS dataset was chosen for this, for the simple practical reason that it has the largest number of coincident data with all other datasets, due to its regular two hourly temporal sampling. However, this does not mean that we automatically regard the GPS dataset as truth. Possible biases of that dataset are also discussed in the results section below.

3.2 Statistical parameters

After temporal matching of the data (see next section), we get for each dataset a time series of pairs of those data with the GPS data. This time series of data pairs is input to our statistical analysis. Some statistical parameters are calculated, and are reported in Sect. 4, and in particular in Table 4.

Firstly, we calculate the absolute and relative difference between the two datasets:

\[ \text{diff}(i) = \text{IWV}_X(i) - \text{IWV}_{\text{GPS}}(i), \]

\[ \text{reldiff}(i) = \frac{\text{diff}(i)}{\text{IWV}_{\text{GPS}}(i)}, \]

where \( \text{IWV}_X(i) \) and \( \text{IWV}_{\text{GPS}}(i) \) are the IWV data of the other dataset and the GPS dataset, respectively. (Note that absolute here means the opposite of relative, not that the absolute value is taken. Both values can be positive or negative.) In most cases the absolute difference is more appropriate than the relative difference to characterize the error between these datasets. This is apparent from the scatterplots shown in Sect. 4, which show random errors that do not scale with IWV value. We therefore mostly base our analysis on the absolute difference, except in the discussion of the lower integration altitude limit in Sect. 3.4. Typically, we report and discuss the mean and standard deviation of the difference, along with the total number of matches and the correlation coefficient.

Secondly, we did a linear regression on the paired data, and report the resulting slope and offset. The regression algorithm used can take into account errors on both datasets where available. It is described in Krystek and Anton (2007). We used the Matlab code by Anton, downloaded from http://www.mathworks.com/matlabcentral/fileexchange/17466.

For most datasets only general error estimates are available. These constant error estimates do not affect the regression result and were therefore not explicitly used in the regression. But the GPS dataset includes an explicit error estimate for each data point, and that was taken into account in the regression. For AMSU-B, the standard deviation of the pixels inside the 50 km radius target area was taken as error estimate in the regression.

3.3 Temporal matching criteria

To be able to compare the different IWV datasets, a method for finding matching measurements is needed. The goal is to find occasions where two instruments measure IWV in the same air mass. Therefore, a matching criterion has to be set to limit the maximum time difference allowed between two individual measurements. This time difference must not be too large because then the two values compared will not represent the same conditions in the atmosphere. On the other
hand it must not be too small either as too few matches would then be found.

Besides the purely practical reason of having enough data to work on, there is also a theoretical reason for not making the time window for matches too narrow: the different datasets are not all taken at exactly the same point, and also some are point measurements whereas others are areal averages (these points are discussed further in Sect. 3.5). A good temporal matching criterion is one that is consistent with these spatial scales. The link between the spatial and temporal scales is the wind speed. To keep things simple, we assume a wind speed of 10 m s\(^{-1}\) for our sizing arguments below. Although this wind speed can be easily exceeded in individual cases, it is considerably higher than the expected average wind speed.

With this assumed wind speed, an air parcel will move by 36 km per hour. The distance between Esrange and Kiruna is approximately 30 km. The sampling area of the different datasets ranges from practically point measurements (for the radiosonde) to quite large averaging areas (50 km radius circle for AMSU-B, 83 × 31 km\(^2\) for ERA-Interim).

There is also a horizontal sampling uncertainty, even for the radiosondes, as they drift horizontally during their ascent. Typically, the sondes will reach a height of 5 km in about 15 min. Above this height the water content is so low that it can be ignored for the total column value. At the assumed wind speed of 10 m s\(^{-1}\) the sonde will thus travel a horizontal distance of approximately 9 km.

For the ground-based remote sensing instruments (GPS, FTIR, and microwave) there is a similar horizontal sampling uncertainty, since they measure along slant paths of varying elevation angle and horizontal direction. At a height of 5 km, the approximate top of the water vapour column, an elevation angle of 10° above the horizon corresponds to a horizontal distance of 28 km.

To keep things simple, we did not try to set a separate time matching threshold for each pair of measurements, but decided to use a threshold of 1 h for all. So, data with a time difference of less than 1 h are considered a match. This ensures that the typical air mass displacement due to the wind is only a few kilometers.

The matching algorithm works as follows: it looks at two datasets and compares all data point by point. If two measurements, one from each dataset, have time stamps that are within the 1 h time limit from each other, those are considered a matching pair. Here caution has to be taken to get only unique pairs. A data point from one dataset can only be matched to one unique data point from the other set. If there are several matches within the time limit for a certain measurement, only the match with the shortest time difference is chosen.

The random error between IWV\(_{470}\) and IWV\(_{335}\) is small, only approximately 2 % relative error (standard deviation of the relative difference, calculated as described in Sect. 3.2). However, there is a systematic difference, the linear regression line slope \(a\) is 0.95. This means that 0.95 ⋅ IWV\(_{335}\) is a good predictor of IWV\(_{470}\), with a
precision of approximately 2%. We can use the $a = 0.95$ correction factor to convert between the two measurements.

This can be generalised to other altitude differences. We studied this by keeping IWV$_{335}$ as reference measurement, and doing a linear regression similar to the one in Fig. 3 for a large number of IWV$_z$, with $z$ ranging from 335 m to 600 m in 1 m steps. The linear regression slopes $a(z)$ for all these different $z$ are shown in Fig. 4. As the figure shows, the slope $a(z)$ itself can be approximated by a linear function of $z$ to very good accuracy. Explicitly, $a(z)$ is given by

$$a(z) = -0.00035 \cdot (z - 335) + 1.$$

Using the terminology of Bock et al. (2007), we can say that the relative bias $\Delta$IWV/IWV is $-3.5\%$ per 100 m altitude difference.

Since we use the GPS measurement as the reference, we are converting all other datasets to the altitude of the GPS receiver by multiplying their IWV values with a correction factor $f_z$ that follows directly from the regression slope $a$ in the above discussion. The altitudes that are assumed for the various datasets, and the corresponding correction factors $f_z$, are listed in Table 1. For the ground-based instruments, the assumed altitude simply is the actual altitude of the instrument. For the radiosonde data, the altitude (335 m) is the one where we start calculating IWV (some profiles start a few meters lower, but then the lowest meters are not used).

For AMSU-B data the reference altitude is the average surface altitude inside the 50 km radius circular target area, which was calculated from ETOPO1 global relief model data (Amante and Eakins, 2009). For ERA-Interim we used the altitude from the model topography, which is 556 m for the selected gridpoint. (The map in Fig. 1 shows both the AMSU-B target area and the ERA-Interim grid.)

In summary, the different datasets natively have different lower integration altitude limits for IWV. To make the data comparable, we correct all measurements to a common reference altitude of 470 m. The random errors introduced by this procedure should be below approximately 0.2 kg m$^{-2}$ absolute or 2% relative error.

This method of correction should be generally applicable also to other IWV data, and may be of interest for other IWV comparison studies. However, the caveat is that the actual scaling factors may depend on location (and possibly even on season). For example, Bock et al. (2007) find a value of $-4.0\%$ per 100 m for Africa, a five percent stronger correction than in our case. It is also not obvious for what range of altitude differences our simple correction scheme would work, and also this may be location dependent. For Kiruna our results in Fig. 4 show that the correction works at least for altitude differences up to 250 m.

### 3.5 Representativeness error and horizontal inhomogeneity

As introduced in Sect. 3.2, two collocated datasets X and Y can be characterized by the mean and standard deviation of their difference. The standard deviation $\sigma_{XY}$ contains contributions from the random errors of the two individual datasets ($\sigma_X$ and $\sigma_Y$) and a third term, which we call error of representativeness ($\sigma_{RepXY}$). If these three errors were uncorrelated, their variances (squares of the standard deviations) would add up according to the error propagation law:

$$\sigma^2_{XY} = \sigma^2_X + \sigma^2_Y + \sigma^2_{RepXY}$$

(4)

If the errors are correlated to some degree, then Eq. (4) has to be modified to contain additional negative terms that account for the correlation. But we assume here that the three errors are uncorrelated, which is probably a good assumption, though very hard to prove.

The terms $\sigma_X$ and $\sigma_Y$ represent the random error or noise in the two datasets. For completely different measurement techniques, such as GPS and radiosonde, it is reasonable to assume that their errors are uncorrelated. But this will be violated if both measurements are affected by the same external phenomenon, for example by the presence or absence of clouds.

The representativeness error $\sigma_{RepXY}$ represents two different problems that make dataset X not perfectly representative for dataset Y: firstly, the measurements may not be perfectly collocated in space and time, and secondly, they may have different sampling characteristics – one may be an instantaneous point measurement and the other an average over some distance in space and time.

Note, that our concept of representativeness error is slightly different from how it is presented for example by O’Carroll et al. (2008). In their three way error analysis, they...
Table 3. Temporal and horizontal sampling characteristics of the different datasets. For GPS, FTIR, and the microwave, the temporal sampling simply is the instrument integration time. For the radiosonde it should be noted that, although the sensor gives an instantaneous point measurement of humidity, the IWV calculated from it will be along the flight path of the balloon (both temporally and spatially), so it will not necessarily correspond to the actual instantaneous IWV over some horizontal position. For AMSU-B, the spatial scale comes from our data processing, which is described in Sect. 2.5, not from the native resolution of the instrument, and the time given is the approximate time between the first and last AMSU pixel used for the collocation. For ERA-Interim, the given numbers are the grid resolution. The last column gives the NICAM-based estimate of the error of representativeness $\sigma_{\text{RepXGPS}}$ for the comparison of the respective dataset to the GPS data. For the radiosonde our method is too coarse to provide an estimate, but there still will be a representativeness error.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Temporal sampling</th>
<th>Horiz. dist. from GPS</th>
<th>Horizontal area</th>
<th>NICAM $\sigma_{\text{RepXGPS}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>2 h</td>
<td>0 km</td>
<td>circle of several km radius</td>
<td>0 per. def.</td>
</tr>
<tr>
<td>Radiosonde</td>
<td>2 s</td>
<td>&lt;10 km</td>
<td>irregular column</td>
<td>unknown</td>
</tr>
<tr>
<td>FTIR</td>
<td>5–15 min</td>
<td>28 km</td>
<td>slant column</td>
<td>0.65–1.13 $\text{kg m}^{-2}$</td>
</tr>
<tr>
<td>Microwave</td>
<td>1–3 h</td>
<td>28 km</td>
<td>slant column</td>
<td>0.65–1.13 $\text{kg m}^{-2}$</td>
</tr>
<tr>
<td>AMSU-B</td>
<td>15 s</td>
<td>31 km</td>
<td>circle of 50 km radius</td>
<td>0.66–1.05 $\text{kg m}^{-2}$</td>
</tr>
<tr>
<td>ERA-Interim</td>
<td>30 min</td>
<td>41 km</td>
<td>0.75°×0.75° lat/lon</td>
<td>0.82–1.37 $\text{kg m}^{-2}$</td>
</tr>
</tbody>
</table>

Assume that each dataset has a representativeness error relative to a common “truth”. In contrast to this, in our analysis we define the representativeness error of all datasets relative to the GPS dataset, so the GPS dataset itself has $\sigma_{\text{RepXY}} = 0$ by definition.

Representativeness errors for different datasets may be highly correlated, if they have similar sampling characteristics. For example, if the truth is a point value, then all areal estimates will have highly correlated representativeness errors. The presence of significant representativeness errors for our study leads to the consequence that we cannot carry out a formal multi way error analysis in order to separate the errors of the individual datasets. Instead, we simply present the results relative to the GPS dataset. However, at least we make an attempt to estimate the representativeness errors relative to the GPS, as described below.

We can distinguish three “dimensions” for the sampling characteristics, temporal, vertical, and horizontal. As discussed in Sect. 3.4, vertical sampling is different for the different datasets, but can be corrected to the vertical sampling of the GPS instrument with a rather small random error. We therefore ignore the vertical dimension here. For the temporal and horizontal dimensions the sampling characteristics of the different datasets are summarized in Table 3, which is based on the discussion in Sect. 3.3.

The representativeness error resulting from these sampling characteristics depends on the “length” scaling of fluctuations in the given dimension. For the temporal dimension, fluctuations can be due to local processes, particularly convection, and due to advection. Convective activity is usually low in the comparison area, so advection is the more relevant process. As discussed in Sect. 3.3, the ±1 h time window for the matches is chosen such that it corresponds to a spatial scale of only a few kilometers for typical wind speeds. From this we conclude that the largest and most interesting contribution to the error of representativeness comes from the horizontal sampling characteristics.

We used data from the NICAM model to try to characterize the representativeness error due to the different horizontal sampling. The Nonhydrostatic Icosahedral Atmospheric Model NICAM (Satoh et al., 2008) is a global circulation model with very high resolution. The model run we used has 3.5 km horizontal resolution and 40 vertical levels on a fixed altitude grid. The experiment was started at 00:00 UTC on 15 June 2008, and integrated for 10 days. The details of the analysis of this experiment are given by Nasuno et al. (2012) and Hashino et al. (2012).

IWV was calculated by vertical integration of the model variable specific humidity, starting at 430 m. (We always start at the same altitude, not at the surface, in order to suppress the impact of a varying lower integration limit, making the model comparable to our datasets that are all corrected to the same integration altitude limit. The value of 430 m is the altitude of the closest model level below the GPS altitude of 470 m.)

This gives us a global field of IWV with 3.5 km horizontal resolution. For the analysis below we used a single such field (one snapshot in time), the latitude range 65° to 70° N, and all longitudes. The date of the snapshot is 19 June 2008, close to the summer solstice on the Northern Hemisphere.

Let us explain the estimation procedure with the dataset combination GPS (at Esrange) and FTIR (at Space Campus). The horizontal distance between the two measurements is 28 km (see Table 3). If we had a long time series of NICAM data for both locations we could simply calculate the standard deviation of their difference to estimate the error of representativeness. But for technical reasons we had only a single model field available (the fields are very large, and therefore not easy to store and process).

Instead, we created synthetic NICAM datasets for “Esrange” and “Space Campus” by first selecting random model
points (within the 65–70° N latitude band) for the “Esrange” dataset. For each “Esrange” point we randomly selected a corresponding “Space Campus” data point that is 28 km away in an arbitrary direction. The standard deviation of the difference between the two is our estimate of the error of representativeness and is reported in Table 3.

In order to minimize the impact of topography and surface type variations, we introduced a constraint on the surface altitude (from the model topography). Case A is that it should be below 400 m, case B that it should be zero (ocean areas). We argue that these two cases can be roughly regarded as upper and lower limits of the real representativeness error.

The real datasets are influenced by the difference in altitude and by the topography in the surrounding area, but the topography does not change with time. In NICAM case A, all topographic effects enter the random error, whereas in case B no topographic effects enter at all, so both are extreme cases.

The error of representativeness for the other datasets (against the reference GPS) were estimated in a similar fashion. For AMSU, the NICAM “measurement” was offset by 31 km and averaged over a 50 km radius circle. For ERA-Interim it was offset by 41 km and averaged over a 0.75° × 0.75° latitude-longitude area (an area of 83 × 31 km²).

Results are given in Table 3. No estimate is given for the GPS-radiosonde pair, since the model resolution is not fine enough to capture the small scale fluctuations that are expected to dominate in that case.

To validate the NICAM estimates, we made an independent test with the AMSU-B dataset. Figure 5 shows in blue the variance of paired data as a function of the distance from Kiruna along the satellite track for the year 2008 and the satellite N17. We assume that the variance is the sum of the pure instrumental error and a representativeness error that can be approximated by a linear function of distance (green fit line). This yields an estimate of the representativeness error of

\[ \sigma_{\text{RepD}} = \sqrt{C \cdot D} \]  

(5)

where \( C \) is a fit constant and \( D \) is the along-track distance. For different satellites and years, \( C \) varies between 0.010 and 0.018 kg m⁻² km⁻¹, with a mean value of 0.013 kg m⁻² km⁻¹. For the Esrange to Space Campus distance, which is relevant for the FTIR-GPS and Microwave-GPS dataset combinations, this yields a representativeness error estimate of 0.60 kg m⁻², which is indeed close to the lower NICAM estimate of 0.65 kg m⁻². This can be considered as a good consistency, since the AMSU method is likely to somewhat underestimate the true representativeness error, because the data does not contain cases with high IWV.

To summarize, we made rough estimates of the representativeness error between the GPS and the other instruments from NICAM model data. The method used a lot of assumptions, the most important ones being that the error depends on distance and area, but not on direction, and that it depends neither on location nor time (that the variability in the atmosphere is isotropic, homogeneous, and stationary). None of these assumptions are strictly valid, so a rough estimate is all that the method can provide. However, we did validate the NICAM-based method with AMSU data for one case (horizontal distance) and found encouraging consistency.

4 Results

Figures 6 to 8 show the results of the comparison of all other datasets to the GPS measurements. Because of the short interval between GPS measurements, the majority of all measurements from the other instruments will result in a match. The exception are measurements after 2006 when our processed time series for the GPS has ended.

4.1 Radiosondes

Even though there is only a limited number of radiosonde launches, there is a sufficiently high number of matches with the GPS to derive statistics. As seen in the top left plot in Fig. 6, the radiosonde measurements show very good agreement with the GPS measurements. Radiosondes are very slightly wetter at high IWV and drier at low IWV. The slope of the linear regression line is 1.036, radiosondes are on average 0.35 kg m⁻² wetter at 20 kg m⁻² IWV and 0.33 kg m⁻² drier at 1 kg m⁻². Random errors (measured by the standard deviation of the difference) are also small, only 0.66 kg m⁻² (see Table 4). This is the smallest random error of all considered measurement pairs. This is consistent with the fact that the measurement locations for this pair are closer together.
than for other pairs, so we expect a relatively small representativeness error.

4.2 ERA-Interim

The ERA-Interim to GPS comparison is shown in the top right plot of Fig. 6. There is good overall agreement with random errors of approximately 1.25 kg m$^{-2}$. ERA-Interim is drier than the GPS at low IWV values, and slightly moister at high IWV values (above 15 kg m$^{-2}$).

4.3 FTIR

The FTIR measurements span the whole period of the GPS from 1996 to 2006 and therefore also give a large number of matches as seen in the two bottom plots of Fig. 6. As expected, both sets from the two different detectors show a similar amount of matches. Both sets also show very good agreement with the GPS measurements with a standard deviation of around 1 kg m$^{-2}$ and a correlation coefficient just above 0.98.

However, FTIRa is consistently drier than the GPS, whereas FTIRb is drier only at low IWV, but moister at high IWV, roughly similar to the radiosonde data. The reason for the differences between the FTIRa and FTIRb datasets likely is in the spectroscopic data, because they use different spectral ranges and therefore different spectral lines (see Sect. 2.3).

Sussmann et al. (2009) have proposed to correct FTIR IWV data with radiosonde data for deriving climate data records. Despite the differences between the two detectors, we argue here that it is better to use the FTIR data as they are, since we do not have proof that the radiosonde data have a lower absolute error.
Table 4. Statistics of all comparisons. *Matches* is the number of matches between the two datasets. *Mean diff.* is the mean value of the differences plus/minus its standard deviation. *Mean rel. diff.* is the same for the relative difference. *Slope* and *Offset* are the slope and offset of the linear regression line, and *Corr.* is the linear (Pearson) correlation coefficient.

<table>
<thead>
<tr>
<th>Pair</th>
<th>Matches</th>
<th>Mean diff. [kg m$^{-2}$]</th>
<th>Mean rel. diff. [kg m$^{-2}$]</th>
<th>Slope</th>
<th>Offset</th>
<th>Corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference: GPS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS-GPS</td>
<td>142</td>
<td>−0.09 ± 0.66</td>
<td>−2.32 ± 12.43</td>
<td>1.04</td>
<td>−0.37</td>
<td>0.987</td>
</tr>
<tr>
<td>FTIRa-GPS</td>
<td>1473</td>
<td>−0.61 ± 0.91</td>
<td>−10.88 ± 14.79</td>
<td>1.00</td>
<td>−0.63</td>
<td>0.983</td>
</tr>
<tr>
<td>FTIRb-GPS</td>
<td>1329</td>
<td>−0.29 ± 1.02</td>
<td>−7.42 ± 16.01</td>
<td>1.06</td>
<td>−0.78</td>
<td>0.982</td>
</tr>
<tr>
<td>MW0205-GPS</td>
<td>640</td>
<td>0.45 ± 2.66</td>
<td>−0.23 ± 27.00</td>
<td>1.21</td>
<td>−1.46</td>
<td>0.931</td>
</tr>
<tr>
<td>MW0508-GPS</td>
<td>1385</td>
<td>0.93 ± 1.75</td>
<td>12.93 ± 28.55</td>
<td>1.19</td>
<td>−0.30</td>
<td>0.867</td>
</tr>
<tr>
<td>MW0205clear-GPS</td>
<td>62</td>
<td>−0.25 ± 1.17</td>
<td>−4.45 ± 16.47</td>
<td>0.98</td>
<td>−0.10</td>
<td>0.979</td>
</tr>
<tr>
<td>MW0508clear-GPS</td>
<td>63</td>
<td>−0.02 ± 0.86</td>
<td>−4.17 ± 18.49</td>
<td>1.12</td>
<td>−0.71</td>
<td>0.967</td>
</tr>
<tr>
<td>AMSU-N16-GPS</td>
<td>2169</td>
<td>−0.19 ± 1.05</td>
<td>−2.27 ± 19.58</td>
<td>0.99</td>
<td>−0.15</td>
<td>0.842</td>
</tr>
<tr>
<td>AMSU-N17-GPS</td>
<td>1675</td>
<td>−0.06 ± 0.97</td>
<td>−1.62 ± 18.98</td>
<td>1.12</td>
<td>−0.71</td>
<td>0.864</td>
</tr>
<tr>
<td>ERA-GPS</td>
<td>13854</td>
<td>−0.28 ± 1.25</td>
<td>−5.53 ± 16.14</td>
<td>1.05</td>
<td>−0.77</td>
<td>0.979</td>
</tr>
</tbody>
</table>

| Reference: FTIRa|         |                          |                               |         |        |       |
| FTIRb-FTIRa    | 1463    | 0.30 ± 0.52              | 3.36 ± 7.28                   | 1.06    | −0.11  | 0.996 |
| MW0205-FTIRa   | 64      | 0.30 ± 0.97              | 3.22 ± 14.19                  | 1.02    | 0.11   | 0.985 |
| MW0508-FTIRa   | 104     | 0.90 ± 1.08              | 22.79 ± 29.34                 | 1.09    | 0.48   | 0.933 |
| AMSU-N16-FTIRa| 171     | 0.52 ± 0.47              | 18.43 ± 15.94                 | 1.10    | 0.19   | 0.954 |
| AMSU-N17-FTIRa| 170     | 0.55 ± 0.54              | 19.03 ± 17.48                 | 1.12    | 0.15   | 0.950 |
| ERA-FTIRa      | 597     | 0.48 ± 1.16              | 7.60 ± 17.10                  | 1.07    | −0.00  | 0.977 |

| Reference: FTIRb|         |                          |                               |         |        |       |
| MW0205-FTIRb   | 54      | −0.20 ± 0.92             | −1.90 ± 12.85                 | 0.96    | 0.15   | 0.986 |
| MW0508-FTIRb   | 89      | 0.77 ± 0.89              | 18.33 ± 18.15                 | 1.14    | 0.15   | 0.955 |
| AMSU-N16-FTIRb| 151     | 0.50 ± 0.48              | 18.20 ± 16.87                 | 1.08    | 0.22   | 0.953 |
| AMSU-N17-FTIRb| 151     | 0.45 ± 0.56              | 16.34 ± 17.78                 | 1.07    | 0.22   | 0.947 |
| ERA-FTIRb      | 538     | 0.20 ± 1.22              | 4.48 ± 17.24                  | 1.01    | 0.13   | 0.974 |

4.4 Microwave

Of all the comparisons done in this study, the two KIMRA microwave time series (top plots in Fig. 7) show the least agreement with the GPS data. The earlier series of 2002–2005 shows fewer matches than the later series of 2005–2008, but both still have a sufficient amount of matches to do a statistically meaningful comparison. They both show a large wet bias at higher IWV values and also a large random error.

We suspected that the poor agreement is partly due to clouds (and even precipitation) affecting the microwave data. To test this, we sub-selected only those microwave data that have coincident FTIR data. These can be expected to be cloud-free, since the FTIR instrument does only measure under cloud-free conditions. Indeed, this cloud filtering vastly improves the microwave results (Fig. 7, bottom plots).

Our experiment is not strict proof that it is only the clouds that affect the KIMRA measurements. Temperature uncertainties may also play a role. The KIMRA data analysis uses analysis data from ECMWF to estimate the tropospheric temperature profile, and the error implied by that may be correlated with cloudiness, since cloud free conditions are likely to be also meteorologically more stable. We have made no efforts to disentangle these different effects, but suspect that the direct cloud radiative effect is the dominant cause of error.

In summary, we preliminarily conclude that the KIMRA microwave data would be useful for IWV studies, but only if a cloud-flag would be added to it, or would be available from some other source. (Estimating cloudiness from the microwave spectra themselves is not possible for this instrument.) It should be kept in mind here that KIMRA is a stratospheric ozone radiometer, not a dedicated tropospheric water vapour and cloud liquid radiometer, as discussed in Sect. 2.4.

4.5 AMSU-B

The AMSU-B measurements from NOAA-16 and NOAA-17 both have a high number of matches with the GPS data, thus giving a good basis for comparison. As seen in Fig. 8, both instruments show good overall agreement with the GPS and both have a standard deviation around 1 kg m$^{-2}$. NOAA-16 shows a slight dry bias towards high values whereas
Fig. 7. Scatterplots of other datasets versus GPS: Microwave 2002–2005 (top left), Microwave 2005–2008 (top right), Clear-sky Microwave 2002–2005 (bottom left), and Clear-sky Microwave 2005–2008 (bottom right).

NOAA-17 instead shows a stronger wet bias. Both instruments show a group of outliers with high GPS IWV of 10–15 kg m\(^{-2}\) where the AMSU-B IWV is only between 5–10 kg m\(^{-2}\). A possible reason for these can be the upper limit in the algorithm by Melsheimer and Heygster (2008) of about 8 kg m\(^{-2}\). A passing weather system would then result in a large variation of IWV values in the AMSU-B pixels causing the algorithm to only retrieve the lower values found. The large error bars of the outliers also support the possibility of unstable weather conditions at the time of the measurement.

5 Discussion

5.1 Dataset summary

A complete list of the statistical parameters of the comparisons can be found in Table 4. We give the parameters not only for the reference GPS, but also for taking each of the two FTIR datasets as reference, in order to facilitate comparisons with literature values (see Sect. 5.2). For that purpose it would also have been good to show data with the radiosonde as reference, but the number of matches obtained is then too low to derive valid statistics for all other datasets except the GPS.

A more graphical summary of these data is given in Fig. 9. It shows an overview of the systematic and random differences for all datasets, relative to the GPS. Its left plot shows the difference of all the linear fit lines from the diagonal, and its right plot the observed random errors, together with the NICAM-based estimate of the representativeness error (from Sect. 3.5/Table 3).

The linear fit summary shows that all other datasets are drier than the GPS at low IWV (below 10 kg m\(^{-2}\)). This makes us suspect that the Esrange GPS instrument indeed has a moist bias at low IWV values. For high IWV the situation is less clear. Above 15 kg m\(^{-2}\), one of the microwave
datasets and FTIRa are drier than the GPS, but radiosondes, ERA-Interim, FTIRb, and the other microwave dataset are moister.

The random errors (right plot in Fig. 9) are all modest (between 0.66 and 1.25 kg m\(^{-2}\), if the cloudy microwave data are neglected). It is likely that a large part of these random errors is due to the error of representativeness. Our estimates of that error are also indicated in the figure.

For FTIR and Microwave the representativeness error should be very similar, since these two instruments are in the same location and have a similar measurement geometry. Also, the microwave data are here sub-selected to have matching FTIR data, in order to remove clouds, so even the atmospheric situations should be similar. The higher random error for the microwave thus is likely to really be due to the measurement itself.

The other dataset with a larger random error (relative to the representativeness error estimate) is ERA-Interim. As expected, the reanalysis is less precise than a local measurement. However, the difference is not large. Furthermore, the ERA-Interim to GPS comparison is really all-sky, and has more data at very high IWV than any other dataset pair, which most likely also contributes to the larger random errors.

5.2 Comparison to other published results

Table 5 gives a summary of other IWV dataset intercomparison studies that we have found in the literature. It is only a subset of all published studies, where we concentrated on articles that include at least two of our datasets, so that we can compare their results to ours. We also concentrated on large journals, like JGR, ACP, and AMT, in order to keep the number of articles manageable.

The most “popular” datasets appear to be GPS, radiosondes, and sun photometers (the latter unfortunately not included in our study). Particularly interesting for us are the studies by Palm et al. (2010) and Schneider et al. (2010), because they also include an FTIR instrument. Of these two, the Palm et al. study is most similar to our study, both in the location and in the combination of datasets. Below, we discuss the results for different dataset combinations.

5.2.1 Other GPS to radiosonde comparisons

Table 6 shows a summary of the results of other GPS to radiosonde (RS) comparisons. Here we use the radiosonde as the reference, since most other studies have done so. We focus mostly on the linear regression results. The conversion from

\[
\text{IWV}_{\text{RS}} = a \cdot \text{IWV}_{\text{GPS}} + b
\]  

(6)

to

\[
\text{IWV}_{\text{GPS}} = a' \cdot \text{IWV}_{\text{RS}} + b'
\]  

(7)

is

\[
a' = 1/a \quad \text{and} \quad b' = -b/a .
\]  

(8)

Besides the above reference frame conversion, some results also required IWV unit conversions. We assumed that (Palm et al., 2010):

\[
1 \times 10^{21} \text{ molec cm}^{-2} = 0.3 \text{ kg m}^{-2}
\]  

(9)

and that

\[
\text{IWV}[\text{kg m}^{-2}] = \text{ZWD}[\text{mm}] / 6.5
\]  

(10)

where ZWD is the zenith wet delay, a humidity unit common in the GPS community. The exact conversion between ZWD and IWV is temperature dependent, with the conversion factor varying between approximately 6.1 and 6.9 (Ning, 2012, Fig. 2.4).
Table 5. An overview of other published IWV comparison studies that include at least two of our datasets. Note that, with the exception of the Palm et al. study, MW for the other studies typically implies a dual channel microwave radiometer designed for IWV and LWP measurements, not an ozone radiometer as in our study.

<table>
<thead>
<tr>
<th>Study</th>
<th>Location</th>
<th>GPS</th>
<th>RS</th>
<th>FTIR</th>
<th>MW</th>
<th>AMSU</th>
<th>ERA</th>
<th>Sun plot.</th>
<th>VLBI</th>
<th>MODIS</th>
<th>GOME</th>
<th>Scamacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>This study</td>
<td>Subarctic</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ning et al. (2012)</td>
<td>Midlatitude</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Palm et al. (2010)</td>
<td>Arctic</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schneider et al. (2010)</td>
<td></td>
<td>Subtropical</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bock et al. (2007)</td>
<td>Tropical</td>
<td>X</td>
<td>X</td>
<td>(X)</td>
<td></td>
<td></td>
<td>(X)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sapucci et al. (2007)</td>
<td>Tropical</td>
<td>X</td>
<td>X</td>
<td>(X)</td>
<td></td>
<td></td>
<td>(X)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Martin et al. (2006)</td>
<td>Midlatitude</td>
<td>X</td>
<td></td>
<td></td>
<td>(X)</td>
<td></td>
<td>(X)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bokoye et al. (2003)</td>
<td>Subarctic</td>
<td>X</td>
<td></td>
<td></td>
<td>(X)</td>
<td></td>
<td>(X)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li et al. (2003)</td>
<td>Midlatitude</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Niell et al. (2001)</td>
<td>Midlatitude</td>
<td>X</td>
<td></td>
<td></td>
<td>(X)</td>
<td></td>
<td>(X)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ohtani and Naito (2000)</td>
<td>Midlatitude</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(X)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sierk et al. (1997)</td>
<td>Midlatitude</td>
<td>X</td>
<td></td>
<td></td>
<td>(X)</td>
<td></td>
<td>(X)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1 multiple kinds, 2 SSMI, 3 uses ERA-40 and NCEP2, 4 uses GEM data, 5 HSB, 6 also subarctic, 7 also subtropical, 8 different humidity sensor (SRS 400), 9 stratospheric trace gas radiometer, as in our study.

Fig. 9. Systematic and random differences for all datasets relative to the GPS dataset. Left plot: difference of linear regression lines (same data as in Table 4) from the diagonal. Lines are only plotted over the IWV range where we have data. Right plot: standard deviation of the difference to the GPS (vertical bars, same data as in Table 4) and minimum and maximum NICAM estimate of the representativeness error (horizontal lines, same data as in Table 3). For datasets where we have several versions, we somewhat arbitrarily selected one set to represent the technique for the random error plot, namely FTIRa for FTIR, MW 02-05 for microwave, and N17 AMSU-B for AMSU-B.

What can we learn if we examine all studies together? First of all, we note that the systematic differences between GPS and RS vary strongly from study to study. They seem to be particularly large and variable for the two tropical studies (Bock et al., 2007; Sapucci et al., 2007). We speculate that this may be related to poor radiosonde quality. If we disregard the two tropical studies, then the regression slope still ranges from 0.94 to 1.07 and the offset from −1.5 to +0.5 kg m⁻². This means that for mid and high latitude conditions the bias between the two techniques should be below 1–2 kg m⁻² for any IWV value.

Several factors are likely to affect these observed biases. For the GPS, the exact antenna characteristics play a role, including the characteristics of a possible radome covering...
the antenna, and the presence or absence of microwave absorber material around the antenna. (Ning et al. (2011) reported that the addition of absorber material decreased the GPS IWV bias by 1.3 kg m\(^{-2}\), and the addition of a radome made a difference of 0.4 kg m\(^{-2}\).) How strongly these hardware differences actually affect the IWV data also depends on details of the data analysis, particularly how slant wet delays are mapped to the zenith direction and what satellite elevation angle cutoffs are applied (Ning et al., 2011). For the radiosonde, important factors are the sensor type, launching procedures, and the local time, since some sensors suffer from radiation bias. Taken together, these factors on both the GPS and the radiosonde side can easily explain the observed biases in the datasets.

The last column in Table 6 shows the random error between GPS and RS. Our study is among those with the lowest random error, together with Palm et al. (2010). We speculate that this depends more on the way the studies are set up (temporal and spatial separation between the measurements) than on the measurements themselves. This follows from Sect. 3.5, where we showed that representativeness error plays a large role in these comparisons. In any case, the comparison seems to indicate that our random error value of 0.66 kg m\(^{-2}\) appears to be as low as one can get with reasonable effort.

### 5.2.2 Other results for FTIR

Table 7 shows literature values for the FTIR-GPS comparison from Palm et al. (2010) and Schneider et al. (2010). Our slope and offset is in the opposite direction of Palm et al. (2010), and also our mean difference is in the opposite direction of Schneider et al. (2010). But the discrepancies are moderate, in fact, the discrepancies to these published results are roughly of the same size as the discrepancy between our two datasets FTIRa and FTIRb. Overall, we conclude that the systematic difference between FTIR and GPS is below 1–2 kg m\(^{-2}\) for all IWV values.

Regarding the random errors, ours are slightly higher than those reported by Schneider et al. (2010), and also likely to be slightly higher than those reported by Palm et al. (2010), judging indirectly from their random errors compared to the radiosonde data. We speculate that this is mostly due to our slightly higher representativeness error, due to the horizontal distance between our GPS and FTIR instruments.

The study by Palm et al. (2010) evaluated also a ground-based microwave instrument and the AMSU-B dataset. For the groundbased instrument they, like us, find a higher random error than for the FTIR. However, Palm et al. (2010) did not attribute the larger random error of the microwave to the presence of clouds. Their AMSU-B results also are broadly consistent with ours. In particular, their Fig. 3 shows that the AMSU-B data have outliers for high IWV values close to the maximum IWV range where the algorithm works. This is also clearly seen in our Fig. 8.

### 5.3 Suitability of instruments for climate research

Climate research requires datasets with high absolute accuracy and, most importantly, long-term stability. Our study demonstrates that none of the participating measurement datasets is automatically suitable for this application.

To start with the radiosondes, their historical data record suffers from frequent and often undocumented sensor changes. The ongoing GRUAN project (Immler et al., 2010) will provide climate-quality radiosonde data, but that does not solve the issue for historical data.

The GPS measurements should in principle be very suitable for climate research, because they can be traced back to frequency and time measurements. But other studies have shown that changes in antenna and algorithm details can
Table 7. Literature results for FTIR versus GPS. Parameters are defined as in Table 6.

<table>
<thead>
<tr>
<th>Study</th>
<th>Slope</th>
<th>Offset kg m(^{-2})</th>
<th>Mean diff. kg m(^{-2})</th>
<th>STD kg m(^{-2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>This study FTIRa-GPS</td>
<td>1.00</td>
<td>-0.63</td>
<td>-0.61 (−10.88 %)</td>
<td>0.91 (14.79 %)</td>
</tr>
<tr>
<td>This study FTIRb-GPS</td>
<td>1.06</td>
<td>-0.78</td>
<td>-0.29 (−7.42 %)</td>
<td>1.02 (16.01 %)</td>
</tr>
<tr>
<td>Palm et al. (2010)</td>
<td>0.95</td>
<td>+0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schneider et al. (2010)</td>
<td></td>
<td>+0.09 (+5.4 %)</td>
<td>0.73 (20 %)</td>
<td></td>
</tr>
</tbody>
</table>

cause jumps even in these data (Ning et al., 2011; Ning and Elg bere, 2012).

FTIR and microwave data are suitable if and only if the instruments are kept the same over long time periods. Besides changes in the instruments themselves, changes in the algorithms for the data processing are also problematic. The different alternative sets that we studied (FTIRa/FTIRb and the different microwave datasets) show that processing changes easily introduce systematic differences in the data (compare the two green curves in Fig. 9 for the FTIR data, or the two dark-blue curves for the microwave data. On the other hand, this issue can be solved by reprocessing the raw instrument data at a later time. It is therefore crucial that raw instrument data and auxiliary data are carefully archived.

Lastly, for the AMSU-B data, systematic differences between satellites appear to be significant. They must therefore be corrected before deriving long time series. Such inter-satellite correction efforts are ongoing (John et al., 2012).

Observed biases for some instrument can not necessarily be generalized to other instruments of the same type. This follows directly from the observation that systematic differences between subsets of the same technique (e.g. FTIRa/FTIRb) may exceed differences between different techniques (as demonstrated by Fig. 9). It is also confirmed by the literature survey in the previous section.

6 Summary and conclusions

We have compared six different datasets of IWV for a high-latitude location (near the town Kiruna in Sweden). Five of the datasets are measurement-based, and one is a reanalysis dataset. An overall summary of the comparison is given in Fig. 9. All datasets give a reasonable estimate of IWV. All observed systematic differences are below ±1 kg m\(^{-2}\) (the IWV value at this location typically is between 1 and 30 kg m\(^{-2}\)). The reanalysis does not stick out much compared to the measurements, it has comparable systematic differences to the GPS (which was our reference) but slightly higher random error than all the measurements.

In the case of the KIMRA groundbased microwave data there is the caveat that cloudy data have to be discarded, because KIMRA cannot distinguish the signal of water vapour from cloud liquid. This caveat should not apply to more conventional tropospheric water vapour radiometers.

While the overall fair agreement between the different datasets is encouraging, our attempt to characterise the systematic differences in terms of slope and offset (with the implied aim to correct for them later) has turned out rather discouraging: The slope and offset values seem to depend strongly on the individual instrument (not just the instrument type) and the location. Our literature survey in Sect. 5.2 reveals that the literature is full of reported slopes and offsets for different instrument combinations, but no consistent overall picture emerges, other than that systematic differences typically are below 1–2 kg m\(^{-2}\). It is therefore not obvious how IWV measurement accuracy could be further improved. It is also not obvious which technique is most suitable for recording climate data records from a scientific point of view. So probably practical considerations, such as maintenance costs, will play a large role for this question.

In the article we address some general issues, that should be relevant for any such comparison. These are the lower altitude limit of the IWV integration and the presence of representativeness error. For the former, we find that the lower altitude limit of the IWV integration is important and will introduce a bias if not corrected. (This may account for some of the scatter in the literature values for instrument comparisons.) We developed a new method to correct for the different lower altitude limit of different datasets. The method uses a correction factor that depends linearly on altitude and that is determined from radiosonde data.

For the issue of representativeness error, we attempt to estimate it based on model data, and validate the estimate with AMSU-B data. The method is very rough, but still puts the observed random differences between different datasets into perspective. We find that usually the representativeness error dominates the random error between datasets, so these observed random errors do not say much about the true precision of the involved techniques.

Both of these methods (for altitude limit correction and representativeness error estimate) are generally applicable, but should then be adjusted to the local atmospheric climatology.
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