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And now that we may give final praise to the machine we may
say that it will be desirable to all who are engaged in computations
which, it is well known, are the managers of financial affairs, the
administrators of others’ estates, merchants, surveyors, geographers,
navigators, astronomers ... For it is unworthy of excellent men
to lose hours like slaves in the labor of calculations which could safely

be relegated to anyone else if the machine were used.

Gottfried Wilhelm Leibniz(1646-1716)



Abstract

In this Master thesis numerical methods of optimal control of elliptic partial differential
equations (EPDE) are studied. The problems considered in this work consist in mini-
mizing a functional subject to EPDE constraints. The goal is to use FEniCS software
to determine the state and control which minimize the corresponding cost functional,
for this purpose we used numerical method based on an indirect approach, which means
first derive the optimality system then solve numerically. In this work optimality system
is derived by two ways, first way is based on Lagrange’s method and other by reduced
functional. Discretization of Optimality system of Optimal control for (EPDE) by finite
element method is considered. Computation and comparison of exact and approximate
solutions in two different ways, computation of error analysis and convergence rate by
using FEniCS software are also considered.
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Introduction

athematical theory of optimal control has in the past few decades rapidly de-

veloped into an important and separate field of applied mathematics. One

area of application of this theory lies in aviation and space technology: as-

pects of optimization come in to play whenever the motion of an air craft or

a space vessel(which can be modelled by differential equation) has to follow a trajectory
that is optimal in a sense to be specified.

Consider an aeroplane, trying to avoid an object that suddenly land on the road of
airport. The pilot has some ability to maneuver the aeroplane by steering and breaking.
Obviously the pilot faces the problem of finding an optimal way to maneuver the plane
such that a collision is avoided (avoiding the obstacle and minimizing the final velocity).
This is an example of optimal control problem which consists on a system of differential
equations, describing the dynamics of plane and an objective functional that should be
optimized (maximized or minimized).

The widespread applications of optimal control problems can be found in many fields
of engineering such as mechanical, chemical, vehicle dynamics, aeronautics and in life
sciences and also in many other disciplines.

Numerical solution of optimal control problems can be obtained by two (direct and
indirect) approaches. In the direct method or approach, optimal control tries to minimize
the cost function or objective function by working only on the set of admissible functions
i.e., the pairs (y,u) satisfying the state equation, here y is the state variable and u is the
control variable. The indirect method of optimization, in which the stationary points
of the Lagrangian functional” are computed among which the possible local minima can
be found. In this work we will discuss different model problems of optimal control of
elliptic partial differential with different types of boundary conditions. We will take a
brief look at Lagrangian functional and their associated stationary points, from which
we will obtain the Optimality system or Fuler Lagrange system. This optimality system
will be solved by the finite element method, the interesting point is, from this optimality
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system we have write down the strong form, which we solved analytically for comparing
the approximate and exact solutions, maximum and minimum of exact and approximate
solutions and also for error analysis. We will also discuss about variational/weak form,
variational calculus, reduced functional and discretization of Finite Element method.
Furthermore we will discuss and compare the optimality systems, which we obtained by
stationary points of Lagrangian functional and by the calculus of reduced functions that
they are same optimality systems or in this section we conclude that optimality systems
are same which we obtained by both techniques.

In the next section the obtained results of the successful implementation of both ways
by FEniCS software of optimal control problem of elliptic partial differential equation
whose cost functional is living on two different boundaries (Euler-Lagrangian optimality
system or optimality system derived by reduced functional) [1, 2] are presented.

In conclusion section the exact results and approximate results of both techniques
are compared and discussed and also error analysis calculated by four different ways and
convergence rate is also discussed.



Preliminaries

n this chapter we will present a brief background and theory of optimal control prob-
lems (OCP), variational formulation (VF) and the corresponding Finite Element
Method (FEM) of VF. We have mentioned here the corresponding FEM of VF, be-
cause some numerical/simulation softwares have the ability to generate automatic

FEM solutions from VF. In this work we use the FEniCS software as a simulation tool
for numerical results. Later the implemented results achieved by FEniCS software will
be presented whose coding we have written in python language, the coding of variational
formulation in python recognize FEniCS

So in this chapter we will also present VF of some model problems of partial differ-

ential equations(PDEs), later some of these PDEs will be used as a PDEs constraints or
as a state equation in model problems of (OCP).

2.1 Optimal Control Problems of partial differential equa-
tions

Optimal control problems are concerned with finding the control functions that opti-
mize cost functions for systems described by differential equations (ordinary differential
equations or partial differential equations).

A variety of applications from different disciples and from different domains have
witnessed the success stories of optimal control problems and also numerical methods
have played main role for solving the application problems from different disciplines.
In this work we focused minimize cost functions subject to PDEs constrains only, later
these optimal control problems will be solved and implemented by FEniCs software. In
this work the cost functional will be denoted by .J, the state function which governed by
PDEs will be denoted by y and the control function will be denoted by u. This notation
for control is commonly used by the Russian word upravlenie. The state function y
is the quantity determined as the solution of PDEs, where as the control can be an
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input function prescribed on boundary I' called boundary control or an input function
prescribed on volume domain €2 called distributed control. However, if both, a distributed
control and a boundary control occur in a same problem, then u will denote the boundary
control and v will denote the distributed control. In general J will be a quadratic function
and depend on both state and control. However if there exists a unique state for each
control (i.e., the map S : u — y = S(u)), then J can be considered as a function of
control u alone. There are two types of optimal control, each of them we will define
below with the example of model problems and figures.

2.1.1 Distributed control/ Optimal heat source

Consider the model problem of optimal control with PDEs constraints, where the body
which occupies the spatial domain  C R? is heated or cooled. The optimal temperature
distribution yq : © — R™ is known and the heating elements can control the temperature
u at each point of whole domain. Control is distributed over 2 and act as a heat source
in the domain. Such type of problems occur, when the body is heated by electromagnetic
induction or by microwaves, the entire optimal control problem cab be summarized in
the following way:

Minimize J(y,u) = ;/(y(x) —ya(z))?dx + % /u(x)de (2.1a)
Q Q
P.1 4 subject to PDE constraints — Ay+y=u in (2.1b)
n-Vy=0 on I (2.1¢)
and control constraints u.(x) < u(z) < up(x) on 0 (2.1d)
From model problem we see that the n

cost functional consists of state func-

tional and control functional, where y

is state and u is control functions which

are defined on domain €2 and their corre-

sponding integration can be performed

on whole domain because the control

is also living on 2. In above prob-

lem A > 0 is constant (will play same

role in all model problems) which can

be viewed as a measure of energy costs T
need to implement the control u. From

mathematical point of view, A is a regu- Figure 2.1: Distributed control
larization parameter, this term has the

effect that possible optimal control show

improved regularity properties.

Due to physical and technical limitation of a heating or cooling device, one needs
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to impose some restrictions on the control because any device will be destroyed if its
temperature becomes too low or too high, so (the point wise) control constraints are
quite natural.

Consider an other more realistic model, one might not be able to control the tem-
perature in whole domain €2 or might be has not resources to heat the whole domain,
then the control can be imposed on a strict some part of domain i.e., 2., where €2, is
the subset of €2. Then we obtain the following model

Minimize J(y,u) = ;/(y(x) —ya(z))?de + % /u(:c)2d:v (2.2a)
Q Qe
p.o J subject to PDE constraints — Ay +y =0 in Q\Q. (2.2b)
—-Ay+y=u in Q. (2.2¢)
n-Vy=0 on I (2.2d)
and control constraints uq(x) < u(z) <wup(x) on Q. (2.2¢)

Now control u lives in Q. rather than 2
and here €, is the heating element. Our
goal is to find the control u (which acts
in domain) in such a way that the corre-
sponding temperature distributiony =
y(x) in Q is the best possible approx-
imation to a desired stationary tem-
perature distribution yo = yo(z) in Q
so that the cost functional in minimal.

From model problems P.1 and P.2 we I
see that the cost functional is quadratic,
the state equation is governed by a bi- Figure 2.2: Distributed control living

linear elliptic PDEs and control acts in in sub domain
the whole domain () or at the subset

of whole domain (€2.), so such type of problems are called a bilinear-quadratic elliptic
distributed control problems. Now let us consider a body Q C R? that is to be heated or
cooled.

2.1.2 Boundary control/ Optimal boundary heating

In this section we will present the model problems, where the control is no more living
in whole domain €2 but control only acts on boundary I'. let us consider a body Q C R3
that is to heated or cooled.
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We apply control u on boundary I' as
a heat source, which depends on loca-
tion z on the boundary that is u = u(x)
and is constant in time and now unlike
in problem P.1 the whole integration of
cost function has not be performed on

n
) but integration of second part has to
be performed on I' rather than €. Sim-
ilarly the control constraints or point
wise control constraints now has to be
imposed on I' instead of €. This type of
problems occur when the body is heated u = u(x)
or cooled and the control temperature
acts only on boundary T'. Figure 2.3: Control living on bound-
ary
We can model such type of problems in the following way:
o 1 2 A 2
Minimize J(y,u) = 3 (y(x) —ya(z))“dr + 5 u(z)“ds (2.3a)
Q r
P.3 ¢ subject to PDE constraints — Ay +y = f in (2.3b)
n-Vy=u on I (2.3c)
and control constraints wug(z) < u(z) < up(x) on T (2.3d)

In the similar way of P.2 more realistic control problem, from physical or technical point
of view one might not be able to control the temperature on whole boundary I', but
might be able to control the temperature on some part of boundary I'., where I'c C T’
[3] or might be one has not resources to control the temperature of whole boundary T.

Such type of optimal control problems can be model in the following way:

Minimize J(y,u) = ;/(y(x) — ya(z))?dz + ;\/u(x)st
Q I

P4 subject to PDE constraints — Ay+y =0 in Q

n-Vy=u on I,

n-Vy=0 on I'\I',

and control constraints u,(x) < u(z) < wup(x) on T,
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The control temperature v acts only on n

some part of boundary I'. rather than I, T

whole boundary I'. Now our goal from

the models of boundary control prob-
lems is to find the control u which acts
on boundary or on some part of bound- - —
ary, in such a way that the actual y
approximates yq and the corresponding
cost functional is minimized. l |

n FC

Figure 2.4: Control living on part of
boundary

Models, P.3 and P.4 are called linear-quadratic elliptic boundary control problems because
the state equations governed by elliptic PDEs are linear, cost functional is quadratic and
the control acts on the boundary of domain or on some part of boundary of domain.

2.1.3 Optimal boundary control dependent on time

In above all model problems control u is independent of time, now we will present the
problem when control is depend on time. Suppose the domain now € C R3 represent a
potato, that is to be roasted over a fire with time T" > 0. The temperature is denoted
by y = y(x,t), where 2 € Q and t € [0,T]. Potato has, the initial temperature yy =
yo(z) = y(x,0) and the final temperature is y(x,T") and we want to serve it at a pleasant
palatable temperature yq at the final time 7' then the entire optimal control problem
can be summarized in the following way:

T
Minimize J(y,u) = ;/(y(x,T) —ya(z))?dz + ;\//(u(x,t))2ds(a:)dt (2.5a)
Q 0 I
P.5 { subject to PDE constraints 1y — Ay +y =10 in A (2.5b)
n-Vy=u on YT (2.5¢)
y(z,0) = yo(z) in Q (2.5d)
and control constraints ug(z,t) < u(z,t) < up(z,t) on T (2.5e)

Where A := Q x (0,7) and T :=I" x (0,7). Such type of problems are called linear-
quadratic parabolic boundary control problems, because now the state equation is gov-
erned by linear parabolic PDE.
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2.1.4 Optimal vibrations control dependent on time

Now Let the domain  C R? represent a bridge and suppose that the group of pedestrians
crosses a bridge, trying to excite oscillations in it, its transversal displacement denoted by
y =y(z,t), u = u(x,t) is the force density acting in the vertical direction and y. = ye(z,t)
is a desired evolution of transversal vibrations. Then the optimal control model becomes:

T T

Min J(y,u) = ;//(y(x,t) —ya(z))?dzdt + ;//(u(x,t))st@)dt (2.6a)

0 Q 0T
subject to PDE constraints Yy — Ay =0 in A (2.6b)
b6 y(0) = yo in 0 (2.6¢)
y(0) = w1 in Q (2.6d)
y=u on T (2.6e)
and control constraints wug(z,t) < u(x,t) < up(x,t) on T (2.6f)

This is a linear-quadratic hyperbolic boundary control problem, because now the state
equation is governed by linear hyperbolic PDE with non homogeneous Dirichlet boundary
condition.

2.2 Variational formulation
Consider the elliptic PDE with Neumann boundary conditions

—Ay+y=f in Q

(2.7)
Opy=u on I'cy 0Opy=0 on IO\,

where f € L?(2) is a given function and u € L?(T), here 9,y denotes the directional
derivatives of y in the direction of outward unit normal n to I', generally assumed that
the domain €2 is a bounded and I is the boundary of domain. For variational formulation,
we multiply ¢ € C! with differential equation(2.7), not necessary to satisfy the boundary
conditions, and then integrate over domain €2, we obtain

—Q/Aywdm—i-/ywdx—ﬂ/fwdm

Q

use Green’s formula or integration by parts then yields

Q/Vy~Vzpdx— F/anywds—i-(l/ywdx = !fwdx

substitute the boundary conditions, i-e, d,y =« on T'., J,y=0 on 9IQ\I., then
we obtain
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/Vy - Vipda — /uwds—l—/yd)dx = /fwdx, vip e L. (2.8)
Q Q Q

Ie

conversely if y € C? satisfies (2.8), then apply Green’s formula we have

[ausy=pude+ [uidz =0, wwect@)

Q re

Recall that C1(2) is dense in H'(Q2) and for fixed y all expressions in the equation
depend continuously on 1 € H(£2), we conclude its validity Vi € H'()
Therefore, the variational formulation read as, Find y € H'(Q) such that

Q/ Vy - Vapdx + Q/ yydr = Q/ fdx + / wpds, Vi € HH(Q). (2.9)

re

above equation also called weak solution or weak form.[4] It is remarkable that variational
formulation (weak) or first order derivatives are needed for a second order equation. More
generally the abstract form of weak formulation can be treat as find y € H'(Q2), such
that

alyy) = L(¥), Y€ H'(Q),

where in this problem

a(y,) :/Vy-Vz/Jda:—l—/ywdx and L(vy) = /fwd:c—&—/uwds (2.10)
Q Q

Q re

The bilinear form defined as a(-, -) : V' xV — R, linear and continuous functional defined
as L(-) : V. — R. Finally weak formulation in abstract form of general PDE is defined
as below:

a(yp) = L) VeV (2.11)
Note that equation(2.9) can also be read as, find y € H'(Q) such that,

now we will talk about approximate solution, divide the polygonal domain € into finite
triangles, make sure that the intersection of any two triangles is either, a node,a common
edge or empty. Now the domain is denoted by Q means triangularized domain. Finite
element or approximate solution of equation (2.11) is, find y, € S, such that,

(Vyn, Vo)a + (yn.@)a = (f:0)a + (u.¢)r, Yo € Sy (2.13)

Note that S, = {¢ € C(Q) : ¢ islinear in T for each T € £} and also S, C H!,
where £, = {T'} is a subset of closed triangles T'. Let {N;} i\@l be the set of interior nodes,
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i.e., those that do not lie on boundary I'. The function S}, then uniquely determined by
its values at the K, and the set of pyramid functions {@Z}Zj\i’i C Sy, defined by

1, if i=j
O (K;) =
(K;) {o, if i £j

forms a basis for Sy. If ¢ € Sj, we thus have ¢(x) = Zf\iﬁ i®i(z), where ¢; = ¢(K;)
are the nodal values of ¢. There fore S} is a finite dimensional subspace of the Hilbert
space H'. Put yp,(z) = Zf\i’i U;®;(x) and ¢ = ®;(x) in equation (2.13), we obtain

Mp, My,
D (VO V)T, + Y (24,2,)U; = (£,25) + (u,D;)
i=1 i=1

which produces the linear system of equations AU + BU = b for the determination
of Uj, where U; = U(x;) are the nodal values of U.[2, 5] A = Zf\i}i(V@,V@j)Uj is
stiffness matrix, B = Zi\i’i(@i@j)Uj is the mass matrix and the right hand side b =
(f.®;) + (u,®;) is the load vector. The matrices A and B are symmetric, positive
definite and have a unique solution in Sj. Moreover the matrices, which we get from
above equation are large and sparse, if mesh is fine i.e., large portion of its elements ar
zero , because ®; vanishes except at the common node of triangles N;, so that a;; = 0
unless N; and N; are neighbour’s. Note that (2.13) also called Galerkin approximation.

Below figures show the triangularized domain.

Figure 2.5: Figures show meshes of different domains

10



Methods for Optimal Control
Problems

resent chapter will provide the information of two different approaches, indirect

and direct approaches respectively, for finding the solution of optimal control

problems. In both approaches different methods have been used for solution,

but here we will discuss about the Lagrangian method which is type of indi-

rect approach and conditioned gradient method, which is the type of direct approach
respectively.

3.1 Lagrangian method

Consider the optimal boundary control problem

Minimize J(y,u) = ;/(y —y0)%ds + ;\/u(:z:)zds (3.1a)
To Ie

subject to PDE constraints — Ay+y=f in Q (3.1b)

Oy =1u on I'¢ (3.1c)

Ony =0 on OO\I'. (3.1d)

)

and control constraints wuq(z) < u(z) < up(x) on I (3.1e

For finding the optimal solution of this problem, here four constraints have to be obeyed,
three difficult ones of boundary value problem i.e., PDE constraints and a harmless
one i-e box or pointwise constraint. But in Lagrangian method no need to obey these
constraints, however one more variable have to be found. In this problem the generic
solution spaces, for state variable y space denoted by V := H'(£) and for control variable

11
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u space denoted by @ := L?(I'.). We now apply Lagrangian functional by

£(y,u,p) = J(y,u) — A(y)(p) — B(u,p) (3.2)

for eliminating only the constraints equations by means of Lagrangian multiplier p. Here
the Lagrangian multiplier (adjoint variable) p defined in 2, so p € V, the primal variable
y € V and the control variable u € @, where as A(-)(-) and B(-, -) are the variational
formulation of PDEs with a control form B(-, -) that’s why we have defined the variational
formulation in last chapter. Now we seek stationary points x := {y,u,p} € X := VxQ@QxV
of £(y,u,p) which are determined by differentiating the (3.2) with respect to y,u and p
respectively and get the following system of equations

£, (y,u,p) = J,(y,u) (o) — A'(y)(¢p) =0 Vo €V, (3.3)
£, (yu,p) = J,(yu)(x) — B(x,p) =0 Vx € Q, (3.3b)
£(y,u,p) = —A(u) () = Bu,g) =0 Y € V. (3.3c)

This is called Optimality system or Euler-Lagrangian system:[6] Note that the last equa-
tion is just the state equation to be satisfied by any admissible pair {y,u}. The Galerkin
approximation determines xj, := {yp,un,pn} € Xp := Vi X Qp X Vi, by a corresponding
system of discrete equations

Ty (ynsun)(@n) — A'(yn) (Pn.pr) =0 Yoy € Vi, (3.4a)
Ju(ynsun) (xn) — B(xnpn) =0 Yxn € Qn, (3.4b)
— A(up)(¥n) — Blup,p) =0 Vipp € V. (3.4c)

We assume that both systems (3.3) and (3.4) have unique solution. But fortunately
FEniCS software automatically generate approximate solution and no need to write
down the coding of discrete equations i.e., (3.4) system, FEniCS just recognize the
coding of, optimality system (3.3), which we will present in next chapter and that is our
main goal. Note that it is also possible to eliminate the pointwise control constraints
by incorporating them into the Lagrangian by means of additional multipliers u, and
wp ie., £(y,u,p,piq,pp). This can be done with the formation of Karush-Kuhn-Tucker
system easily.

3.1.1 Lagrangian functional of boundary control problem

Construction of Lagrangian principle: Recall equation 2.12 which is also the variational
formulation of, PDEs constraints i.e., (3.1b)-(3.1d) of problem (3.1), where A(y)(¢) =
(Vy, V) + (y,0) — (f,@) and B(u,p) = —(u,2), then we put these values in Lagrangian
formula £(y,y,p) = J(y,u) — A(y)(p) — B(u,p), we obtain

£(y,u,p) = J(y,u) — (Vy,Vp) — (y,p) + (f;p) + (u,p) (3.5)

12
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Now differentiate (3.5) with respect to (y,u,p) respectively, where J(y,u) is also defined
in equation (3.1a) i.e., J(y,u) = %Hy - yoH%o + %)\H’U,H%C,

£,(yu.p)(9) = (y — Yo, 9)r, — (VD,V@)a — (yp)a — (pp)o Yo eV (3.6a)
£, (yu,p)(x) = Mu,x)r. + (px)r.  Vx € Q (3.6b)

For stationary points putting derivative equals to zero in above system,we obtain

(Y —v0,9)ro — (VD,Ve)a — (pp)a — (pp)a=0 VeeV (3.7a)
AMu,X)re + (X)r, =0 ¥x €Q (3.7b)
_(V?Jav¢)ﬂ - (va)ﬂ + (fﬂ/))Q + (Uﬂ/])[‘c =0 VT/) eV (37C)

This is called Euler-Lagrangian system or optimality system (3.7)

3.1.2 Strong form of boundary control

Now we are interesting to state the strong form of above of (3.7) system, through strong
form we will find the exact solution in next chapter, which will help us to compare the
exact and approximate solutions, by exact and approximate solutions, we will also find
the error analysis and convergence rate.

Now apply Green’s formula on (3.7a) and on (3.7c) and we see that d,p = (y — yo)
on I', and 9,p = 0 on rest boundary i.e., d,p = 0 on IN\I'; in (3.7a) and similarly
Onpp = uwon I'; and rest boundary is zero in (3.7¢c), so when we apply Green’s formula on
all equations of the system (3.7), we obtain

—Ap+p=0 in Q hp=y—yo on 'y, 9p=0 on IO\, (3.8a)
p=—Au on I, (3.8b)
—Ay+y=fin Q, 9y, =u on I'c, J,y =0 on IOQ\I. (3.8¢)

3.1.3 Lagrangian functional of optimal distributed control

Consider the following optimal distributed control problem:

Minimize J(y.u) = / (@) — yo()2dz + % / w(z)2dz (3.92)
Q Q

subject to PDE constraints — Ay+y=u in Q (3.9b)

n-Vy=0 on T (3.9¢)

First we find the variational form of PDE, multiply test function ¢ with (3.9b) and
integrate over {2, we obtain

- / Ayodz + / ypdr = / ugdz (3.10)
Q

Q Q

13
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Applying Green’s formula and using the value of boundary condition we get, find y €
Hj (),
(Vy, Vo) + (y.0)o — (ud)o =0 Yo € Hy(9), (3.11)

now the solution spaces are Q,V := H}(Q). Here A(y)(¢) = (Vy,Vé)a + (y,6)q and
B(u,p) = —(u,¢)q, then the Lagrangian functional is,

£(yup) = J(yu) = Aly)(p) — B(u,p) (3.12)
Invoking the values of J(y,u), A(-)(:) and B(-,-) in (3.12), we get:
1 A
£(yup) = 5lly — yollZai) + §HUH%2(Q) — (Vy,Vp)a — (y.p)a + (w.p)o (3.13)

Now for optimality system first take the derivative of (3.13) with respect to (y,u,p)
respectively and then putting derivative equal to zero, obtain

(v —ya,¢)a — (Vp,Vp)a — (p,p)a=0 VecV (3.14a)
AMux)o+ (Px)a=0 VxeQ (3.14b)

3.1.4 Strong form of distributed control

One can see that nothing is defined on boundary of system (3.14), so we conclude that
Onp = 0 and also d,y = 0 on I' respectively, for illustration and for exact solution we
stated the strong form of (3.14) at following

—Ap+p=y—yqg in Q, Ipp=0on T (3.15a)
p=—Au in Q (3.15b)
—Ay+y=uin Q, dpy=0 on T (3.15¢)

3.2 Reduced functional

3.2.1 Reduced functional of optimal boundary control problem

Recall the model problem, where the control u is living on boundary I';

)
Minimize J(y) = 5y~ sl + 5 IulFaqe (3.16a)
subject to PDE constraints — Ay+y=f in (3.16b)

oy =1u on I'¢ (3.16¢)
Oy =0 on OO\I'. (3.164d)
and control constraints wuq(z) < u(z) < up(xr) on I (3.16e)

We define the set of admissible controls by Qa.q = {u € L*(T¢) : us(z) < u(x) <
up(x) for almost every x € Q}, where Q,q is a nonempty, closed, and convex subset

14



3.2. REDUCEIHURTERONAMETHODS FOR OPTIMAL CONTROL PROBLEMS

of L?>(T.). Our goal is to implement optimal control problem in FEniCS when A > 0,
then the control define as Q* = {u € L*(T'¢)}, it means when u € Q* then pointwise
constraints are excluded, i.e., except then equation (3.16e), so now and onward we will
only consider the optimal control problems except than box constraints. We now rewrite
the problem (3.16) without equation (3.16e)

L 1 A
Minimize J(y,u) = iHy — ?J0”%2(r0) + §|’UH2L2(FC) 3.17a

(3.17a)

subject to PDE constraints — Ay+y=f in Q (3.17b)
Oy =u on I'¢ (3.17¢)

Oy =0 on OQ\I'c (3.17d)

Now the set of control define by Q* = {u € L?(T'.)}, to every u € Q* there corresponds
a unique weak solution y € H'(Q) to the boundary value problem 3.17, called state
associated with u and the state space is Y := H'(Q). If y is depend on wu, then its
denoted by y = y(u).

Definition: The control @ € Q* and the state § are optimal if

J(g,u) < J(y(u)u) Vue Q.

for the treatment of the existence question, we now rewrite the optimal control problem
as an optimization problem in terms of u. The mapping G : L*(T.) — H'(Q), u — y(u),
defined by (3.17b)-(3.17d) have a unique solution y € H*(€2), is called the control to state
operator or instead of G, we consider the operator ExG, where Ey :  HY(Q) — L*(Q)
denotes the embedding operator that assigns to each function y € Y = H'(Q) the same
function in L?(€2). In the problem of (3.17), we thus have

S:L*(T.) — L*(Q), u— y(u). (3.18)

Definition: Let the real Hilbert spaces X,(-, -)x and Y,(-, )y as well as an operator
S € (U,V) be given. An operator S* is called the Hilbert space adjoint or adjoint of S if

(Szy)y = (x,5"y)x VereX, yeY. (3.19)
Moreover put y = Su in the cost functional i.e., (3.17a), which reduced to the following

quadratic optimization problem in the Hilbert space L?(I'):

. 1 A
min flu) = 5llSu~ vollFar,) + 5““”%2@0) (3.20)

The use of S in equation (3.20) has the advantage that the adjoint operator S* (as
defined in (3.19) also acts in the space L?(£2). The equation (3.20) is called reduced cost
functional.

15
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3.2.2 Reduced functional of optimal distributed control problem

Now consider the model problem where the control is living in space §2:

o 1 A
Minimize J(y,u) = §|Iy - yQH%Q(Q) + §||u||ig(9)d$ (3.21a)
subject to PDE constraints — Ay+y=u in Q (3.21b)
Oy =0 on I (3.21c¢)

Now we again define the set @* for (3.21) because now control is living in €, which is
Q* = {u € L*(Q)}, now for u € L?(f2) the elliptic boundary value problem i.e., (3.21b)-
(3.21¢) has a unique weak solution y = y(u) € H'(Q) and the operator G : L?(Q2) —
H'(Q), u — y(u), is continuous. We interpret G as a continuous linear operator mapping
L?(2) into L?(2), that is we take S = ExG and S : L*(Q) — L?(Q). Now the reduced
cost functional of (3.21a) is define as below

: 1 A
min () = 25w~ valfaoy + 5 Ielacoy (3.22)
Variational equality of the reduced cost functional i.e., (3.20) and (3.22) will be denoted
by

f(a)(u—1u)=0 Yue Q" (3.23)

Here @ is called optimal, note that box constrains are not included, if some one want to
include box constrains then variational inequality should be use rather than variational
equality and Quq will be used instead of Q* i-e f'(u)(u — 1) >0 Yu € Quq-

Similarly the reduced cost functional of

. Ao Ar Au Ay
minJ (y,u,v) = 7Hy - yQH%Q(Q) + 7\\3; - yF||%2(r) + ?HU”%?(rC) + 7”“”%2(9)

is following, where y = S(u,v)

. AQ Ar Au Ay
minJ (y,u,v) = f(u,v) = 7HS(U,U)—ZJQH%%Q)JF?HS(U,U)—ZJF||%2(F)+?||U||%2(rc)+3||v||%2(9)-

For further theory please see [1, 7, 8, 9, 10]

3.3 Comparison of optimality systems

In this section we will also treat the model problems of optimal boundary control problem
and optimal distributed control problem, as we have already found the optimality systems
of both types of problems by Lagrangian method in weak form and in strong form, now
will find the optimality systems by gradient of reduced forms and then we will compare
that the optimality systems. Before going to model problems first we are presenting the
theorem and its proof, which will help us to determine the adjoint equation.
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Theorem: Suppose that the functions ¢, k € L*(Q), o, v € L*(T), do, yo € L>®(Q)
and «, ér € L*°(T") be given, where a > 0 and dy > 0, almost everywhere, if the following
two elliptic PDEs are

— Ay +doy =vok in Q —Ap+dop=& in Q (3.24)
Owy+ay=6érv on T Owp+ap=oc on I '
then
/ yoprdr + / orpuds = / Eydx + / oyds (3.25)
Q r Q T

Proof: This theorem can be proved by variational formulation, so multiply p i.e., p €
H'(Q) with left hand PDE of (3.24), by applying Green’s formula and using its boundary
condition, we obtain, find y € H'(Q) such that

/Vy-Vpd:r—l—/ doypdm+/aypds:/vpnd:r—i—/&pvds (3.26)
Q Q r Q r

and similarly for right hand equation of (3.24), multiply y, after using Green’s formula
and boundary conditions obtain, we find that y € H'(£2) such that,

/Vy~Vpdx+/ doypdac—i-/aypds:/fygyda:—i-/ayds (3.27)
Q Q r Q r

Now we see that the left hand sides of both (3.26) and (3.27) are same, so the right hand
side of both equations should must be equal, i.e.,

/ﬁydm—i—/ade:/79p/@d33+/5rpuds
Q r Q r

and which is required result [

With equation above or (3.25) in hand it is now easy to treat the problems of finding
optimality systems for Neumann boundary condition or for a Robin boundary conditions,
for the sake of simplicity, we treat the same problems which we discussed in Lagrangian
method.

3.3.1 Optimal stationary distributed temperature

Here the control u lives on €2, so we define Q* = {u € L?*(Q)}. Recall the optimal
distributed control problem:

Minimize J(y,u) = ;/(y(x) —yalx))? + ;\/u(x)zdx (3.28a)
Q Q

subject to PDE constraints — Ay+y=u in (3.28b)

Ony =0 on T (3.28¢)
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according to (3.22) we rewrite the reduced cost functional

. 1 A
J(y,u) = min f(v) = 5[Su - yall7z) + 5”“”%2(9)- (3:29)

First we want to determine the variational equality i.e., (3.23). For every u € Q* and
t € [0,1], the convexity of Q* yields @+ t(u—u) € Q*). Since « is optimal and obviously
f is not Gateauz differentiable in L?(Q), it is a Fréchet differentiable in L?(Q), since
f(u+th) may be undefined for some h € L*(Q) [11] even for small ¢ > 0, however it is
directionally differentiable in the direction u — @, since u+t(u—u) € @*. The optimality

of u gives
fu+t(u—1u)) - f(u)
t
passing the limit ¢ | 0 in equation (3.30) implies for directional derivative

=0  VueQ* (3.30)

fl(@)(u—u)=0 Yu € Q* (3.31)

with the definition of reduced cost functional or equation (3.22) at hand, (3.31) is equiv-
alent to
(S*(Su — yq,u — l_L))Lz(Q) + (A, u — a)L2(Q) =0 Yu € QF (3.32)

The gradient is
f'(w) = (S*(Su —yq)) + \u (3.33)

Note the difference between derivative and gradient, the directional derivative or deriva-
tive which is given by the rule is f'(u)(u—u) = (S*(Su—ya,u—1u))2(0)+ (MG, u—0)2(0)
and the gradient is equation (3.33). Since S*,S : L?(Q2) — L?(Q) so for avoiding the S*
in (3.32) we can write it as

(Su — ya,5u — Su))r2(q) + (A\d,u — @) r2(q) = 0 Yu € QF (3.34)
Now suppose that put p = S*(Su — yq) = S*(¥ — ya) in (3.32), then (3.32) becomes
(pyu — )20y + (A8, u — @) 2(q) =0 Yu € Q* (3.35)
where the adjoint p solves the following boundary value problem
—Ap+p=y—yq in Q, Op=0 on T (3.36)
now recall the state equation
—Ay+y=u in Q, y=0 on T (3.37)
now multiplying the y € H' () with equation (3.36) and similarly multiplying p € H'()

with equation (3.37) ,using Green’s formula and boundary conditions or applying the
theorem on both equations i.e., (3.36), (3.37), we obtain

/Q pudz = /ﬂ (7 - y)udz, (3.38)
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The optimal state Su = 7 is the weak solution to the state equation associated with u,
while y = Su. Hence by the linearity of the state, we have S(u — 4) = y — g, now put
y=y—yand u=u—uin (3.38), we get

/ p(u — B)de = / -y — e YueQ, (3.39)
Q Q

equation (3.39) is the same as equation(3.35), which prove the value of p too. Therefore
equation (3.32) becomes

Fla)u—a) = / (p+ M) (u—a)de  VueQ (3.40)

Q

Hence we get as a side result that the reduced gradient f’(u) at an arbitrary w is of the
form

f(w)=p|Q+Au or p+Au=0 in Q (3.41)
where p solves the associated adjoint equation
—Ap+p=y—yqg in Q, Ipp=0 on I (3.42)

Now combine the (3.42), (3.41) and (3.37) respectively, we obtain

—Ap+p=y—yq in Q Opp=0onT (3.43a)
1

p=—Au or u= P in Q (3.43b)

—Ay+y=uin Q, Jpy=0on T (3.43¢)

The system (3.43) is the same system which we got in strong form by Lagrangian method
i.e., (3.15), its weak formulation will be

(y —ya,¥)a — (Vp,Vp)a — (pp)a =0 VYoeV (3.44a)
Aux)o +(Px)e=0 VYxeQ (3.44b)
— (Vy.VY)a — (yd)a + (uh)o =0 VeV (3.44c)

finally the system (3.44) is also same optimality system, to the system which we obtained
by Lagrangian method i.e., (3.14). Hence we got the same optimality systems by reduced
gradient and by Lagrangian method, and we are done. [

3.3.2 Optimal stationary boundary temperature

Now recall the boundary control problem (3.17) with f =0,

min J(y,u) = %”y — ol 22,y + gHUHZL?(rc) (3.45a)

subject to PDE constraints — Ay+y =0 in Q (3.45Db)
Oy =1u on I'¢ (3.45¢)

Oy =0 on OO\I'. (3.45d)
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Here control u lives on I'c so we first define Q*, which is Q* = {u € L?*(T.)}. Now
the control to state operator G : u +— y(u) is a continuous linear mapping from L?(T.)
into H'(£2), however we now consider G as an operator with range in L?(T',), that is,
S = E2G : L*(T'.) — L*(T,) with embedding operator Ey : HY(Q) — L?(T.), so instead
of using EsG, we use only S. For the problem of stationary boundary control i-e (3.45),

we thus have
S : L2(FC) — LQ(I’O),u — y(u).

put y = Su,then the reduced cost functional attains the form
i =J _Lys 2 Al 3.46
min () = J(y0) = 51— poll3acr,) + 5 Il (3.46)

Let u € @Q* denote optimal control and y§ = Su denotes associated optimal state, then
variational equality i.e., 3.31 of 3.46 is equivalent to

f(@)(u — 1) = (S7(S— o) — @) a(r,) + M u— Wy =0 Vue Q' (347)

here S* is the adjoint operator S* : L2(I'y) — L?(T.),u — y(u), then equation (3.47)
becomes
(Su — yo,5u — Sﬂ)LQ(FO) + ANa,u — a)LQ(FC) =0 Yu € QF (3.48)

or
(¥ —v0.y — Y)r2(r,) + AU u—u)rzr,) =0 Vu € Q (3.49)
Now suppose that
(7 = Yo,y — P)12r,) = (Psu— W r2(r,) (3.50)
For finding S* and for proving the(3.50) and with the above considerations we are mo-
tivated to define p as the solution of
—Ap+p=0 in Q
Onp=9Y—1yo on I, (3.51)
Opp=0 on OQ\T,

this is called adjoint equation, its right hand side belongs to L?(T,), since yo € L?(T',) by
assumption and § € Y = H'(Q) — L*(Tr,) so the (3.51) admits a unique weak solution
p € H'(Q) that satisfies

(Vp,Vy)a + (p:y)a = (J — yo,y)r, vy € H'(Q). (3.52)

Similarly multiply p € H'(Q) with the (3.45b), then the (3.45b) -(3.45d) admits a unique
weak solution y € H'(Q2) that satisfies

(Vy, VD)o + (y.p)a = (pu)r,  Vp€ H(Q) (3.53)
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now we see that the left hand sides above of both equations i.e., (3.52)-(3.53) are same,
then obviously right hand side of both equations should be equal too, or applying the
theorem we obtain the following result

/ puds = /F (- i (3.54)

then by putting v« = v — w and y = y — ¥ in above equation, it gives

/ p(u— w)ds = / (5 — o)y — 9)ds. (3.55)

Hence (3.50) is proved, now inserting the value of (3.55)in (3.49), then the updated
variational equality will be

f@)(u—1u)= / (p,u —w)ds + / AMa,u—a)ds =0 YueQ* (3.56)

then the reduced gradient f’(u) at any arbitrary u is of the form
f'(u) = p|Te + Mu or p+Au=0, on I, (3.57)
where p is the solution of following adjoint equation

—Ap+p=0 in Q
Onp=1y(u)—yp on I, (3.58)
Onp=0 on OO\l

collect the adjoint, reduced gradient and state equations i.e., (3.58), (3.57), (3.45b-3.45d)
respectively, which gives

—Ap+p=0in Q, Ihp=y—yo on Iy, 9p=0 on IO\I, (3.59a)
1

u=-—3p on I'e (3.59b)

—Ay+y=0in Q, Oy =u on I'c; d,y =0 on I\, (3.59¢)

the corresponding weak forms of (3.59) are following, where the generic solution spaces
are V := H'(Q) for the adjoint, state variables p,y respectively and @ := L?(T'r,) for
the control variable u

(Y — o, v)r, — (VP,Vv)a — (pv)a =0 Ve eV (3.60a)
Aux)r. + (px)r. =0 Vx €Q (3.60b)
— (Vy,Vw)g — (yw)a + (u,w)r, =0 Y eV (3.60¢)

Hence we see that the optimality system (3.60) and the system of strong form (3.59) of
boundary control problem (3.45) get by reduced gradient are respectively equal to the
optimality system (3.7) and strong form’s system (3.8) of by Lagrangian method OJ
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Results

S mentioned earlier, in result section the optimality system derived by two
different algorithms will be implemented by two ways (optimality system of
two variables and optimality system of three equations). Before presenting
the implementation results of these methods, first we will solve the system of

strong form ,i.e., (3.8) which will give us the exact solution, this exact solution will help
us for comparing the approximate and exact solutions and for finding the error analysis
and convergence rate.

4.1 Exact solution

Recall the strong form of optimal boundary control ,i.e, (3.8)

—Ap+p=0 in Q, Ohp=y—yo on I's, 9p=0 on IO\, (4.1a)
p=—Mu on I'¢ (4.1b)
—Ay+y=fin Q, Oy, =u on I'c, J,y =0 on IQ\I'. (4.1¢)

From this system we have to find the values of (p,u,y) which satisfy all equations (PDEs)

and boundary conditions. Before solving first we have to define, space 2, boundary 952,
observation boundary Ty, control boundary I'. and some parts of boundary 9Q\T', or
OO\I'.

Q:={(z,y) € (0,1) x (0,1)

0 :={(z,y) : (0,0),(1,0),(0,1), (1,1)}
Ie:={(z,y):z€[0,1]] and y =0}
I :={(zy):x€[0,1] and y=1}

Now for simplicity we put y — yo = A in (4.1a) then it becomes
—Ap+p=0 in Q 9Ip=A4on T, Op=0 on IO\, (4.3)

22



4.1. EXACT SOLUTION CHAPTER 4. RESULTS

Keeping boundary conditions (dnplr, = A and 9nploa\r, = 0) in mind and solving

(4.3), we get the value of p
cosh(y)
=A 4.4
sinh(1) (44)

Now put the value of (4.4) in the equation (4.1b) and plugging y = 0 at I'. we get
_ Acosh(0)
~ sinh(1)

which is equivalent to

"= _i(mA(n) (4.5)

Similarly keeping in mind the boundary conditions (9,y|r. = u and 9np|oo\r. = 0) and
the value of (4.5), after solving equation (4.1c), we obtain

y2
+?—y+1 (4.6)

1 A cosh(y — 1)
v= (Xsinh(l) - 1) sinh(1)

Note that we have also assumed before that A = y — yo in (4.3), so now find the value
of A at I’y
y(@,1) —yo = A (4.7)

equation (4.7) gives the value of A with the presence of yg

~ Asinh?(1) 1 1
11— Asinh?(1) (yo + sinh(1) 5) (48)

now its time to replace the value of A in equations (4.4), (4.5) and (4.6) which gives the
corresponding values of (p,u,y) respectively:

_ Asinh(1) cosh(y) 11 .
1 )\sinhQ(l) ( sinh(1) 2) (4.92)
— sinh(1) 1 1
" 2@ O D 2) (1.90)
_cosh(y — 1() | 1 1 cosh(y —1) %2 . o
y_l—)\smh2(l)<y0+sinh(1)_2>_sinh(1)+2_y+ (4.9¢)

Hence the system of (4.9) satisfies all equations (PDEs) and boundary conditions of (4.1)
and we are done.
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4.2 Discretization

We rewrite the optimality system (3.7)

(Y —yo,0)r, — (VD.V@)a — (pp)a =0 VoeV (4.10a)
Au,X)r. + (2X)r. =0 Vx €@ (4.10b)
—(vy,V’l,ZJ)Q - (yaw)Q + (fﬂl))Q + (uﬂr[})rc =0 \V/¢ eV (4100)

for the Galerkin approximation of above optimality system, we consider a standard finite
dimensional (bilinear finite elements) subspace V}, of V' on triangulation meshes 7},(€),
for the state and adjoint variables p;, and yj respectively. For the approximation of the
control variable uj, we use the space of traces of normal derivatives of functions in V}, on
I'¢ ,i.e., piecewise linear shape functions. According to (3.4) the approximate optimality
system of (4.10) reads:

—(Vyr,Vn)a — (ynbn)a + (Fn)a + (unbp)r. =0 Vb, € Vy (4.11a)
AMun,xn)re + Proxn)re =0 Yxn € Qn (4.11b)
=(Vpn,Ven)a = (pren)o + (yn = Yo, er)r, =0 Vop € Vy (4.11c)

Let N denote the dimension of V;(T}), and {&,(x)}, n = 1,...,N a basis of V}, then all
test functions &, (z) € V3, (1)), n = {1,...,N}. Then the test function defined as

1, if n=m
fn(xm):{oj it m (4.12)

forms a basis for V}, for the discretization of (4.11), we discretize y,u and p by the same
basis of {&,}N_; we write

N N N
un(@) =D ynén(@), (@) = unfn(z) and pu(z) = ppén(z)  (413)
n=1 n=1 n=1
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Moreover, we define the matrices

Ky = / Ve (2)Vn (2)da (4.14a)
o
Moy = Q/ e (2)En(2)d2 (4.14D)
Ny = I/ Em(2)En(2)ds (4.14c)
Lo = F/ Enl(2)En(2)ds (4.14d)
by = F/ wobn (2)dz (4.14¢)
by, = / fnén(z) (4.14f)
2

7

where K is known as the stiffness matrix, M,N,L as mass matrices and b,b are load
vectors. Keeping (4.12) in mind, then inserting (4.13) in (4.11a-4.11c¢), yields together
with (4.14)
(K+ M)y — Nu+=1U,f
ANu+ Np =0 (4.15)
—Ly + (K + M)p = —byo

write (4.15) into matrix form, we obtain

K+ M —-N 0 Yy b f
0 AN N ul| = 0
—L 0 K+M D —byg

coefficient matrix is symmetric, for simplicity interchange first and third row with each
other, and multiplying minus with second row:

L 0 K+M)\ [p —byo
0 AN  —-N wl=1 0o |- (4.16)
K+M —-N 0 y Y f

for making blocks assume
—-L 0 K+ M
A= B= BT:(K+M —N)
0 —AN -N
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inserting A, B and BT in (4.16), we obtain the coefficient matrix

BT 0

now we can easily find eigen values of above 2 x 2 matrix by using the characteristic
equation |A — pI| = 0, which gives

2 T
above equation produces, M+4BB and then A < VA2 +4BB7, so clearly one
eigenvalue is positive and other is negative.

Other way of discretization: According to (4.1b) or (4.10b) that,
(u= —3%p at A), then put the value of u in (4.10c) we obtain

~(VuV9)a ~ e+ (f)e — s (b)r. =0 VOEV (417
(¥ = yo, P)r, — (VD Vp)a — (pp)a=0 VeV (4.17b)

now inserting (4.13) in (4.17) and by using (4.14), then the above optimality system
produces

1
XNp+(K+M)y:b’f

(K +M)p— Ly = —byo

(4.18)

the coefficient matrix is symmetric, again using characteristic equation for checking the
sign of eigenvalues

=0

N—-—uy K+M
K+M —-L—pu

as we already mentioned that X is regularized parameter and we always keep A > 0 in
above
(N = p)(—L = ) = (K + M)? = 0

—(L—=N)£/(L-N)2+4(NL+ (K + M)?)
2

from above we see that one eigenvalue is positive and the other one is negative, hence in
both ways the coefficient matriz is symmetric but not positive definite.
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4.3 Numerical results

Now we are presenting the numerical results, however we have to write down the coding
of the problems in Python language and run through "FEniCS software” [12, 13] which
is the specific tool for automated solutions of differential equations by Finite Element
Method (FEM). We have already evaluated the the exact solution of (4.1), now we will
evaluate numerical solution and analysis of (4.1) in two ways.

4.3.1 Optimality system of two equations

Recall the optimality system of two variables where we have substituted u = —%p at I'.
Jd.e., (4.17)
1
=(Vy.VY)a = (y¥)e + (fd)a — s (p¥)r. =0 VeV (4.19a)
(¥ = Y0, 0)r, — (VP.V@)a — (pp)a =0 VeV (4.19b)

adding (4.19a) and (4.19b) we get

(Vy,Vw)QJr(y,w)QJr%(p,w)chr(Vp,VsO)Q—(y, P)r,+ () = (f)a—(yo, P)r, Vo €V
(4.20)

Now by using (4.20), regularizing the different values of A > 0 and inserting the data

as yo = 1, f = y?/2 — y and exact solutions in the coding window of Python. For

error analysis we also interpolate the expressions of exact solution on fifth degree then

compute the error analysis, for convergence rate we first perform the experiments with

hi > hy > hs... and compute the errors F1, E2, E3 and so forth. Assuming two

consecutive experiments, F; = Ch] and F;_1 = Ch]_; for unknown constants C' and r,

then solve for r :
ln(El/Elfl)

" Tn(hi/hiy)

Analysis of y variable:

First we have evaluated and analysed y variable at different element sizes and at A val-
ues. Tables 4.1, 4.2, 4.3, 4.4 show the error analysis and convergence rate of ||y, — y||12
when A = 1.

Tables 4.1, 4.2, 4.3 and 4.4 show that we approach the expected second-order conver-
gence of linear Lagrange elements as the meshes become sufficiently fine and the error
analysis in tables 4.1, 4.2, 4.3 and 4.4 is decreasing by the factor 1/4 as the size of meshes
are decreasing 1/2.

Table 4.5 shows the maximum and minimum of exact and approximate values at dif-
ferent element sizes.

Table 4.6 shows the maximum and minimum of exact and approximate values at dif-
ferent regularize parameter. It also shows that if the value of regularization parameter
A converges to zero then the values of y also converges to zero.

Tables 4.7, 4.8, 4.9, 4.10 show the error analysis and convergence rate of ||y, —y||;2 when
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Table 4.1: Error norm based on y, — y at

Table 4.2: Error norm based on interpola-

A=1 tion of y onto the same space as y, at A =1
Element size Error CR Element size Error CR
h=1.25E-01 | E=4.95E-02 | r=1.94 h=1.25E-01 | E=4.95E-02 | r=1.94
h=6.25E-02 | E=1.25E-02 | r=1.98 h=6.25E-02 | E=1.25E-02 | r=1.98
h=3.13E-02 | E=3.14E-03 | r=2.00 h=3.13E-02 | E=3.14E-03 | r=2.00
h=1.56E-02 | E=7.86E-04 | r=2.00 h=1.56E-02 | E=7.86E-04 | r=2.00
h=7.81E-03 | E=1.96E-04 | r=2.00 h=7.81E-03 | E=1.96E-04 | r=2.00
h=3.91E-03 | E=4.91E-05 | r=2.00 h=3.91E-03 | E=4.91E-05 | r=2.00

Table 4.3: Error norm based on interpola-
tion of y to higher-order elements at A =1

Table 4.4: Error norm based on infinity

norm (of nodal values ) at A =1

Element size Error CR Element size Error CR
h=1.25E-01 | E=4.41E-02 | r=1.94 h=1.25E-01 | E=7.67E-02 | r=1.87
h=6.25E-02 | E=1.12E-02 | r=1.98 h=6.25E-02 | E=2.03E-02 | r=1.92
h=3.13E-02 | E=2.80E-03 | r=1.99 h=3.13E-02 | E=5.30E-03 | r=1.94
h=1.56E-02 | E=7.01E-04 | r=2.00 h=1.56E-02 | E=1.38E-03 | r=1.94
h=7.81E-03 | E=1.75E-04 | r=2.00 h=7.81E-03 | E=3.58E-04 | r=1.95
h=3.91E-03 | E=4.38E-05 | r=2.00 h=3.91E-03 | E=9.28E-05 | r=1.95
Table 4.5: Maximum and minimum values of y, and y at A =1
Element size max(yp) min(yp) max(y) min(y)
h=0.25E-00 | -3.70711509408 | -5.5864651043 | -3.89572464983 | -5.78295758313
h=1.25E-01 | -3.84456209163 | -5.73501213353 | -3.89572464983 | -5.78295758313
h=6.25E-02 | -3.88228889337 | -5.77165821923 | -3.89572464983 | -5.78295758313
h=3.13E-02 | -3.89223236316 | -5.78033270515 | -3.89572464983 | -5.78295758313
h=1.56E-02 | -3.89482028553 | -5.78235307828 | -3.89572464983 | -5.78295758313
h=7.81E-03 | -3.89549088092 | -5.78281946525 | -3.89572464983 | -5.78295758313
h=3.91E-03 | -3.89566429792 | -5.78292630535 | -3.89572464983 | -5.78295758313
A=0.1.

Tables 4.7, 4.8, 4.9 and 4.10 show that we approach the expected second-order con-
vergence of linear Lagrange elements as the meshes become sufficiently fine and the error
analysis in tables 4.7, 4.8, 4.9 and 4.10 decreasing by factor 1/4 as the size of mesh is
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Table 4.6: Maximum and minimum values of y; and y at element size h = 6.25F — 02 and
different values of A

A values max(yp,) min(yp,) max(y) min(y)
1 -3.88228889337 | -5.77165821923 | -3.89572464983 | -5.78295758313
0.1 2.10766646514 | 1.21528938924 | 2.10557391269 | 1.21647189897
0.01 1.80199716388 | 1.01773682161 | 1.80073353302 | 1.01891878814
0.001 1.78090994491 | 1.00016222738 | 1.77442330197 | 1.00186833046
0.0001 1.78252795907 | 0.999716677066 | 1.77182825746 | 1.00018660078
0.00001 1.7805852458 | 0.999425711698 | 1.77156910783 | 1.00001865776
0.000001 | 1.78009556063 | 0.999398998038 | 1.77154319641 | 1.00000186575

Table 4.8: Error norm based on interpo-

Table 4.7: Error norm based on yj —y at lation of y onto the same space as yp at

A=01 A=0.1

Element size Error CR Element size Error COR

h=1.25E-01 | E=1.36E-03 | r=1.90 he195F-01 | E=1.36E-03 | r—=1.90
h=6.25E-02 | E=3.47TE-04 | r=1.97 h—6.25F-02 | E=3.47E-04 | 1—=1.97
h=3.13E-02 | E=8.74E-05 | r=1.99 he3.13F-02 | E—8 74F-05 | 1—1.99
h=1.56E-02 | E=2.19E-05 | r=2.00 he156E-02 | E=2.19E-05 | r—2.00
h=7.81E-03 | E=5.47E-06 | r=2.00 W=7 81E-03 | E=547E-06 | 1=2.00
h=3.91E-03 | E=1.37E-06 | r=2.00 h=3.91E-03 | E=1.37E-06 | 1=2.00

Table 4.9: Error norm based on interpola-
tion of y to higher-order elements at A = 0.1

Table 4.10: Error norm based on infinity

norm (of nodal values ) at A = 0.1

Element size Error CR Element size Error CR

h=1.25E-01 | E=3.54E-03 | r=1.96 h=1.25E-01 | E=7.07E-03 | r=1.68
h=6.25E-02 | E=8.94E-04 | r=1.99 h=6.25E-02 | E=2.09E-03 | r=1.76
h=3.13E-02 | E=2.24E-04 | r=2.00 h=3.13E-02 | E=6.01E-04 | r=1.80
h=1.56E-02 | E=5.61E-05 | r=2.00 h=1.56E-02 | E=1.70E-04 | r=1.83
h=7.81E-03 | E=1.40E-05 | r=2.00 h=7.81E-03 | E=4.72E-05 | r=1.85
h=3.91E-03 | E=3.51E-06 | r=2.00 h=3.91E-03 | E=1.30E-05 | r=1.86

decreasing by factor 1/2.

Tables 4.11, 4.12, 4.13, 4.14 shows the error analysis and convergence rate of ||y, — y|;2

when A = 0.001
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Table 4.11: Error norm based on y, —y at
A =0.001

Element size Error CR

h=1.25E-01 | E=7.47E-03 | r=1.86
h=6.25E-02 | E=1.91E-03 | r=1.96
h=3.13E-02 | E=4.82E-04 | r=1.99
h=1.56E-02 | E=1.21E-04 | r=2.00
h=7.81E-03 | E=3.02E-05 | r=2.00
h=3.91E-03 | E=7.54E-06 | r=2.00

Table 4.13: Error norm based on inter-

polation of y to higher-order elements at
A =0.001

Element size Error CR

h=1.25E-01 | E=7.85E-03 | r=1.89
h=6.25E-02 | E=2.01E-03 | r=1.97
h=3.13E-02 | E=5.04E-04 | r=1.99
h=1.56E-02 | E=1.26E-04 | r=2.00
h=7.81E-03 | E=3.16E-05 | r=2.00
h=3.91E-03 | E=7.89E-06 | r=2.00

Table 4.12: Error norm based on inter-

polation of y onto the same space as y, at
A =0.001

Element size Error CR

h=1.25E-01 | E=7.47TE-03 | r=1.86
h=6.25E-02 | E=1.91E-03 | r=1.96
h=3.13E-02 | E=4.82E-04 | r=1.99
h=1.56E-02 | E=1.21E-04 | r=2.00
h=7.81E-03 | E=3.02E-05 | r=2.00
h=3.91E-03 | E=7.54E-06 | r=2.00

Table 4.14: Error norm based on infinity
norm (of nodal values ) at A = 0.001

Element size Error CR

h=1.25E-01 | E=2.45E-02 | r=1.87
h=6.25E-02 | E=6.49E-03 | r=1.92
h=3.13E-02 | E=1.64E-03 | r=1.99
h=1.56E-02 | E=4.11E-04 | r=1.99
h=7.81E-03 | E=1.03E-04 | r=2.00
h=3.91E-03 | E=2.57E-05 | r=2.00

Tables 4.11, 4.12, 4.13 and 4.14 show that we approach the expected second-order
convergence of linear Lagrange elements as the meshes become sufficiently fine and the
error analysis in tables 4.11, 4.12, 4.13 and 4.14 is decreasing by the factor 1/4 as the

size of mesh is decreasing by factor 1/2.

Tables 4.15, 4.16, 4.17, 4.18 show the error analysis and convergence rate of ||y, — y|;2

when A = 0.000001.

Tables 4.15, 4.16, 4.17 and 4.18 shows that, we approach the expected second-order
convergence of linear Lagrange elements as the meshes become sufficiently fine and the
error analysis in tables 4.15, 4.16, 4.17 and 4.18 is decreasing by the factor 1/4 as the
size of mesh is decreasing by the factor 1/2.
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Table 4.15: Error norm based on y, —y at
A = 0.000001

Element size Error CR

h=1.25E-01 | E=8.53E-03 | r=1.83
h=6.25E-02 | E=2.21E-03 | r=1.95
h=3.13E-02 | E=5.57TE-04 | r=1.99
h=1.56E-02 | E=1.40E-04 | r=2.00
h=7.81E-03 | E=3.49E-05 | r=2.00
h=3.91E-03 | E=8.73E-06 | r=2.00

Table 4.17: FError norm based on inter-
polation of y to higher-order elements at
A = 0.000001

Element size Error CR

h=1.25E-01 | E=8.83E-03 | r=1.83
h=6.25E-02 | E=2.29E-03 | r=1.95
h=3.13E-02 | E=5.76E-04 | r=1.99
h=1.56E-02 | E=1.44E-04 | r=2.00
h=7.81E-03 | E=3.61E-05 | r=2.00
h=3.91E-03 | E=9.03E-06 | r=2.00
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Table 4.16: Error norm based on inter-

polation of y onto the same space as y, at
A = 0.000001

Element size Error CR

h=1.25E-01 | E=8.53E-03 | r=1.83
h=6.25E-02 | E=2.21E-03 | r=1.95
h=3.13E-02 | E=5.57E-04 | r=1.99
h=1.56E-02 | E=1.40E-04 | r=2.00
h=7.81E-03 | E=3.49E-05 | r=2.00
h=3.91E-03 | E=8.73E-06 | r=2.00

Table 4.18: Error norm based on infinity
norm (of nodal values ) at A = 0.000001

Element size Error CR

h=1.25E-01 | E=3.16E-02 | r=1.71
h=6.25E-02 | E=8.55E-03 | r=1.89
h=3.13E-02 | E=2.23E-03 | r=1.94
h=1.56E-02 | E=5.74E-04 | r=1.96
h=7.81E-03 | E=1.48E-04 | r=1.96
h=3.91E-03 | E=3.79E-05 | r=1.96
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Analysis of p variable:

Tables 4.19, 4.20, 4.21, 4.22 show the error analysis and convergence rate of ||py, — p||;2
when A = 1.

Table 4.20: Error norm based on interpo-

Table 4.19: Error norm based on p, — p Jation of p onto the same space as py

et | at A =1

Flement size Fxror CR Element size Error CR

h=1.25E-01 | E=4.94E-02 | r=1.94 h—1 25E.01 | E—4.94E.02 | 1—1.94
h=6.25E-02 | E=1.25E-02 | r=1.98 h=6.25E-02 | E=1.25E-02 | r=1.98
h=3.13E-02 | E=3.13E-03 | r=2.00 he3 13E.02 | E=3.13E.03 | r=2.00
h=1.56E-02 | E=7.83E-04 | r=2.00 he156E-02 | E=7 83504 | r=2.00
h=781E-03 | E=1.96E-04 | r=2.00 h=7.81E-03 | E=1.96E-04 | r=2.00
h=3.91E-03 | E=4.90E-05 | r=2.00 h=3.01E-03 | E—4.90E.05 | r=2.00

Table 4.21: Error norm based on interpo-
lation of p to higher-order elements at A = 1

Table 4.22: Error norm based on infinity
norm (of nodal values ) at A =1

Element size Error CR Element size Error CR

h=1.25E-01 | E=4.30E-02 | r=1.94 h=1.25E-01 | E=7.6TE-02 | r=1.87
h=6.25E-02 | E=1.09E-02 | r=1.98 h=6.25E-02 | E=2.03E-02 | r=1.92
h=3.13E-02 | E=2.74E-03 | r=1.99 h=3.13E-02 | E=5.30E-03 | r=1.94
h=1.56E-02 | E=6.84E-04 | r=2.00 h=1.56E-02 | E=1.38E-03 | r=1.94
h=7.81E-03 | E=1.71E-04 | r=2.00 h=7.81E-03 | E=3.58E-04 | r=1.95
h=3.91E-03 | E=4.28E-05 | r=2.00 h=3.91E-03 | E=9.28E-05 | r=1.95

Tables 4.19, 4.20, 4.21 and 4.22 shows that we approach the expected second-order
convergence of linear Lagrange elements as the meshes become sufficiently fine and the
error analysis in tables 4.19, 4.20, 4.21 and 4.22 is decreasing by the factor 1/4 as the
size of mesh is decreasing by the factor 1/2.

Tables 4.24, 4.25, 4.26, and 4.27 show the error analysis and convergence rate of
||lpn — pl|;2 when A = 0.1.

Table 4.28 show the maximum and minimum of exact and approximate values at
different values of regularize parameter. It also show that if the value of regularization
parameter A converges to zero then the values of p also converges to zero.
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Table 4.23: Maximum and minimum values of p, and p at A =1

Element size

max(pp,)

min(pp)

masx(p)

min(p)

h=0.25E-00
h=1.25E-01
h=6.25E-02
h=3.13E-02
h=1.56E-02
h=7.81E-03
h=3.91E-03

-3.97221056476
-4.11297003668
-4.15188046905
-4.16220460157
-4.16220460157
-4.16561337759
-4.16579664407

-6.23633923894
-6.38176974782
-6.41740814774
-6.42576847145
-6.42769389322
-6.42813232194
-6.42823110198

-4.16586085541
-4.16586085541
-4.16586085541
-4.16586085541
-4.16586085541
-4.16586085541
-4.16586085541

-6.42825921331
-6.42825921331
-6.42825921331
-6.42825921331
-6.42825921331
-6.42825921331
-6.42825921331

Table 4.24: Error norm based on p, — p

Table 4.25: Error norm based on interpo-
lation of p onto the same space as py,

at A=0.1 at A= 0.1

Element size Error CR Element size Error COR

h=1.25E-01 | E=4.94E-02 | r=1.94 he195F-01 | E=4.94F-02 | r—1.94
h=6.25E-02 | E=1.25E-02 | r=1.98 he6.25E-02 | E=125E-02 | r—1.98
h=3.13E-02 | E=3.13E-03 | r=2.00 h=3.13E-02 | E=3.13E-03 | 1=2.00
h=1.56E-02 | E=7.83E-04 | r=2.00 he156E-02 | E—=783FE-04 | 1=2.00
h=7.81E-03 | E=1.96E-04 | r=2.00 h=7 81E-03 | E=1.96E-04 | 1=2.00
h=3.91E-03 | E=4.90E-05 | r=2.00 h=3.91E-03 | E=4 90E-05 | 1=2.00

Table 4.26: Error norm based on inter-

polation of p to higher-order elements at

Table 4.27: Error norm based on infinity

A=0.1

Element size Error CR

h=1.25E-01 | E=4.30E-02 | r=1.94
h=6.25E-02 | E=1.09E-02 | r=1.98
h=3.13E-02 | E=2.74E-03 | r=1.99
h=1.56E-02 | E=6.84E-04 | r=2.00
h=7.81E-03 | E=1.71E-04 | r=2.00
h=3.91E-03 | E=4.28E-05 | r=2.00
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norm (of nodal values ) at A = 0.1

Element size Error CR

h=1.25E-01 | E=7.67E-02 | r=1.87
h=6.25E-02 | E=2.03E-02 | r=1.92
h=3.13E-02 | E=5.30E-03 | r=1.94
h=1.56E-02 | E=1.38E-03 | r=1.94
h=7.81E-03 | E=3.58E-04 | r=1.95
h=3.91E-03 | E=9.28E-05 | r=1.95
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Table 4.28: Maximum and minimum values of p; and p at element size h = 6.25F — 02
and different values of A

A values max(pp) min(py,) max(p) min(p)

1 -4.15188046905 -6.41740814774 -4.16586085541 -6.42825921331
0.1 0.284765909005 0.184116169 0.284235241667 0.184199863088
0.01 0.0250710825262 0.0160935103468 0.0248410363861 0.0160983397923

0.001 0.00281864848522 | 0.00156641128559 | 0.00245318382367 | 0.00158979626101
0.0001 | 0.000289598277307 | 0.000155669005547 | 0.000245013412427 | 0.000158781989028

Table 4.29: Maximum values of y and p at different A when h = 0.25F — 00

A maz(yn) maz(y) maz(pn) maz(p)
0.1 | 2.12826627615 | 2.10557391269 | 0.290463240571 | 0.284235241667
0.01 | 1.81262201735 | 1.80073353302 | 0.0275806222045 | 0.0248410363861

Table 4.30: Maximum values of y and p at different A when h = 1.25F — 01

A maz(yp) maz(y) maz(pp,) max(p)
0.1 | 2.11264603657 | 2.10557391269 | 0.286114594077 | 0.284235241667
0.01 | 1.80472849737 | 1.80073353302 | 0.0256771693082 | 0.0248410363861

Analysis of cost function, i.e., J variable:
Now we are presenting the values J(y,u), J(yn,upn), Jerror and C'R, which represents
exact values, approximate values, error analysis, and convergence rate respectively of
cost functionals. In table 4.31 we see that, the exact values are same at every mesh and

Table 4.31: Value of cost function at different meshes when A =1

mesh J(y,u) J(yn,up) Jerror CR
(4,4) 20.6612582568 | 19.2165717538 1.44468650294 1.92
(8,8) 20.6612582568 | 20.2783732045 0.382885052288 1.98
(16,16) 20.6612582568 | 20.563913698 0.0973445587886 1.99
(32,32) 20.6612582568 | 20.6368079035 | 0.0244503532671 2.00
(64,64) 20.6612582568 | 20.6551378137 | 0.00612044310424 | 2.00
(128,128) | 20.6612582568 | 20.659727611 | 0.00153064579687 | 2.00
(256,256) | 20.6612582568 | 20.6608755554 | 0.000382701383131

if the value of h is decreasing by factor 1/2, error is also decreasing approximately by
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Value of cost function and its parts at different meshes when A = 0.1

2uallr.

J(yhvuh)

J(y,u)

factor 1/4.
Table 4.32:

Element size lyn — yollr,

h=0.25E-00 | 0.0239078753868
h=1.25E-01 | 0.0235492016014
h=6.25E-02 | 0.0234598388997
h=3.13E-02 | 0.0234374945665
h=1.56E-02 | 0.0234319052706
h=7.81E-03 | 0.0234305075077
h=3.91E-03 | 0.0234301580241

0.170979232203
0.169993982706
0.169735624063
0.169669960761
0.169653458209
0.169649325938
0.169648292385

0.194887107589
0.193543184307
0.193195462963
0.193107455328
0.19308536348
0.193079833446
0.193078450409

0.19307798933
0.19307798933
0.19307798933
0.19307798933
0.19307798933
0.19307798933
0.19307798933

Table 4.33: Error norm based on J;,— interpolate J at A = 0.1

Element size Error CR

h=1.25E-01 | E=4.65E-04 | r=1.96
h=6.25E-02 | E=1.17TE-04 | r=1.99
h=3.13E-02 | E=2.95E-05 | r=2.00
h=1.56E-02 | E=7.37TE-06 | r=2.00
h=7.81E-03 | E=1.84E-06 | r=2.00
h=3.91E-03 | E=4.61E-07 | r=2.00

Table 4.34: Value of cost function and its parts at different meshes when A = 0.01

Element size

llyn — yollr,

2|unllr.

J (yn,up)

J(y,u)

h=0.25E-00
h=1.25E-01
h=6.25E-02
h=3.13E-02
h=1.56E-02
h=7.81E-03
h=3.91E-03

0.000200220696535
0.000181115363091
0.000179244542248
0.000179013620562
0.000179013620562
0.000178972445304
0.0001789632411

0.0130155975549
0.0129729890294
0.0129616815577
0.0129587960042
0.0129587960042
0.0129580698058
0.0129578878839

0.0132158182514
0.0131541043925
0.0131409260999
0.0131378096248
0.0131378096248
0.0131370422511
0.013136851125

0.0131367874757
0.0131367874757
0.0131367874757
0.0131367874757
0.0131367874757
0.0131367874757
0.0131367874757

Table 4.37 show, if the value of regularizing parameter A — 0 then the value of
cost function also J — 0 and for convergence the tables 4.31, 4.33 and 4.35 shows that,
we approach the expected second-order convergence of linear Lagrange elements as the
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Table 4.35: Error norm based on J;— interpolate J at A = 0.01

Element size Error CR

h=1.25E-01 | E=1.73E-05 | r=2.19
h=6.25E-02 | E=4.14E-06 | r=2.06
h=3.13E-02 | E=1.02E-06 | r=2.02
h=1.56E-02 | E=2.55E-07 | r=2.00
h=7.81E-03 | E=6.36E-08 | r=2.00
h=3.91E-03 | E=1.59E-08 | r=2.00

Hllyn — yollr, is the first part and %||Uh||1“c is the second part of cost functional

Table 4.36: Value of cost function and its parts at different meshes when A = 0.001

Element size

llyn — yollr,

2unllr.

J (yn,up)

J(y,u)

h=0.25E-00
h=1.25E-01
h=6.25E-02
h=3.13E-02
h=1.56E-02
h=7.81E-03
h=3.91E-03

7.01178991024e-05
6.59636225694¢-06
2.06393326165e-06
1.76594036682e-06
1.74671203616e-06
1.74543720885e-06
1.74534139545e-06

0.00130382707828
0.00126748819829
0.00126423034123
0.00126382413882
0.00126374883468
0.00126373165593
0.00126372746401

0.00137394497739
0.00127408456054
0.00126629427449
0.00126559007919
0.00126549554671
0.00126547709314
0.00126547280541

0.00126547140513
0.00126547140513
0.00126547140513
0.00126547140513
0.00126547140513
0.00126547140513
0.00126547140513

Table 4.37: Approximate and exact values of cost function at different A when h = 6.25F —

02

Hlyn — vollr.,

3unl|r,

J(yn,un)

J(y,u)

0.1
0.01
0.001
0.0001
0.00001
0.000001

11.9313566801
0.0234598388997
0.000179244542248
2.06393326165e-06
3.68908838026¢-08
1.52006253071e-08
1.50049393084¢e-08

8.63255701788
0.169735624063
0.0129616815577
0.00126423034123
0.000126116036747
1.260772127'76e-05
1.26073896338¢-06

20.563913698
0.193195462963
0.0131409260999
0.00126629427449
0.000126152927631
1.26229219029e-05

1.27574390269e-06

20.6612582568
0.19307798933
0.0131367874757
0.00126547140513
0.000126076010126
1.2602900441e-05
1.26024304938¢-06

meshes become sufficiently fine and the error analysis in tables 4.31, 4.33 and 4.35 is
decreasing by the factor 1/4 as the size of mesh is decreasing by 1/2 factor.
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4.3.2 Optimality system of three equations

—Ap+p=0 in Q, Ihp=y—yo on I's, 9,p=0 on IO\, (4.21a)
pon I'c=—Au on I', or p=—Au on I (4.21b)
—Ay+y=fin Q, Oy, =wu on I'c, Oy =0 on OQ\I'¢ (4.21c¢)

Consider the system (4.10) and simplifying it we get

(Vp,Ve)a + (p,0)a — (1,¢)r, — Au,X)r. — (2:X)r. + (Vy,Vib)o
+(y7’(/]>Q - (an)rc = (fvw)Q - (y()?gp)Fo V%SO €V and X € Q

we implemented the above equation at different meshes and at different regularize pa-
rameter (\), some of the results are shown in below figures

¥ Select FEnICS - Automation of Computational Mathematical Mcdeﬁn_é_[-:-|ﬂ|is-l

Cypr = [ 2.89354833 2.164593 2.11834348 2.11711748 2.12826628 1.78723288
1.7897311 1.11264287 1.715566891 1.71799455 143559592 1.43548883
1.43572911  1.43596667 1.4358318%7 1.27684847 1.27455911 1.27249668
1.27843819 1.26813497 1.23178516 1.22282599 1.21855219 1.21429326
1.2854A3781

S FIEEN B.18365294 B.18457673 GA.18491941 A.18526252 BA.180619107 N W RICE L
A.19867787 @A.19875987 A.17881973 A.19181883 A.2878%7416 B.20899856
A.208864354 A.20828°719 A.268818575 0.24135262 A.24875336 A.23978097
3.33221315] A.23884769 0.29846324 @A.28315767 A.28588684 @.2336239

) = [1.83652944 -1 .84576727 —1.84919488 —1.85262524 —1.861791835
nan nan nan nan nan
nan nan nan nan nan
nan nan nan nan nan
nanl

2.12826627615
2.18557371269
1.2854@37797

1.21647189897

A.298463248571
A.284235241667
A.183652944148
A.1341998630488

A.194887107589
-19387778233

Figure 4.1: Output window of the implemented problem at mesh (4,4) when A = 0.1

Now we compare the results of optimality system of two equations and optimality
system of three equations, Fig (4.1) and Fig (4.2) show that the values of u is defined
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¥ Select FEniCS - Automation of Computational Mathematical Made[ina—[n|45h|i:hl

Cyd = [ 1.79221138 1.88837812 1.8824A319 1.80844324% 1.81262282 1.45%158975
1.45383517 1.4540820873 1.455688871 1 .45652833 1.21148684 1.21112583
1.21861321 1.21889%86 1.209719%74 1.A7182158 1.6683678 1.86667663
1.8644909 1.86232916 1.83118149 1.82368274 1.01983247 1.61499787
1.887846781

RN H.H1620554 B.81623347 B.60161347% H.01683493 H.H16H6H3 H.81686269
A.A163A89 A.A1664375 A.81647887 A.81642202 A.01878458 HA.81855569
A.8182A395% @A.01785126 B.81769732 0.02208585 A.8216746 A.826091149
g.g%g%fggg] A.81977195% A.82758862 BA.826544 A.82423256 ©B.82332824

Cur = [-1.626855389 -1.62334731 —1.61347536 —-1.668349381 -1.686683835
nan nan nan nan nan
nan nan nan nan nan
nan nan nan nan nan
nanl

1.81262201735
1.88@73353382
1.88784698441
1.818918'78814

A.8275886222045
A.A24841A363861
A.81683493081267
A.A168733397223

: B.8132158182514
A.8131367874757

Figure 4.2: Output window of the implemented problem at mesh (4,4) when A = 0.01

at 5 nodes when mesh is (4,4), these are because of our control w is living on control
boundary (A.) and similarly Fig (4.3) and Fig (4.4) show the value of u is defined at 9
nodes when mesh is (8,8). More over above all figures also satisfied the condition

1
U = —Xp at T'c

which we used in optimality system of two equations ,i.e, (4.19a). The figures of optimal-
ity system of three equations ,i.e., (4.1), (4.2), (4.3) and (4.3) and the tables of optimality
system of two equations (4.29), (4.30), (4.32) and (4.34) show that the evaluated exact
and approximate values of cost functional, maximum and minimum values of y and p
variables at different regularize parameters and at different length sizes are exactly same
values. Then obviously the error analysis and convergence is the same in both ways.
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& FERICS - Automation of Computational Mathematical Modeling s s ol b S
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mnan
nan
nan
nan
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nan
nan
nan
nan
nan
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Figure 4.3: Output window of the implemented problem at mesh (8,8) when A = 0.1
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Figure 4.4: Output window of the implemented problem at mesh (8,8) when A\ = 0.01

4.3.3 Coding for FEniCS software in Python Language

from dolfin import *
from math import *
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import sys

mesh = UnitSquare (nx,ny)

X = FunctionSpace (mesh ,’Lagrange’,1)
Y = FunctionSpace (mesh ,’Lagrange’,1)
Z = X*Y

(y,p) = TrialFunctions(Z)

(si,phi) = TestFunctions(Z)

# Define Sourse values

f = Expression (‘z[1] * z[1]/2 — z[1]")

yo = Constant (1)

d = Constant(’1’) # regularize parameter

lam. = Expression ('—sinh(1)/(1 — p* sinh(1) x sinh(1)) * (uo + (1/sinh(1)) — .5) ug =
1d=1)

a = inner(grad(phi),grad(p))*dx+phixpxdz—phixyxds(1)+inner(grad(y),grad(si))*
dx +y* sixdr — (1/d) % p * si x ds(0)

L = f*si*dr —yo*phix*ds(l)

#boundary

boundary_parts = MeshFunction ('uint’, mesh, 1)

#Mark lower boundary facets as subdomain 0

class LowerNeumannBoundary(SubDomain):

def inside(self, z, on_boundary):

tol = 1E — 14 # tolerance for coordinate comparisons
return on_boundary and abs(z[1]) < tol

L = LowerNeumannBoundary()
L.mark(boundary_parts, 0)

# Mark upper boundary facets as subdomain 1

class UpperNeumannBoundary(SubDomain):

def inside(self, 2, on_boundary):

tol = 1E — 14 # tolerance for coordinate comparisons
return on_boundary and abs(z[1] — 1) < tol

U = UpperNeumannBoundary/()

U.mark(boundary_parts, 1)

#all of the Rest boundaries

class RestNeumannBoundary(SubDomain):

def inside(self, x, on_boundary):

tol = 1F — 14 # tolerance for coordinate comparisons

return on_boundary and (abs(z[0]) < tol or abs (z[0] — 1) < tol )
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#Verification

Xe = FunctionSpace(mesh, 'Lagrange’, 5)
y_e = interpolate(y_exact,Xe)

Ye = FunctionSpace(mesh, 'Lagrange’, 5)
p-e = interpolate ( p_exact, Ye,)

ze = FunctionSpace(mesh, 'Lagrange’, 5)
u_e = interpolate(u_exact ,ze)

error_sq = (y-y_e)*(y-y_e)*dx
error =sqrt(assemble(error_sq))
#print 7 y_error:” error

error_sq = (p-p_e)*(p-p_e)*dx
error =sqrt(assemble(error_sq))
#print "p_error:” error

error_sq = (u-u_e)*(u-u_e)*dx
error =sqrt(assemble(error_sq))

R = RestNeumannBoundary/()
R.mark(boundary_parts,23)

M= assemble(y_0 x phi * ds(1),exterior_facet_domains=boundary_parts)
# Compute solution

A = assemble(a, exterior_facet_domains=boundary_parts)
b = assemble(L, exterior_facet_domains=boundary_parts)
s = Function(Z)

solve(A,s.vector(),b)

(y.p) = s.split()

print *(y,p) " ,s.vector().array()

print " n’

print ’(y) :*,y.vector().array|()

print’ n’

print ’(p) :’, p.vector().array()

print ’(M) :*, M.array/()

#Verification

y_e = Expression ('(cosh(z[1] —1)/(1 — d * sinh(1) * sinh(1))) * (y-0 + 1/sinh(1) — .5)
— (cosh(z[1] — 1)/sinh(1)) + z[1] x 2[1]/2 — z[1] + 1",y-0 = 1,d = g)#0.1)

p_e = Expression(’((d * sinh(1) * cosh(z[1]))/(1 — d x sinh(1) * sinh(1))) *

(y-0 + (1.0/sinh(1)) — .5)",y-0 = 1,d = g)#0.1)

B= (.5,.5)
print 'y_e at the centor:’,y_e(B)
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print 'y at the centor:’y(B)
print 'p_e at the centor:’,p_e(B)
print 'p at the centor:’,p(B)

cost=inner(y-y_0,y-y-0)*ds(1)+(1.0/d)*inner(p,p)*ds(0)
J_h=(1.0/2)*assemble(cost, exterior_facet_domains=boundary_parts)

coste=inner(y_e_Ve-y_0,y_e_Ve-y_0)*ds(1)+(1.0/d)*inner(p_e_Ve,p_e_Ve)*ds(0)
J_ex=(1.0/2)*assemble(coste, exterior_facet_domains=boundary_parts)
E5=abs(J_h-J_ex)

t_j=f_pv+s_pv

print ’(y_m) ;" , max (y.vector().array())

print '(y_em) :’ |, max (y_e_Ve.vector().array())
print ’(y_n) :” , min (y.vector().array())

print ’(y_en) :’ , min (y_e_Ve.vector().array())
print 7 n”

print f pv:’, f pv
print ’s_pv:’,s_pv
print ’tot:’,t_j

print "J_h(y,u):’,J_h
print 'J_e(y,u):’,J_ex

print '(p_m) :’ , max (p.vector().array())
print ’(p_em) :’ , max (p_e_Ve.vector().array())
print '(p-n) :’ , min (p.vector().array())
print ’(p_en) :” , min (p_e_Ve.vector().array())

#Plot solution
plot(y,title="yplot”)
plot(p,title="pplot”)
plot(mesh,title="mesh”)
interactive()
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Discussion and Conclusion

he optimality system which we get by two different algorithms, i.e., "Lagrange’s

method” or "Reduced functional” has been successfully implemented in two

different ways (optimality system of two equations and optimality system of

three equations) in this work. The results achieved by optimality system of

two equations and by optimality system of three equations are promising and exactly

are same. The results in terms of approximate values or exact values of state variable g,

the Lagrangian multiplier’s variable p and the cost functional J(y,u) considerably. More
interestingly the condition

1
U = —Xp at T'c

which we have inserted in (4.10c) is also satisfied in implementation results of optimality
system of three equations. As earlier we have mentioned that A > 0 is a regularization
parameter, so we see that in tables 4.6, 4.28 and 4.37 if the value of regularize parameter
is decreasing then the value of y, p and J respectively is also decreasing with the same
order. We mean if the regularize parameter converges to zero then according to tables
4.6, 4.28 and 4.37 the value of y, p and J respectively also converges to zero. Furthermore
we have successfully implemented the error analysis and convergence rate in four different
ways of variable’s and achieved nice results, according to the tables of error analysis, if
the element size is decreasing by the factor 1/2 then the error is decreasing by the factor
1/4 in each way, similarly we approach the expected second-order convergence of linear
Lagrange elements as the meshes become sufficiently fine at different values of A > 0 of
every variable. We also evaluated the maximum and minimum values of variable and
function at different \'s and at different element size’s, and achieved same results in
both implemented ways.

The implemented optimality system we derived by two methods 1. by Lagrange’s
method 2. by reduced functional, however by Lagrange’s method we first get the opti-
mality system in weak form and then for strong form we applied Green’s formula, but
in reduced functional we directly get the same optimality system in strong form.
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CHAPTER 5. DISCUSSION AND CONCLUSION

FEniCS software is specific tool for automated computational solution of differential
equations by Finite Element Method and good thing in FEniCS software is, it directly
recognize the coding of variational formulation from Python or C++ languages, but we
used to write the coding in Python language, however there is the need of improving so
that we can define the variable at a boundary.

As in abstract we have mentioned that the goal in this work is to implement the opti-
mal control problem in FEniCS when cost functional consists on two different boundaries
or when the observed temperature and control temperature both living on two different
boundaries (observed boundary I', and control boundary I';). Now our control temper-
ature u is a variable living only on control boundary, i.e., I'c and according to the active
member of FEniCS software’s team that it’s not possible to have variables living only
on the boundary then we inserted the condition

U = —%p at I'c
in (4.10c) and achieved above said nice results and the results of optimality system of
three equations have been shown in the figures 4.1, 4.2, 4.3 and in 4.4, in first two
figures u is defined at five nodal values at mesh (4,4) values and in last two figures the u
is defined at nine nodal values at mesh (8,8), these are because of our control variable u
lives only on I'c not in €2, in these figures above condition is also satisfied and similarly
error analysis and convergence are also same of both implemented ways.
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