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Measurement Back-Action and Photon Detection
in Microwave Quantum Optics

ANTON FRISK KOCKUM

Department of Microtechnology and Nanoscience
Applied Quantum Physics Laboratory
Chalmers University of Technology

Abstract

In quantum optics, the interaction between atoms and photons is stud-
ied. In recent years, microwave quantum optics with superconducting cir-
cuits has emerged as an important tool for fundamental quantum optics
experiments, and also as a promising way for implementing quantum com-
putation. The main reason for this development is the ease with which
strong coupling and other properties of artificial atoms and microwave
photons can be engineered in such a setup.

This thesis is comprised of two papers dealing with measurements in
microwave quantum optics. In Paper I, we show how unwanted measure-
ment back-action can be undone for certain measurements on one and
two qubits dispersively coupled to a microwave resonator. An important
application of this result is to improve parity measurements, which are in-
tegral to error-correction codes needed to implement large-scale quantum
computing.

In Paper II, we investigate the possibility of using a three-level artifi-
cial atom, a transmon, to mediate a cross-Kerr type interaction between
photons. The idea is to use it as a single-photon detector in the microwave
regime, a component currently missing in the experimentalist’s toolbox.
We show that there are fundamental limitations to this setup, resulting in
an unsatisfactory signal-to-noise ratio.

Keywords: Quantum Optics, Quantum Stochastic Calculus, Quantum
Measurement, Transmon, Circuit QED, Photodetection, Parity Measure-
ment, Dephasing
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Chapter 1

Introduction

Quantum optics is the study of interaction between light and matter at a
fundamental level, starting from individual atoms and photons. Experi-
ments in the field provides an opportunity to test our understanding of the
fascinating phenomena Nature provides at the quantum level. Prominent
examples include the trapping, cooling, and probing of single atoms in ion
traps [1], and the measurements of Schrödinger cat states in a microwave
cavity probed by atoms [2], both of which were awarded the Nobel Prize
in Physics 2012 [3].

1.1 Quantum optics on a chip

As technology has progressed, other experimental techniques for the study
of quantum optics have been developed. One of the most promising is to
use superconducting circuits on a chip to create artificial atoms that can
be used as quantum bits, qubits. Here, transmission lines on the chip are
used to guide microwave photons to control and read out the qubits. This
approach, known as circuit quantum electrodynamics (circuit QED) [4, 5],
has several advantages.

The fact that the system can be manufactured on a chip with litho-
graphic methods allows for detailed design of properties suitable for the
experiment in mind. The frequencies of the qubits, and the strength of
their coupling to their surroundings can be set with good precision, and in
some designs these important parameters can even be tuned in situ. There
is also good potential to scale up the systems, which is needed to build a
real quantum computer.



2 Introduction

However, there are also drawbacks compared to other setups. The field
of circuit QED is young compared to, e.g., ion traps, and some tools avail-
able in experiments with optical photons are still missing. A prominent
example is a good photodetector, which is more difficult to achieve for
microwave photons as they have far less energy than optical photons.

In Paper II, we investigate the limits of a possible photodetection
scheme in circuit QED. It’s based on realizing a Kerr interaction using
a three-level artificial atom. A photon, with frequency close to that of the
first transition of the atom, is sent in along with a coherent probe signal,
which has a frequency close to that of the second transition of the atom.
The idea is that the atom mediates an interaction between the two, affect-
ing the the probe signal differently depending on whether a signal photon
is present or not.

1.2 Quantum computing and parity measurement

Ever since Feynman introduced the idea of a quantum computer [6], a
computer which would harness the possibilities provided by Hilbert space,
and quantum algorithms were shown to promise a great speed-up for solv-
ing certain problems [7, 8, 9, 10], there has been an ever-growing scientific
community devoted to pursuing this goal.

In contrast to a classical computer, which operates on bits that are
either 0 or 1, a quantum computer works with qubits. Qubits have eigen-
states denoted |0〉 and |1〉, but they can be in any superposition of these
states,

|ψ〉 = α|0〉+ β|1〉, (1.1)

where α and β are complex numbers satisfying |α|2 + |β|2 = 1 [11]. This
property allows for some computations to be carried out essentially in
parallel, which gives the quantum computer its advantage over a classical
computer.

While there has been considerable progress in the last years on imple-
menting quantum computation using microwave quantum optics on a chip,
the coherence time of the best qubits is still on the order of 0.1 ms [12].
This is not enough to enable complicated computations with low enough
error rate, but it is close to being useful for quantum error correction codes,
where several qubits together represent and store the information of a sin-
gle qubit (logical qubit). This redundancy allows for a kind of ”majority
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vote” system where if one qubit fails, that can be detected and corrected
using the others.

In the last years, 2D surface codes have emerged as a good and scalable
candidate for error correction in quantum computing [13, 14]. These and
other codes use parity measurements to detect errors without disturbing
the encoded logical qubit. A parity measurement on two or more qubits is
a measurement which determines whether an even or odd number of them
are in the same state. The measurement does not give any information
about the states of the individual qubits. Thus, a parity measurement on
two qubits tells us if they are in some superposition of |00〉 and |11〉 or in
some superposition of |01〉 and |10〉. It does not give us any clue about
whether the first qubit is in state |0〉 or |1〉.

The simple three-qubit code, which can protect against bit-flip errors, is
a good example of how parity measurements can be used in error correction
[11]. We encode the logical qubit state

|Ψ〉 = α|0〉+ β|1〉, (1.2)

using three qubits as

|Ψ〉c = α|000〉+ β|111〉. (1.3)

Now, let us assume that the third qubit is flipped. This gives

|Ψ〉c = α|001〉+ β|110〉. (1.4)

If we first do a parity measurement on qubits 1 and 2, and then on qubits 2
and 3, we do not affect the state |Ψ〉c. However, the results of the measure-
ments lets us draw the conclusion that qubit 3 has been flipped (assuming
that the probability of more than one qubit flipping is negligible). We can
then apply a control pulse to this qubit, flipping it back to its original
state.

In Paper I, we show how parity measurements in circuit QED can be
improved by undoing unwanted measurement back-action. The setup we
investigate has two qubits coupled to a resonator. By driving the resonator
with a coherent microwave signal, and detecting the output in a suitable
way, one can for certain system parameters realize a parity measurement
of the two qubits [15]. However, the measurement also seems to give extra
back-action on one of the parity states, which would make it unsuitable for
practical use. In our paper, we are able to show that a careful analysis of
the measurement signal reveals all the information about this extra back-
action needed to undo it.
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1.3 Structure of the thesis

This thesis is structured as follows. In Chapter 2 we give a brief overview
of some elements in circuit QED, the experimental implementation of mi-
crowave quantum optics with superconducting circuits. We cover trans-
mission lines and transmon qubits, as they are the key elements in the
possible experiments based on the two papers that are presented in this
thesis.

The theoretical backbone of the thesis is found in Chapters 3 and 4. In
Chapter 3, we go through the basics of input-output theory for quantum
systems, and then develop the framework of stochastic master equations
[16] to deal with how a system is affected by different kinds of measure-
ments on its output. This formalism is a key ingredient in both Paper I
and Paper II. We use the stochastic quantum calculus from Chapter 3 in
Chapter 4 to provide a way of dealing with cascaded quantum systems,
where the output from one system is used as the input for another. This is
done by the (S,L,H) formalism [17, 18], which builds on the input-output
theory of the previous chapter, and is used in both Paper I and Paper II.
We also present a formalism for calculating the response of a system that
is fed Fock state photons as an input [19]. This formalism is put to use in
Paper II.

In Chapter 5, we give an overview of the most important results in Pa-
per I and Paper II, and the methods used in obtaining them. We conclude
by summarizing our results and looking to the future in Chapter 6.



Chapter 2

Circuit QED

There are several ways to do experiments in quantum optics. The archetyp-
ical setup is either single atoms (ions), trapped in an electromagnetic
field, being manipulated with laser light [1, 3, 20, 21, 22], or the re-
verse, light trapped between two mirrors interacting with passing atoms
[2, 3, 23, 24, 25]. In the last decade or so, an increasing number of quan-
tum optics experiments have been done using superconducting circuits
[4, 5, 26, 27, 28, 29]. The versatility offered by superconducting circuits
in designing the ”atoms” and their couplings to the surroundings, as well
as the simplicity of using microwave signals for the photons, are the main
reasons behind this development.

The work in both Paper I and Paper II is mainly done with an imple-
mentation using superconducting circuits in mind. Thus, this chapter will
be devoted to introducing the main components used in quantum optics
with superconducting circuits: the transmission line and the transmon. We
will also say a few words about the Jaynes-Cummings model describing in-
teraction between an atom and photons, and about the dispersive regime.
We will not delve deeply into the process of quantizing the circuits, as this
has already been well described elsewhere [30, 31, 32, 33, 34].

2.1 The transmission line

A transmission line can be modelled by the circuit depicted in Fig. 2.1
[35, 36]. To go from this circuit diagram to a quantum description, we first
need to write down the Lagrangian L [37] of the circuit. It turns out to be
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C0∆x

L0∆x

C0∆x

Φn−1 Φn Φn+1

︸ ︷︷ ︸
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Figure 2.1: Circuit diagram for a transmission line. C0 and L0 denote capacitance
per unit length and inductance per unit length, respectively.

convenient to work with node fluxes

Φ(t) =

∫ t

−∞
V (t′) dt′, (2.1)

where V denotes node voltage, and node charges

Q(t) =

∫ t

−∞
I(t′) dt′, (2.2)

where I denotes node current. Using the node fluxes as our generalized
coordinates, noting that the energy of a capacitor with capacitance C is
CΦ̇2/2 and the energy of an inductor with inductance L is Φ2/(2L), we
get the Lagrangian

L =
∑
n

(
1

2
C0∆x

(
Φ̇n(t)

)2
− 1

2L0∆x

(
Φn+1(t)− Φn(t)

)2)
. (2.3)

The Hamiltonian H now follows from the Legendre transformation [37]

H =
∑
n

∂L

∂Φ̇n

Φn − L, (2.4)

where the generalized node momenta

∂L

∂Φ̇n

= C0∆xΦ̇(t) (2.5)

can be identified as our node charges Qn(t). The Hamiltonian for the
transmission line becomes, in the limit ∆x→ 0,

H =
1

2

∫ (
Q(x,t)2

C0
+

1

L

(
∂Φ(x,t)

∂x

)2
)

dx. (2.6)
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So far, everything has been done using classical mechanics. To make
this description quantum mechanical, we promote Q(x) and Φ(x) to oper-
ators with the canonical commutation relation[

Φ(x), Q(x′)
]

= i~δ(x− x′), (2.7)

where ~ is Planck’s constant divided by 2π, and the delta function appears
since we are working with a continuum model. This is the first and last
time we will explicitly write out ~ in this thesis; in all of the following we
will work in units where ~ = 1.

The integrand in the Hamiltonian of Eq. (2.6) is familiar; it is that
of a collection of coupled harmonic oscillators. We introduce creation
and annihilation operators a†(ω) and a(ω), with commutation relation[
a(ω), a†(ω′)

]
= δ(ω − ω′), in analogy with the procedure for a single

harmonic oscillator [38]. Fourier expanding Q(x) and Φ(x) in terms of
these operators lets us rewrite the Hamiltonian as [33, 39]

H =

∫ ∞
0

ωa†(ω)a(ω) dω. (2.8)

Thus, we see that the transmission line supports a continuum of modes. It
can be thought of as a ”quantum wire” connecting quantum systems.

If part of a transmission line is terminated by capacitors or by connec-
tion to ground, it forms a resonator, the circuit equivalent of an optical
cavity, which only supports a discrete number of modes. Usually the res-
onator is designed such that only the first mode (the one with the lowest
frequency) comes into play, giving a simple harmonic oscillator with the
Hamiltonian

Hres = ωra
†a, (2.9)

where a† creates photons with frequency ωr.

2.2 The transmon

There are several ways to build an artificial atom with superconducting
circuits [40, 41, 42, 43, 44, 45]. Their common denominator is the use of
Josephson junctions [46, 47] to provide a nonlinear element. In this section,
we will give an overview of one implementation, the transmon [48], which
is commonly used in circuit QED experiments today [12, 49, 50].
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Cg

+
−VgEJ CJ

Figure 2.2: Circuit diagram for a Cooper pair box. The Josephson junction
is modelled by the capacitance CJ in parallel with a tunnel barrier. The node
between the gate capacitance Cg and the Josephson junction is called the ”island”.

The transmon is a Cooper pair box (CPB), the circuit diagram of which
is shown in Fig. 2.2. The CPB consists of a small superconducting island
connected to a superconducting reservoir via a Josephson junction, which
allows Cooper pairs to tunnel on and off the island. The model also includes
an external voltage source Vg coupled to the island via a capacitance Cg, to
describe the number of Cooper pairs ng = CgVg/2e (where e is the electron
charge) that the environment induces on the island.

The Josephson junction is described by a capacitance CJ in parallel
with a tunnel barrier that has energy EJ(1 − cosφ), where EJ is called
the Josephson energy of the junction, and φ = 2eΦ is the phase across the
junction [33, 47]. With this information we can write down the Lagrangian
for the Cooper pair box,

LCPB =
Cg

(
Φ̇ + Vg

)2

2
+
CJ Φ̇2

2
− EJ(1− cos 2eΦ). (2.10)

Applying the Legendre transformation, identifying the conjugate momen-
tum (the node charge) Q = (Cg + CJ)Φ̇ + CgVg, and removing constant
terms that do not contribute to the dynamics, we arrive at the Hamiltonian

HCPB = 4EC(n− ng)2 − EJ cosφ, (2.11)

where EC = e2/2(Cg +CJ) is the electron charging energy, and n = Q/2e
is the number of Cooper pairs on the island.

We promote Φ and Q to operators in the same way as in the previous
section. This translates into a commutation relation for n and φ, which
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since the Hamiltonian is periodic in φ should be expressed as [34, 51][
eiφ, n

]
= −eiφ. (2.12)

From this we can derive e±iφ|n〉 = |n ± 1〉, where |n〉 is the charge basis
counting the number of Cooper pairs. Using the resolution of unity [38]
and cosφ = (eiφ + e−iφ)/2 we can write the Hamiltonian as [32, 33]

HCPB =
∑
n

(
4EC(n− ng)2|n〉〈n| − 1

2
EJ

(
|n+ 1〉〈n|+ |n− 1〉〈n|

))
.(2.13)

The energy level structure of HCPB depends on the parameters EJ ,
EC and ng. As ng represents the influence of the environment, we would
like it to have small influence in order to have a stable system. It turns
out that this is achieved when EJ/EC � 1, as is illustrated in Fig. 2.3.
The price to be paid is a decrease in anharmonicity, i.e., the difference
between the energy needed to go from the ground state to the first excited
state and the energy needed to go from the first excited state to the second
excited state. To work as a qubit, an artificial atom has to be anharmonic
enough to be approximated as a two-level system when driving the first
transition, i.e., a signal driving a transition from the ground state to the
first excited state shouldn’t be able to induce a further transition to the
second excited state. Fortunately, it turns out that the anharmonicity is
enough for the transmon in the limit EJ/EC � 1, so it can be used as a
qubit. In some cases, however, the second excited state is actually used to
implement multi-qubit gates [50, 52].

2.3 The Jaynes-Cummings model and the disper-
sive regime

An important and common setup in quantum optics is that of one or
several atoms coupled to a resonator. An illustration of how this can be
implemented in circuit QED for two transmons and a transmission line
resonator is shown in Fig. 2.4. The system consisting of a resonator and
one two-level atom (qubit) can be described by the Rabi Hamiltonian [53]

HR = ωra
†a+

ω0

2
σz + gσx

(
a+ a†

)
, (2.14)

where ωr is the frequency of the resonator, ω0 is the frequency of the qubit,
g is the strength of the coupling between the qubit and the resonator, a
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Figure 2.3: The three lowest energy levels of a CPB plotted as a function of ng for
EJ/EC = 1 (left) and EJ/EC = 20 (right). The energy scale is normalized to the
level separation between the ground state and the first excited state at ng = 0.
The decreased sensitivity to charge noise in the transmon regime, EJ/EC � 1,
as well as the decreased anharmonicity, is apparent.

Figure 2.4: An artist’s rendering of a transmission line resonator coupled to two
transmons. The dark blue line in the center is the center conductor of the trans-
mission line, interrupted by a capacitance to the left. The large dark blue areas
are ground planes. The golden sawtooth shapes form the large capacitances of the
two transmons (needed to achieve EJ/EC � 1), and the red dots are the Joseph-
son junctions (two junctions, instead of one, are used in a SQUID configuration
[48] to allow tuning of EJ with an external magnetic field). Illustration by Philip
Krantz (www.krantznanoart.com).
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(a†) is the annihilation (creation) operator for the resonator mode, and the
σi are Pauli matrices describing the qubit. σx can be rewritten as σ−+σ+,
where σ− (σ+) is the lowering (raising) operator of the qubit.

In the last part of Eq. (2.14) we have the terms aσ− and a†σ+, which
will oscillate with frequency ωr + ω0 in the interaction picture. If this fre-
quency is much larger than g, these terms will average out and we can ne-
glect them in our calculations. This is known as the rotating wave approxi-
mation (RWA). It reduces the Rabi Hamiltonian to the Jaynes-Cummings
model [51, 54],

HJC = ωra
†a+

ω0

2
σz + g

(
aσ+ + a†σ−

)
. (2.15)

In this model, the number of excitations in the system is conserved, al-
lowing for an explicit solution of the Hamiltonian. It is straightforward
to extend this model to include more than two levels of the atom, as is
sometimes needed when dealing with a transmon [48], or to include more
atoms [55]. The only added complication is that the photons don’t couple
equally strongly to all level transitions.

A useful twist on the Jaynes-Cummings model is the dispersive regime,
which is when the detuning |∆| = |ω0 − ωr| is much larger than the cou-
pling strength g. In this case, we can apply the unitary transformation

Udisp = exp
[
λ
(
a†σ− − aσ+

)]
, (2.16)

where λ = g/∆, to Eq. (2.15), and do a perturbation expansion in the
small parameter λ. Keeping terms up to first order in λ gives

Hdisp = (ωr + χσz) a
†a+

ω0 + χ

2
σz, (2.17)

where χ = g2/∆. Perturbation expansion to higher order in λ is possible
[56], and the procedure can also be carried out for a multi-level atom [48].

The most important feature of the Hamiltonian in Eq. (2.17) is that
the qubit and the resonator no longer interact by exchanging excitations.
Instead, changing the state of the qubit will effectively shift the resonator
frequency, and changing the number of photons in the resonator will effec-
tively shift the qubit frequency. Both these properties have been used to
do quantum non-demolition (QND) measurements of qubit states [5, 57]
and photon number [23, 58]. The measurements we consider in Paper I
are all based on using a coherent signal to probe a resonator dispersively
coupled to one or two qubits.
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Another advantage of the dispersive regime is that it allows us to trace
out the resonator degrees of freedom to achieve an effective description for
just the qubit. This procedure is an integral part of Paper I. It reduces the
number of degrees of freedom in the system from infinity to 2, and lets us
see clearly what back-action a measurement on the resonator has on the
qubit.

In this section, we considered coupling a transmon to a transmission
line resonator. It is also possible to dispense with the capacitors at the
ends of the resonator and couple the transmon directly to the continuum
of modes in the open transmission line. This is the setup we employ in
Paper II. However, to properly discuss it we need to take a closer look
at open quantum systems, i.e., quantum systems that are coupled to a
surrounding environment. This is part of the topic for the next chapter.



Chapter 3

Stochastic Master Equations

For a closed quantum system, a system which does not interact in any
way with the surroundings, the Hamiltonian H of the system gives us
all the information we need. We can either describe the dynamics in the
Schrödinger picture, where the state of the system, |ψ〉, evolves in time
according to the Schrödinger equation [38]

d

dt
|ψ〉 = −iH|ψ〉, (3.1)

and system operators are constant, or in the Heisenberg picture, where
the state is constant and a system operator a evolves according to the
Heisenberg equation [38]

ȧ = −i [a,H] . (3.2)

Another, more general, way to describe the state and its evolution in
the Schrödinger picture is to use the density matrix ρ. The time evolution
for ρ is given by the Liouville - von Neumann equation

ρ̇ = −i [H, ρ] , (3.3)

which is easily derived from the Schrödinger equation [38]. The density
matrix representation is the most convenient one when we open up the
system to influence from the outside. Let us assume our system is a har-
monic oscillator with annihilation operator a. If this system is linearly
coupled to a bath of harmonic oscillators (a typical model for an environ-
ment), it can be shown, under some reasonable assumptions which we will
discuss in the next section, that the Liouville-von Neumann equation for
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the system density operator ρ is modified to [59, 60, 61]

ρ̇ = −i [H, ρ] + κD [a] ρ, (3.4)

where D [a] ρ = aρa† − 1
2a
†aρ − 1

2ρa
†a, and κ is the relaxation rate, the

rate at which photons leak out from the system. This is called a master
equation on the Lindblad form [62]. Having the master equation on this
form ensures that the density matrix properties ρ = ρ†, tr (ρ) = 1, and
ρ > 0 are preserved.

Given ρ and its time evolution the expectation value of a system op-
erator b is obtained from 〈b〉 = tr (bρ), and the time evolution of this
expectation value becomes ∂t 〈b〉 = tr (bρ̇).

The formalism above, though useful for understanding what happens
in an open quantum system, does not yet allow us to make statements
about what the output from the system to the surroundings is. To remedy
this we will therefore in this chapter look at input-output theory [61, 63].
Furthermore, we will investigate what happens when a measurement is
done on the output signal, and what kind of back-action this can give on
the system. This will give us the framework of stochastic master equations
(SMEs) [16], which is employed in both papers of this thesis. For the next
chapter we leave the topic of how to deal with cascaded quantum systems,
i.e., a series of systems where the output from one is used as input to
another.

3.1 Input-output theory

Let us have a closer look at the example, mentioned above, of a harmonic
oscillator (the system) coupled to an environment. The system has the
Hamiltonian

Hsys = ωsa
†a, (3.5)

where ωs is the oscillator frequency. The environment is modelled as a
collection of harmonic oscillators, an electromagnetic field if you will, with
Hamiltonian

Henv =

∫ ∞
0

ωb†(ω)b(ω) dω, (3.6)

and the coupling between system and environment is given by

Hint = i

∫ ∞
0

√
κ(ω)

2π

(
b†(ω)a− a†b(ω)

)
dω, (3.7)
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where κ(ω) is some frequency-dependent coupling strength. To get this
interaction we made the RWA, i.e we assumed that terms like ab(ω) os-
cillate rapidly and average out on the timescales we are interested in, just
like when we went from Eq. (2.14) to Eq. (2.15) in Section 2.3.

To study input and output for the system we follow Ref. [63]. We
begin by extending the integration limits to −∞ in Eq. (3.6) and Eq. (3.7).
This is an acceptable approximation, since only terms with frequencies
close to ωs are important. With this modification done, we write down
the Heisenberg equation for the system and field operators. Using the
commutation relations

[
a, a†

]
= 1 and

[
b(ω), b†(ω′)

]
= δ(ω − ω′) gives

ḃ(ω) = −iωb(ω) +

√
κ(ω)

2π
a, (3.8)

ȧ = −iωsa−
∫ ∞
−∞

√
κ(ω)

2π
b(ω) dω. (3.9)

Defining b0(ω) = b(ω,t = t0) as the initial field state at some time t0 < t
lets us write the solution to the first equation as

b(ω) = e−iω(t−t0)b0(ω) +

√
κ(ω)

2π

∫ t

t0

a(t′)e−iω(t−t′) dt. (3.10)

Now, we make the Markov approximation that κ(ω) varies slowly around
ωs and thus can be taken to be constant, κ(ω) = κ. This gives the idealized
description of white noise, which is delta-correlated (the damping of the
system at time t will only depend on the field at time t, not on the field at
any previous time). We also define the in-field

bin(t) =
1√
2π

∫ ∞
−∞

e−iω(t−t0)b0(ω) dω. (3.11)

Inserting the expression for b(ω) from Eq. (3.10) into Eq. (3.9) with this
addition gives, after a little algebra, that the equation for a can be written

ȧ = −iωsa−
√
κbin(t)− κ

2
a. (3.12)

From this we see two things. Firstly, the in-field will affect the evolution
of the system operator a. Secondly, even if there is no input from the field
the coupling will still give rise to damping of a.
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Another way to solve the Heisenberg equation for b(ω) is to define
b1(ω) = b(ω,t = t1) as the future field state at some time t1 > t. This gives

b(ω) = e−iω(t−t1)b1(ω)−
√
κ(ω)

2π

∫ t1

t
a(t′)e−iω(t−t′) dt, (3.13)

and defining the out-field

bout(t) =
1√
2π

∫ ∞
−∞

e−iω(t−t1)b1(ω) dω (3.14)

lets us write the time-reversed equation for a as

ȧ = −iωsa−
√
κbout(t) +

κ

2
a. (3.15)

Using that Eq. (3.12) and Eq. (3.15) should give the same result at time t
now gives the important result

bout(t) = bin(t) +
√
κa(t), (3.16)

which connects input and output, the goal of this section.

3.2 Measurement back-action - an example

Before we move on to deriving SMEs for different types of measurements,
let us study a simple example of measurement back-action which will prove
illuminating for the discussion in Paper I. Imagine we have a system con-
sisting of a qubit in a state

|Ψ〉s = α|0〉+ β|1〉. (3.17)

We now want to do a measurement on this system. However, we don’t do
a direct projective measurement on the qubit. Instead we send in a second
qubit, a probe, which becomes entangled with the system. We then do a
measurement on the probe qubit and see what this lets us infer about the
system qubit.

The simplest version of this protocol is when the two qubits become
fully entangled, giving a state for system+probe

|Ψ〉s+p = α|00〉+ β|11〉. (3.18)
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Figure 3.1: The weakly entangled state illustrated using the Bloch sphere repre-
sentation for the probe qubit. The north and south poles of the sphere correspond
to the states |0〉 and |1〉, respectively. Illustration by Lars Tornberg.

Measuring the probe qubit to be in state |1〉 (|0〉) will then project the
system qubit into state |1〉 (|0〉). In other words, the act of measuring the
probe qubit gives back-action on the system qubit.

There are two ways to get more interesting back-action. Firstly, we can
choose to measure the probe qubit in some other basis (above we measured
in the Z basis). Secondly, the entanglement can be weaker. Let us study a
weakly entangled state

|Ψ〉s+p = α|00〉+ β|1〉
(

cos
ε

2
|0〉+ sin

ε

2
|1〉
)
, (3.19)

pictured in Fig. 3.1. If we now measure the probe qubit in the Z basis we
get

|Ψ〉s =

{
α|0〉+β cos ε/2|1〉√
|α|2+|β|2 cos2 ε/2

, if Z = +1,

|1〉, if Z = −1,
(3.20)

That is, measuring Z = +1 only gives us a little information about the
system qubit if ε is small, and in turn the back-action of the measurement
is small. If we look at the probe qubit in the Y basis instead we find

|Ψ〉s =

{
α|0〉+ βeiε/2|1〉, if Y = +1,

α|0〉+ βe−iε/2|1〉, if Y = −1,
(3.21)

Here we see that the measurement does not give any information about the
chances of finding the system qubit in state |0〉 or |1〉, since the probabilities
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for the Y measurement results do not depend on α and β. However, there
was still a measurement back-action in the form of a phase kick to the
system qubit. Also, if we know the degree of entanglement ε we know
what the measurement back-action was given the measurement result.

This last example is closely connected to our observations in Paper I.
There, we send in photons which become entangled with a system qubit.
Measuring the photons in one way gives information about the qubit state,
but measuring them another way only gives rise to a measurement back-
action in the form of phase kicks which can be calculated and undone given
the measurement record.

3.3 Measurements and stochastic calculus

In the example above, we arrived at the final state of the system, condi-
tioned on the measurement result, by projecting into the subspace corre-
sponding to the measurement result and then tracing out the probe. In
general, we consider the time evolution of a density matrix

ρ(t) = U(t)ρ(0)U †(t) (3.22)

for the combined Hilbert space of the system and the probe. Here U(t) =
U(t,0) is the time evolution operator.

The measurement can give different outcomes i, corresponding to pro-
jecting the probe into the state |i〉 in the Hilbert space of the probe. The
probability of outcome i is pi = tr (|i〉〈i|ρ|i〉〈i|). If we assume that the
probe is initialized in some ground state |0〉, then the system density ma-
trix, after the measurement shows result i, is given by

ρsi (t) =
1

pi

〈
i
∣∣∣U(t)(ρs(0)⊗ |0〉〈0|)U †(t)

∣∣∣ i〉 =
1

pi
Ωi(t)ρ

s(0)Ω†i (t). (3.23)

Here we define the operator Ωi(t) = 〈i |U(t)| 0〉, which is an operator living
in the system Hilbert space. This allows us to rewrite the expression for

the probability: pi(t) = tr
(

Ωi(t)ρ
sΩ†i (t)

)
.

Assuming the measurement takes place during some short time dt we
arrive at the equation of motion for the system density matrix [11, 32],

ρi(t+ dt) =
1

pi(dt)
Ωi(dt)ρi(t)Ω

†
i (dt). (3.24)
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It is important to note that this is very different from the master equation
presented in the first section of this chapter, as we now have allowed for
measurements, which means that probabilities come into play and turns
this into a stochastic equation. An equation of this type, which gives the
evolution of a system conditioned on measurements, is often referred to
as a quantum trajectory equation [64, 65]. While a usual master equation
describes the average evolution of a system over many experiments, a quan-
tum trajectory is like a single run of an experiment. Thus, averaging over
the possible measurement outcomes will let us recover the usual master
equation from a quantum trajectory equation, which we will see examples
of later on.

We will in the following sections derive stochastic master equations
for photodetection and homodyne detection. To make this task (and also
the calculations of the next chapter) easier, we will first develop some
notation and concepts from the section on input-output theory. There,
in Section 3.1, we defined the in-field bin(t). Setting t0 = 0 for simplicity
from here on, we can calculate the commutation relation

[
bin(t), b†in(t′)

]
=

1

2π

∫ ∞
−∞

dω

∫ ∞
−∞

dω′e−iωt+iω
′t′
[
b0(ω), b†0(ω)

]
=

1

2π

∫ ∞
−∞

dωe−iω(t−t′) = δ(t− t′), (3.25)

which strengthens the view of bin(t) as white noise. We define [61, 63]

Bt =

∫ t

0
bin(s) ds, (3.26)

which is known as a quantum Wiener process. From this we get the quan-
tum noise increments

dBt =

∫ t+dt

t
bin(s)ds, (3.27)

which is often written on differential form as dBt = bin(t)dt.

Now we are ready to write down the time evolution operator U(t),
which we will need to calculate the effect of measurements. Moving to the
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rotating frame of Henv we have

U(t) = T exp

[
− i
∫ t

0
dt′
(
Hsys

+i

√
κ

2π

∫
dω
(
ab†(ω)eiωt

′ − a†b(ω)e−iωt
′
))]

= T exp
[
−iHsyst+

√
κ
(
aB†t − a†Bt

)]
, (3.28)

where T is the time-ordering operator. Note that we here have replaced
the b’s with b0’s to get the final result. This can be done since∫ ∞

−∞
dωb(ω) = bin(t) +

√
κ

2
a(t), (3.29)

and the term with a(t) will only give rise to a constant when Eq. (3.29) is
inserted into the coupling Hamiltonian Eq. (3.7). A constant term in the
Hamiltonian does not affect the dynamics, and can thus be ignored.

We would like to expand Eq. (3.28) for a small increment in t to get
dUt. However, care is required when dealing with stochastic increments.
There are two approaches to the problem: Stratonovich calculus and Itō
calculus [61, 63, 66, 67, 68].

In Stratonovich calculus, an integral of some function or system oper-
ator f(t) with stochastic increments is defined as∫ t

0
f(t′) dBt′ = lim

n→∞

n∑
i=0

1

2
(f(ti) + f(ti+1))

(
Bti+1 −Bti

)
. (3.30)

The advantage with this approach is that the chain rule of ordinary calculus
continues to hold for stochastic increments, i.e., d(AB) = A(dB) + (dA)B
even for stochastic processes A and B. The downside is that the terms in
the sum defining the integral don’t necessarily commute, as the terms are
defined on overlapping time intervals.

In Itō calculus, the same integral is instead defined as∫ t

0
f(t′) dBt′ = lim

n→∞

n∑
i=0

f(ti)
(
Bti+1 −Bti

)
, (3.31)

which ensures that the terms in the sum commute, as they only overlap
on a time interval of length zero (f(ti) only depends on Bt with t < ti).



3.3 Measurements and stochastic calculus 21

The prize to pay is that the chain rule has to be modified to d(AB) =
A(dB)+(dA)B+(dA)(dB). In the following we will work with Itō calculus,
since the fact that f(t′) dBt′ commute makes calculating expectation values
easier.

Before we can find dUt, we need to calculate expectation values like〈
dBtdB

†
t

〉
=

∫ t+dt

t
dt′
∫ t+dt

t
dt′′
〈

0
∣∣∣bin(t′)b†in(t′′)

∣∣∣ 0〉
=

∫ t+dt

t
dt′
∫ t+dt

t
dt′′
〈

0
∣∣∣[bin(t′), b†in(t′′)

]∣∣∣ 0〉
=

∫ t+dt

t
dt′
∫ t+dt

t
dt′′δ(t′ − t′′)〈0|0〉

=

∫ t+dt

t
dt′ = dt, (3.32)

where we have used bin(t)|0〉 = 0 in the first equality. This tells us that

under vacuum expectations we can treat dBtdB
†
t as dt. Similar calculations

give that dBtdBt, dB†tdB
†
t , and dB†tdBt are all 0. These are known as

the Itō rules for vacuum expectations, and they show why Bt is called a
quantum Wiener process. The Itō rules can be generalized to having the
bath in a thermal state [61, 63].

Expanding Eq. (3.28) using Itō calculus now gives

dUt =
[
− iHsysdt+

√
κ
(
adB†t − a†dBt

)
+

1

2

(
−iHsysdt+

√
κ
(
adB†t − a†dBt

))2
+O(t3/2)

]
Ut

=

[
−iHsysdt+

(
LdB†t − L†dBt

)
− 1

2
L†Ldt+O(t3/2)

]
Ut, (3.33)

where we have introduced the common notation L =
√
κa. With this

expression for the time evolution we can now also derive the Itō Langevin
equation for a system operator c [61, 63],

dc(t) = d(U †t cUt) = dU †t cUt + U †t cdUt + dU †t cdUt

= −i [c(t), Hsys(t)] dt+D†[L(t)]c(t)dt

+ [c(t), L(t)] dB†t +
[
L†(t), c(t)

]
dBt, (3.34)

where D†[L]c = L†cL − 1
2

{
L†L, c

}
, and we have used the Itō rules for

vacuum expectations.
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To calculate expectation values of system operators, we can either stay
in the Heisenberg picture and use Eq. (3.34), or we can find an effective
density matrix for the system in the Schrödinger picture. To do the latter,
we note that

〈c(t)〉 = trStrB [(c(t)⊗ 1B) (ρS(0)⊗ ρB(0))]

= trStrB

[
U †(t) (c(0)⊗ 1B)U(t) (ρS(0)⊗ ρB(0))

]
, (3.35)

where S denotes system, B denotes bath (environment), and 1B is the
identity operator in the bath Hilbert space. We also assume that the
system+bath state factorizes at time t = 0 as |ψ0〉 ⊗ |0〉, where ψ0 is some
pure system state. By using the cyclic property of the trace, we can rewrite
this equation as

〈c(t)〉 = trS [c(0)ρ̂S(t)] , (3.36)

where ρ̂S(t) is the effective system density matrix

ρ̂S(t) = trB

[
U(t) (ρS(0)⊗ ρB(0))U †(t)

]
. (3.37)

From Eq. (3.34) we get

〈dc(t)〉 = 〈0,ψ0 |dc(t)| 0,ψ0〉

=
〈
ψ0

∣∣∣−i [c(t), Hsys(t)] +D†[L(t)]c(t)
∣∣∣ψ0

〉
dt

= trS

[(
−i [c(t), Hsys(t)] +D†[L(t)]c(t)

)
ρ̂S(0)

]
, (3.38)

But since we also have

〈dc(t)〉 = trS [c(0)dρ̂S(t)] , (3.39)

the cyclic property of the trace gives us an equation of motion for the
effective density matrix,

dρ̂S(t) = −i [H, ρ̂S(t)] dt+D[L]ρ̂S(t)dt, (3.40)

where we have removed the time arguments t = 0 from the Schrödinger
picture system operators. Remembering that L =

√
κa, we see that we

have rederived Eq. (3.4).
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3.4 Photodetection

Let us apply the formalism above to a simple (in theory, not always in prac-
tice) measurement, photodetection. We return to our favorite example, a
harmonic oscillator coupled to an environment. There are two measure-
ment outcomes possible during a short time dt; either no photon is detected
or one photon is detected. We calculate the corresponding Ωi operators
using the expression for the time evolution operator from Eq. (3.33):

Ω0(t+ dt, t) =
〈

0
∣∣∣1− iHsysdt+

√
κ
(
adB†t − a†dBt

)
− κ

2
a†adt

∣∣∣ 0〉
= 1− iHsysdt−

κ

2
a†adt, (3.41)

Ω1(t+ dt, t) =
〈

1
∣∣∣1− iHsysdt+

√
κ
(
adB†t − a†dBt

)∣∣∣ 0〉
+

〈
1

∣∣∣∣(−iHsysdt+
√
κ
(
adB†t − a†dBt

))2
∣∣∣∣ 0〉

=
√
κa
√

dt, (3.42)

where we have used the Itō rules for vacuum expectation values and |1〉 =
1√
dt

dB†(t)|0〉 [16].

Inserting these results in Eq. (3.24) gives

ρ0(t+ dt) =

(
1− iHsysdt− κ

2a
†adt

)
ρ0(t)

(
1 + iHsysdt− κ

2a
†adt

)〈(
1 + iHsysdt− κ

2a
†adt

) (
1− iHsysdt− κ

2a
†adt

)〉
=

ρ0(t)− i [Hsys, ρ0(t)] dt− κ
2

{
a†a, ρ0(t)

}
dt+O(dt2)

1− κ 〈a†a〉 dt+O(dt2)

=
(
ρ0(t)− i [Hsys, ρ0(t)] dt− κ

2

{
a†a, ρ0(t)

}
dt
)

×
(

1 + κ
〈
a†a
〉

dt
)

+O(dt2)

= ρ0(t)− i [Hsys, ρ0(t)] dt− κ

2

{
a†a, ρ0(t)

}
dt

+κ
〈
a†a
〉
ρ0(t)dt+O(dt2), (3.43)

and carrying out a similar calculation for ρ1(t) leaves us with

dρ0 =
(
−i [Hsys, ρ0(t)] + κ

〈
a†a
〉
ρ0 −

κ

2

{
a†a, ρ0

})
dt, (3.44)

dρ1 =
aρ1a

†

〈a†a〉
− ρ1. (3.45)
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Defining the stochastic process N(t), which counts the number of pho-
tons detected up to time t, we get the stochastic increment dN(t). This
increment has the properties dN(t)2 = dN(t), since in a small enough
time interval one can only detect either 0 or 1 photons, and E [dN(t)] =
κ
〈
a†a
〉

dt, which is the probability of detecting one photon during the time
dt. Using this notation we can write the stochastic master equation

dρ =
(
−i [Hsys, ρ0(t)] + κ

〈
a†a
〉
ρ− κ

2

{
a†a, ρ

})
dt

+

(
aρa†

〈a†a〉
− ρ
)

dN(t), (3.46)

which describes how the system state develops, conditioned on the mea-
surement record N(t). To make the connection with previous master equa-
tions, we remember that Eq. (3.46) describes a quantum trajectory. Av-
eraging over many trajectories, using the expectation value for dN(t), lets
us recover Eq. (3.4).

Also, the SME can be generalized to the case of an imperfect detector.
Assuming that the detector only registers a fraction η (this parameter is
known as the measurement efficiency) of the photons leaking out from the
system, we recover an ordinary Lindblad term describing the loss of the
undetected photons. The final expression for the SME is [16]

dρ =

(
− i
~

[H, ρ] + (1− η)κD [a] ρ

)
dt

+G [a] ρdN(t)− 1

2
ηκM

[
a†a
]
ρdt, (3.47)

where we have introduced the notation G [c] ρ = cρc†

〈c†c〉 − ρ, M [c] ρ = cρ +

ρc† −
〈
c+ c†

〉
ρ, and where now E [dN(t)] = ηκ

〈
a†a
〉

dt. An SME of this
type, with the addition of a qubit coupled to the harmonic oscillator, is
central to Paper I.

3.5 Homodyne detection

As a good photodetector for microwave quantum optics has yet to be
demonstrated, most experiments use a homodyne measurement instead.
The theoretical model for a homodyne measurement is depicted in Fig. 3.2.
The output from the system is fed into one of the two input ports of a 50/50
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Figure 3.2: The model for homodyne detection.

beamsplitter. A strong coherent signal, from a local oscillator (LO), at the
same frequency is applied to the other input port. The two outputs from
the beamsplitter are then detected by separate photodetectors, and the
final measurement signal, the homodyne current, is the difference of the
two photocurrents. It should be clearly noted that this is a theoretical
model; the actual experimental implementation is different (since there
are no microwave photon detectors) [69].

We can use the same formalism as in the previous section to derive
the Ωi operators for each of the two photodetectors. However, we must
remember that the inputs to the two detectors are mixes of the vacuum
dBt driven by the coherent signal, and the vacuum dAt which is in contact
with the system. For a 50/50 beamsplitter, these mixes are given by

dC
(1)
t =

1√
2

(dAt + dBt) , (3.48)

dC
(2)
t =

1√
2

(dAt − dBt) . (3.49)

We must also find the time evolution operator for the B vacuum. As
this vacuum is driven by a coherent signal with amplitude β (|β|2 is the



26 Stochastic Master Equations

photon flux), we now get terms like β∗dBt instead of
√
κa†dBt as we had

previously. Keeping in mind that |0〉 now really means |0〉A⊗ |0〉B, we get

Ω0(t+ dt, t) =
〈

0
∣∣∣1− iHsysdt+

√
κ
(
adA†t − a†dAt

)
+ βdB†t

∣∣∣ 0〉
+
〈

0
∣∣∣−β∗dBt − κ

2
a†adt− |β|2 dt

∣∣∣ 0〉
= 1− iHsysdt−

κ

2

(
a†a+ |β|2

)
dt, (3.50)

Ω1/2(t+ dt, t) =

√
κ

2
(a± β)

√
dt, (3.51)

where we used 〈1|1/2 = 1√
2
√

dt
〈0| (dAt + dBt) and the Itō rules. With these

results in hand, we can write down the equation of motion for the density
matrix for the three different measurement results. Defining the stochastic
photon counting processes N1(t) and N2(t) with corresponding stochastic
increments, we get an SME.

The SME for homodyne detection is a result of taking the limit of an
infinitely strong LO, i.e., β → ∞. Carrying through this analysis, which
requires some work that is well described elsewhere [32, 60], eventually
leads to the SME

dρ = −i [H, ρ] + κD [a] ρ+
√
κηM

[
ae−iφ

]
ρdW (t), (3.52)

where we have included the effect of measurement efficiency η, dW (t) is a
Wiener increment, and φ is a phase set by the local oscillator. The Wiener
increment is a random variable with E [dW (t)] = 0 and variance dt. The
phase φ determines which quadrature of the signal is measured. We see
that averaging over many quantum trajectories given by Eq. (3.52) once
again lets us recover Eq. (3.4).

The measurement signal is the homodyne current

j(t)dt =
√
κη
〈
ae−iφ + a†eiφ

〉
dt+ dW (t), (3.53)

which one gets by taking the limit β →∞ of the normalized photocurrent
(N1(t)−N2(t)) /β [32, 60]. Eq. (3.53) shows two things clearly. Firstly,
changing φ indeed determines which quadrature is measured. Secondly,
the signal will be noisy, even for a vacuum bath, due to the stochastic
increment dW (t).

The SME for homodyne detection is very important for the calculations
in Paper I. With one or two qubits coupled dispersively to the resonator,
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a homodyne measurement on the resonator output can give very different
types of information about the qubit state(s) depending on which quadra-
ture is measured.





Chapter 4

Cascaded Quantum Systems

In the previous chapter we developed tools to deal with input to, and out-
put from, open quantum systems, and measurements on these signals. A
natural extension of these considerations is to investigate what happens
when we use the output from one system as the input for another system.
In this chapter, we will introduce a convenient formalism, the (S,L,H)
formalism [17, 18], that allows us to cascade quantum systems in a multi-
tude of ways. Furthermore, we also look at a closely connected formalism
that allows us to calculate what happens when Fock state photons are used
as input to a system.

4.1 The (S,L,H) formalism

Let us assume we have two systems, described by Hamiltonians H1 and
H2, respectively. Assume furthermore that the first system is coupled via
an input-output port to the environment by a coupling operator L1, and
that the output from the first system is fed into the second system, which
is coupled to that output by L2. Finally, we assume that there is no time
delay in relaying a signal from the first system to the second. The time
evolution operator for the combined system can then be found by first time
evolving the state of system 1 for a small time dt, then evolving the state
of system 2 for that small time, and so on. The first part of this time



30 Cascaded Quantum Systems

evolution is then, using Eq. (3.33), given by

U
(2)
dt U

(1)
dt =

(
1 + dU

(2)
0

)(
1 + dU

(1)
0

)
= 1− i (H1 +H2) dt

+ (L1 + L2) dB†0 −
(
L†1 + L†2

)
dB0

−1

2

(
L†1L1 + L†2L2

)
dt− L†2L1dt

= 1− i
(
H1 +H2 +

1

2i

(
L†2L1 − L†1L2

))
dt

−1

2
(L1 + L2)† (L1 + L2) dt

+ (L1 + L2) dB†0 − (L1 + L2)† dB0. (4.1)

From this, we see that the total system behaves as if it had a Hamiltonian

H = H1 +H2 + 1
2i

(
L†2L1 − L†1L2

)
, and coupled to the environment via an

operator L = L1 + L2 [68].
The above derivation suggests that an open quantum system could be

assigned a doublet G = (L,H), and that the series product of two systems
is given by

G = G2 / G1 =

(
L1 + L2, H1 +H2 +

1

2i

[
L†2L1 − L†1L2

])
. (4.2)

We note that the total doublet is not invariant under interchange of 1 and
2. This reflects the ordering of the two systems; the output from one is fed
into the other, not the other way around. This formalism can be extended
to systems having several input-ouput ports. The L then becomes a column
vector of coupling operators, and the above expression still holds.

So far, we have only used the L and H in (S,L,H). So, what is the S?
The S is called the scattering matrix. It is an addition to the formalism
needed to describe systems with scattering between multiple channels [18].
The typical example is a beamsplitter. A beamsplitter has neither L nor H,
it is simply a device that takes two inputs and mixes them into two outputs.
The S describes this scattering process, and provides a way to use the
(S,L,H) formalism to handle connections between a multitude of different
quantum systems. To exemplify, the triplet for a 50/50 beamsplitter is
given by

GBS =

((
1√
2
− 1√

2
1√
2

1√
2

)
,

(
0
0

)
, 0

)
. (4.3)
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G1 G2

G1

G2

G

Figure 4.1: The three operations that the (S,L,H) formalism can handle. From
top to bottom: series product G2 / G1, concatenation product G1 � G2, and
feedback.

Actually, the S also comes in handy for a single-channel case. In a
situation when the distance between two systems, G1 and G2, is non-
negligible, the (S,L,H) formalism can still work if one inserts a phase shift
between the two systems in the calculation. This is done by placing the
triplet Gφ = (eiφ,0,0) between G1 and G2.

Another component one would like to incorporate in many setups is a
coherent signal. Noting that this is just a displaced vacuum, one can show
that a coherent signal, sending in |α|2 photons per second, is described by
the triplet Gα = (1,α,0).

In the subsection below we list the three complete rules for (S,L,H)
calculations, including the modification to the series product derived above
brought about by the inclusion of S.
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4.1.1 (S,L,H) rules

Here, we summarize the calculation rules used in the (S,L,H) formalism.
The three operations are illustrated in Fig. 4.1. The series product / gen-
eralizes, when including the scattering matrix, to [17, 18]

G2 / G1 =

(
S2S1, S2L1 + L2, H1 +H2 +

1

2i

(
L†2S2L1 − L†1S

†
2L2

))
. (4.4)

To assemble systems we also need the concatenation product � (stack-
ing channels), which is given by

G2 �G1 =

((
S2 0
0 S1

)
,

(
L2

L1

)
, H2 +H1

)
. (4.5)

Finally, there is also a rule for the feedback operation [(S,L,H)]k→l =
(S̃,L̃,H̃), which represents feeding the kth output of a system into the lth

input of the same system. The result is

S̃ = S /[k,l] +



S1,l
...

Sk−1,l

Sk+1,l
...

Sn,l


(1− Sk,l)−1 (Sk,l . . . Sk,l−1 Sk,l+1 . . . Sk,n

)
,

L̃ = L /[k] +



S1,l
...

Sk−1,l

Sk+1,l
...

Sn,l


(1− Sk,l)−1 Lk,

H̃ = H +
1

2i

 n∑
j=1

L†jSj,l

 (1− Sk,l)−1 Lk − h.c.

 , (4.6)

where S /[k,l] and L /[k] are the original scattering matrix and coupling vector
with row k and column l removed [70].
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Once we have the (S,L,H) for our total system,

G =

S,
L1

...
Ln

 , H

 , (4.7)

we can extract the master equation for the total system as

ρ̇ = −i [H, ρ] +
n∑
i=1

D [Li] ρ. (4.8)

The average output from port i of the system is simply given by 〈Li〉.

4.1.2 An (S,L,H) example - coupled cavities

Let us look at an example of how to use the (S,L,H) formalism. We choose
as our system a simplified version of a setup used in Paper I to model a
bandpass filter. Imagine a coherent signal impinging on a two-sided cavity
from the left. The output from the right side of the cavity is then sent on,
hitting a second two-sided cavity from the left. We imagine there being
a circulator between the two cavities so that the signal reflected from the
second cavity doesn’t return to the first cavity. The setup is depicted in
Fig. 4.2.

We begin by writing down the (S,L,H) triplets of the different system
components. The incoming coherent signal is simply given by

Gβ = (1,β, 0), (4.9)

where |β|2 is the photon flux, measured in units of photons per second.
The first cavity has the triplet

Ga =

((
1 0
0 1

)
,

(√
κ1a√
κ2a

)
, Ha

)
= (1,

√
κ1a,Ha) � (1,

√
κ2a,0) ≡ Ga1 �Ga2 (4.10)

where a is the annihilation operator for the mode in the cavity, κ1 and κ2

are the photon loss rates through the left and the right side of the cavity,
respectively, and

Ha = ∆aa
†a (4.11)
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Ga1β

Ga2 Gb1

Gb2

Figure 4.2: Top: Illustration of the setup for the two coupled cavities. Bottom:
A schematic picture of the same setup, showing how to set up the (S,L,H) triplet
for the total system. It should be understood as follows: The uppermost input is
that which is fed in through the left side of the first cavity, the middle input is
that which enters the first cavity from the right, and the last input is that which
enters the second cavity from the right. The first output is that which exits, or
is reflected from, the left side of the first cavity. The second output is that which
exits, or is reflected from, the left side of the second cavity. Finally, the last
output exits, or is reflected from, the right side of the second cavity.
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is the Hamiltonian of the cavity in a frame rotating with the frequency ωβ
of the input signal. ∆a = ωa−ωβ is the detuning from the cavity frequency
ωa. It is useful to decompose the cavity triplet like this to properly deal
with using one of its outputs as the input for the second cavity, which has
the triplet

Gb = Gb1 �Gb2 = (1,
√
κ3b,Hb) � (1,

√
κ4b,0), (4.12)

with everything defined in analogy with the case of the first cavity.
We can now, using the schematic in Fig. 4.2, calculate the triplet for

the combined system,

G = (I �Gb1 �Gb2) / ((Ga1 / Gβ) �Ga2 � I)

=

13,

 0√
κ3b√
κ4b

 , Hb


/

13,

β +
√
κ1a√

κ2a
0

 , Ha +
1

2i

√
κ1

(
βa† − β∗a

)
=

(
13,

 β +
√
κ1a√

κ2a+
√
κ3b√

κ4b

 ,

Ha +Hb +
1

2i

√
κ1

[
βa† − β∗a

]
+

1

2i

√
κ2κ3

[
ab† − a†b

])
(4.13)

where the inserted identity triplets I = (1,0,0) make sure that the right
channels are connected, and 1n denotes the n× n identity matrix.

From Eq. (4.8) we now see that the master equation for the total system
is

ρ̇ = −i
[
Ha +Hb +

1

2i

√
κ1

(
βa† − β∗a

)
+

1

2i

√
κ2κ3

(
ab† − a†b

)
, ρ

]
+D [β +

√
κ1a] ρ+D [

√
κ2a+

√
κ3b] ρ+D [

√
κ4b] ρ. (4.14)

Noting that

D [a+ b] ρ = D [a] ρ+D [b] ρ+ aρb† + bρa†

−1

2

((
a†b+ b†a

)
ρ+ ρ

(
a†b+ b†a

))
, (4.15)
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after some algebra we are able to rewrite the master equation as

ρ̇ = −i
[
Ha +Hb − i

√
κ1

(
βa† − β∗a

)
, ρ
]

+ (κ1 + κ2)D [a] ρ+ (κ3 + κ4)D [b] ρ

+
√
κ2κ3

([
b, ρa†

]
+
[
aρ, b†

])
. (4.16)

To see what signal comes out from the right side of the second cavity we
would solve this master equation and look at

√
κ4 〈b〉.

To prove that a cavity acts as a filter for a signal, it is enough to study
the steady state of the signal that is reflected from the first cavity, i.e.,
β +

√
κ1 〈a〉ss (as given by the input-ouput relation Eq. (3.16)). Using

commutation relations for the a’s and b’s, and the cyclic property of the
trace, we get that the steady state of 〈a〉 is given by

0 =
d

dt
〈a〉 = tr (aρ̇) = −

√
κ1β −

(
i∆a +

1

2
κ1 +

1

2
κ2

)
〈a〉 , (4.17)

which leads us to

〈a〉ss = −
√
κ1β

i∆a + 1
2κ1 + 1

2κ2
. (4.18)

Assuming κ1 = κ2 ≡ κa, the steady-state reflected signal form the first
cavity is thus

β − κaβ

i∆a + κa
. (4.19)

We see that the photon flux, the absolute value squared of the above quan-
tity, is 0 when the input signal is on resonance with the cavity, i.e., when
∆a = 0. Furthermore, the photon flux is exactly half of the input when
∆a = ±κa. This clearly shows that the cavity acts as a filter with band-
width 2κa.

4.2 A formalism for Fock-state input

The (S,L,H) formalism is indeed versatile, but there are some situations
where additional efforts are needed. One example is the problem of Fock
state photons impinging on a quantum system. To treat this problem
properly, a formalism including a description of the photon wavepacket



4.2 A formalism for Fock-state input 37

is needed. Such a formalism, which is derived using the by now famil-
iar quantum stochastic calculus, was recently presented [19], drawing on
theoretical efforts of the last decades [71, 72].

First, we define the Fock state [73]

|1ξ〉 =

∫ ∞
−∞

dωξ̃(ω)b†(ω)|0〉, (4.20)

where ξ̃(ω) is the spectral density function describing how the photon is
superposed over different modes. The spectrum is assumed to be con-
fined to a small bandwidth around a center frequency ωc, which is close to
the relevant frequency of the system to be interacted with. We then de-
fine a slowly varying envelope ξ̃(ω) → ξ̃(ω)e−iωct. The Fourier transform
F [ξ̃(ω)] = ξ(t) is the temporal shape of the photon, normalized according
to
∫

dt |ξ(t)|2 = 1. In the time domain we then have

|1ξ〉 =

∫ ∞
−∞

dtξ(t)b†in(t)|0〉, (4.21)

and a Fock state with N photons can be defined as

|Nξ〉 =
1√
N !

(∫ ∞
−∞

dtξ(t)b†in(t)

)N
|0〉. (4.22)

Assuming that the system+bath state factorizes at time t = 0 as |ψ〉⊗
|Nξ〉, where ψ is some pure system state, we now proceed like in Section 3.3
to derive an equation for the effective density matrix of the system. It turns
out to be more complicated than before, since the system now can absorb
excitations from the bath, which was not the case when the bath was in the
vacuum state. Remember that all equations in Section 3.3 were derived
using the Itō vacuum expectation rules for combinations of dBt and dB†t .
Fortunately, it can be shown that these rules still hold unchanged even
for asymmetric expectation values 〈Mξ |. . .|Nξ〉 [19]. Thus, Eq. (3.33) and
Eq. (3.34) can still be used.

Using the identity

dBt|Nξ〉 = dt
√
Nξ(t)|N − 1ξ〉, (4.23)

which can be shown rather easily [19], together with Eq. (3.34) gives that
the equation of motion for the expectation value of a system operator c in
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the Heisenberg picture is

〈dc(t)〉 = 〈Nξ,ψ |dc(t)|Nξ,ψ〉

=
〈
Nξ,ψ

∣∣∣−i [c(t), Hsys(t)] +D†[L(t)]c(t)
∣∣∣Nξ,ψ

〉
dt

+
〈
Nξ,ψ

∣∣∣[c(t), L(t)] dB†t +
[
L†(t), c(t)

]
dBt

∣∣∣Nξ,ψ
〉

=
〈
Nξ,ψ

∣∣∣−i [c(t), Hsys(t)] +D†[L(t)]c(t)
∣∣∣Nξ,ψ

〉
dt

+ 〈N − 1ξ,ψ |[c(t), L(t)]|Nξ,ψ〉 ξ∗(t)dt

+
〈
Nξ,ψ

∣∣∣[L†(t), c(t)]∣∣∣N − 1ξ,ψ
〉
ξ(t)dt. (4.24)

Apparently, we need to evaluate several expectation values on the form
〈nξ,ψ |X(t)|mξ,ψ〉 for different system operators X(t) in order to eventu-
ally find 〈c(t)〉. From Eq. (3.34) and Eq. (4.23) we get

〈nξ,ψ |dX(t)|mξ,ψ〉 = 〈nξ,ψ |−i [X(t), Hsys(t)]|mξ,ψ〉dt

+
〈
nξ,ψ

∣∣∣D†[L(t)]X(t)
∣∣∣mξ,ψ

〉
dt

+
〈
nξ,ψ

∣∣∣[L†(t), X(t)
]∣∣∣m− 1ξ,ψ

〉√
mξ(t)dt

+ 〈n− 1ξ,ψ |[X(t), L(t)]|mξ,ψ〉
√
nξ∗(t)dt. (4.25)

Thus, we see that we end up with a system of equations that couple down-
wards, and solving them starting with 〈0,ψ |X(t)| 0,ψ〉 will eventually give
〈c(t)〉. The initial conditions are

〈nξ,ψ |X(0)|mξ,ψ〉 =

{
〈ψ |X(0)|ψ〉 , if n = m,
0, if n 6= m.

(4.26)

To get a description in terms of an effective system density matrix
instead, we define ρm,n in analogy with Eq. (3.36),

〈nξ,ψ |X(t)|mξ,ψ〉 = trS (ρm,n(t)X) . (4.27)

With this definition Eq. (4.25) can either be written as

〈nξ,ψ |dX(t)|mξ,ψ〉 = trS

(
ρm,n(t)

(
−i [X,Hsys] +D†[L]X

))
dt

+trS (ρm,n−1(t) [X,L])
√
nξ∗(t)dt

+trS

(
ρm−1,n(t)

[
L†, X

])√
mξ(t)dt, (4.28)
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or as

〈nξ,ψ |dX(t)|mξ,ψ〉 = trS (dρm,n(t)X) dt. (4.29)

Using these two equations together with the cyclic property of the trace
gives the system of equations

dρm,n(t)

dt
= −i [H, ρm,n(t)] +D [L] ρm,n(t)

+
√
n [L, ρm,n−1(t)] ξ∗(t)

+
√
m
[
ρm−1,n(t), L†

]
ξ(t), (4.30)

which can be solved by starting from the equation for ρ0,0(t), and working
your way upwards. From Eq. (4.26) and Eq. (4.27) it follows that the
initial conditions are

ρm,n(0) =

{
|ψ〉〈ψ|, if n = m,
0, if n 6= m.

(4.31)

Note that ρm,n = ρ†n,m, which reduces the number of equations needed
to be solved. The final result is ρN,N (t), which allows us to calculate the
expectation value of any system operator when a wavepacket containing
N photons interacts with the system.

This formalism can be extended in a number of ways. For example, it
allows for the bath state to be a superposition of Fock states. Also, one
can include a coupling between the system and the number noise incre-
ment dΛ(t) = b†in(t)bin(t)dt, but these things are outside the scope of this
thesis as they are not used in Paper II. The interested reader is referred to
Ref. [19].

4.2.1 Example - a photon and an atom

We illustrate the formalism for Fock state input using the simplest example
possible: a single-photon wavepacket impinging on a two-level atom. The
atom has the Hamiltonian, in the rotating frame of the photon center
frequency ωph,

H =
∆

2
σz, (4.32)

where ∆ = ω0 − ωph, and ω0 is the transition frequency of the atom. We
assume the photon wavepacket to have the Gaussian envelope

ξ(t) =

(
Γ2

2π

)1/4

exp

(
−

Γ2(t− tph)2

4

)
, (4.33)
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Figure 4.3: The dynamics of a single-photon wavepacket encountering a two-level
atom. The red line shows the temporal shape of the Gaussian wavepacket of
the photon, and the blue line shows the excitation probability of the atom as a
function of time. Parameters: ∆ = 0, tph = 5/γ, Γ = γ, ρsys(0) = |0〉〈0|.

where tph is the time when the center of the photon wavepacket arrives at
the atom, and Γ is the bandwidth of the photon.

The coupled density matrix equations become

ρ̇0,0 = −i
[

∆

2
σz, ρ0,0

]
+ γD [σ−] ρ0,0, (4.34)

ρ̇0,1 = −i
[

∆

2
σz, ρ0,1

]
+ γD [σ−] ρ0,1 + ξ∗(t) [

√
γσ−, ρ0,0] , (4.35)

ρ1,0 = ρ†0,1, (4.36)

ρ̇1,1 = −i
[

∆

2
σz, ρ1,1

]
+ γD [σ−] ρ1,1 + ξ(t) [ρ0,1,

√
γσ+]

+ξ∗(t) [
√
γσ−, ρ1,0] , (4.37)

with initial conditions ρ0,0(0) = ρ1,1(0) = ρsys(0), and ρ0,1(0) = ρ1,0(0) =
0.

The density matrix can be solved analytically by writing ρn,m as a
combination of Pauli matrices [74]. However, as this is somewhat tedious,
we limit ourselves to plotting, in Fig. 4.3, numerical solutions for the atom
excitation probability Pexc(t). This shows how the arrival of the photon
leads to a high probability of exciting the atom when the photon is on
resonance. The exact probability depends on the wavepacket shape [75].

In paper II, we perform a similar calculation to model the effect of a
single photon arriving at a three-level transmon. The photon is close to
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the resonance frequency of the first transition of the transmon. We study,
for different shapes of the photon wavepacket, how the presence of the
photon affects a coherent probe which is close to the second transition of
the transmon. Even in this case one can get far by a purely analytical
treatment.





Chapter 5

Paper Overview

Here we give an overview of the two papers on which this thesis is based.
We explain the main ideas of the papers, and show how the theoretical
methods of the previous chapters are applied. The main theme in both
papers is measurements on a quantum system, which means that the use
of SMEs are central to achieve results. Also, in both papers we cascade
quantum systems, using the techniques of Chapter 4.

5.1 Paper I - Undoing measurement-induced de-
phasing in circuit QED

As was discussed in Chapter 1, parity measurements on qubits are an in-
tegral part of many error correction schemes for quantum computing. In
2010 Lalumierè et al. [15] described how a parity measurement in circuit
QED can be carried out in practice. The idea is to place two qubits in a
cavity, tune the system into the dispersive regime, and send in a coherent
microwave signal at the resonance frequency of the cavity. For suitable
parameters a homodyne detection in one quadrature of the outgoing signal
will then only reveal information about the parity of the two qubits, and
no information about their individual states. However, akin to the exam-
ple in Section 3.2, the parity measurement gives phase kicks to the states
in one of the parity subspaces. Averaging over many measurements, this
looks like measurement-induced dephasing, which the authors show using
the formalism of stochastic master equations.

In Ref. [76] Tornberg and Johansson showed that part of this dephasing
can be undone. It turns out that monitoring the homodyne current (the
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measurement signal) gives information about the phase kicks, similar to
the example in Section 3.2. However, it appeared that only part of the
information about the phase kicks could be extracted this way, and the
problem of measurement-induced dephasing remained.

In Paper I, we look at measurements on both one and two qubits,
and both homodyne detection and photodetection. We show that all the
information about phase kicks can be extracted from the measurement
signal, and thus that the measurement-induced dephasing in principle can
be completely undone.

The key insight was that Ref. [76] considered the steady state case,
i.e., the coherent probe is turned on at time t = 0 and we try to undo the
phase kicks we have information about once a long time has passed. The
problem with this approach is that there will always be probe photons left
in the cavity which have yet to leak out and reach the detector. Each such
probe photon is entangled with the qubits and carries information about
their phase. The solution is simple: we analyze the situation where the
probe signal has been turned off at a time t = toff > 0 and we have waited
some time after that to let the remaining photons leak out of the cavity.

In this way we acquire all information about the phase kicks. For
the case of homodyne detection the homodyne current from time t = 0
is needed, while for the case of photodetection one has to keep track of
all the times when a photon has been detected. The calculation for the
case of photodetection, including tracing out the cavity degrees of freedom
to derive an effective SME for one qubit, is not done previously to our
knowledge. The effective SME for homodyne detection has been derived
previously [15, 77], but the result that the probe signal can be turned off
to undo all the measurement-induced dephasing is new.

The positive result on undoing the phase kicks is of course only achieved
in the limit of perfect detectors. Presently, there is still a lack of pho-
todetectors for microwave quantum optics, and the homodyne detection
schemes still suffer from problems with amplifier noise. To see if our re-
sults could be tested with currently available experimental equipment we
modelled the case of homodyne detection with imperfect detectors and lim-
ited bandwidth. We used the (S,L,H) formalism to insert a second cavity
(acting as a bandpass filter) through which the output from the cavity with
the qubits was passed.

This model shows that undoing some of the measurement-induced de-
phasing could be undone already with existing technology. As amplifiers
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are steadily improving towards being quantum-limited, this kind of quan-
tum feedback experiment might soon be realized.

5.2 Paper II - Breakdown of the cross-Kerr scheme
for photon counting

In Chapter 1, we briefly discussed the drawbacks of doing microwave quan-
tum optics with superconducting circuits. One example was the lack of a
good photodetector (though there are some suggestions trying to remedy
this [78, 79, 80]). In Paper II, we investigate the possibility of using a three-
level transmon to mediate a cross-Kerr type interaction between photons.
A Kerr interaction between two modes, with operators a and b, has the
form χa†ab†b. Thus, the presence of photons in one mode will change the
frequency of the photons in the other mode, giving them a phase shift.

In our approach, a single photon, which we wish to detect, is close to
resonance with the first transition in the transmon. The idea is that the
arrival of this photon will induce a phase shift of a coherent signal, which is
close to resonance with the second transition of the transmon. We need to
find out whether this shift is big enough to give a signal that is discernible
from noise.

We model the system at hand in two different ways. In the first ap-
proach we place a cavity to the left of the transmon, and initialize with
one photon inside. Using the (S,L,H) formalism we can derive the master
equation for the total system. Then, adding a homodyne measurement on
the coherent probe after the transmon gives us a stochastic master equa-
tion. By numerically simulating many quantum trajectories, some with
one photon in the cavity and some with zero photons in the cavity, we
get a distribution of measurement results (integrated homodyne currents)
for each case. From the separation and widths of the two distributions we
extract the signal-to-noise ratio (SNR).

The second approach is to use the Fock-state input formalism of the
previous chapter. This is advantageous, as it allows us to consider differ-
ent shapes of photon wavepackets (the photon leaking out from a cavity
can only have one shape). Furthermore, it turns out that the system of
equations for the density matrix is analytically solvable. We are thus able
to extract the SNR in a different way than before, and it yields the same
results as the first approach.

That being said, the results are somewhat disheartening for experi-
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mentalists waiting patiently for a microwave photodetector. We find no
parameter regime where the SNR exceeds 1 (which is necessary to make
a good detector). Even putting several transmons after each other in the
transmission line does not help, as they collectively act as one single trans-
mon if they are too close, and if they are far apart they still fail to give any
useful amplification, as a large impact on the probe is tied to the signal
photon being reflected (which means it will not interact with the rest of
the transmons).

Other ideas, such as squeezing the probe field and varying the ratio of
the two transmon relaxation rates, also fail to produce a good SNR. There
appears to be a fundamental limit here which hinders us from achieving
photon detection in this setup.



Chapter 6

Summary and outlook

In this thesis, we investigated two types of measurements in quantum op-
tics. To describe the effects of weak measurements on quantum systems, we
used quantum stochastic calculus, which we introduced in Chapter 3. Fur-
thermore, we also used formalisms for cascading quantum systems, which
is described in Chapter 4. We mainly envision our results being used in
the field of microwave quantum optics with supeconducting circuits, the
basic elements of which were introduced in Chapter 2.

In Paper I, we showed how unwanted measurement back-action (in the
form of measurement-induced dephasing) could be undone for certain mea-
surements on one and two qubits dispersively coupled to a resonator. The
results were shown to hold for both homodyne detection and photodetec-
tion. Basically, the photons coming out of the resonator are entangled with
the qubit(s), and measuring them will either give information about the
qubit state(s), which gives a projection, or about the measurement-induced
phase kick, which can be undone. The most important application of this
result will probably be improved parity measurements, which are needed
to implement error-correcting surface codes for quantum computing. As
a first step, it could also be used for an interesting quantum feedback
experiment.

In Paper II, we discussed the possibility of using a three-level transmon
to mediate a cross-Kerr type interaction between photons. The hope was
to use this as a photon detector in the microwave regime, the lack of which
is an annoying gap in the microwave quantum optics toolbox. However, it
turned out that there are fundamental limitations to this setup, resulting
in a signal-to-noise ratio below 1. Even some modifications to the original
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idea, such as cascading several transmons in a row, or using a squeezed
probe field, unfortunately turn out to be dead ends.

Looking to the future, we note that there now exists a good theoreti-
cal toolbox that can handle complex interconnection of quantum systems,
and measurements on the output of these systems. There is also software
available to help with many of these calculations [70, 81]. Considering this,
and the fact that experimental results for setups with one or a few qubits
show ever better coherence times and very good control capabilities, it
seems that we are ready to investigate more advanced setups. There has of
course already been some work done on quantum feedback [65, 82, 83] and
possible setups with many interconnected quantum systems [84, 85, 86],
but the possibilities are vast and beckoning for attention. For instance,
we have not given up on the ideas for photodetection from Paper II. We
are currently investigating the possibility of cascading several transmons
with circulators in between. This would break time-reversal symmetry,
and seems to provide a loophole to escape the limitations we saw in Paper
II.



Bibliography

[1] C. R. Monroe, D. M. Meekhof, B. E. King, and D. J. Wineland. A
”Schrödinger Cat” Superposition State of an Atom. Science 272, 1131
(1996).

[2] M. Brune, E. Hagley, J. Dreyer, X. Mâıtre, A. Maali, C. Wunderlich, J.
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