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First As Probe, Then As Function – 
Fluorescence in Bio-inspired Nanotechnology

Jonas Hannestad

Department of Chemical and Biological Engineering
Chalmers Univeristy of Technology

Abstract
In this thesis, I demonstrate how fluorescence can be used in the context of bio-inspired nanotechnology, 
both as an indirect probe and as a function in itself. By combining principles and molecules from three 
different bio-molecular systems, DNA, bacterial light-harvesting complexes and cell membranes, I have 
constructed nano- and microscale systems for long-range excitation energy transfer, light-harvesting 
and reaction control.

In the first part of the work, DNA is utilized as a scaffold for fluorophores, arranged in a manner 
that facilitates excitation energy transfer from either one end of a wire to the other, or from a single 
input to two separate outputs in a nanoscale DNA network. These photonic assemblies use Pacific Blue 
and Cy3 as input and output fluorophores, respectively. The network also comprises fluorescein as an 
alternative output. Both systems rely on the intercalator YO-PRO-1 to mediate energy transfer between 
input and output. With this design, it is possible to construct a 20-mer wire with over 90% end-to-end 
efficiency and a longer 50-mer wire that enables energy transfer over more than 20 nm. In the network, 
it is possible to regulate the flow of excitation energy between the two spatially and spectrally separate 
outputs.

In the second part, a DNA-based light-harvesting complex is presented.  By loading the DNA 
scaffold with intercalators it is possible to enhance the excitation of a membrane-anchored porphyrin 
acceptor through energy transfer from the YO-PRO-1 donors. Using a linear and a hexagonal light-
harvesting complex the excitation of the acceptor porphyrin can be enhanced by a factor of 12 and 18, 
respectively. 

Finally in the third part, lipid monolayer films with incorporated DNA molecules are created on 
hydrophobic substrates. DNA moves inside the film and can therefore interact and form duplexes with 
complementary strands also incorporated in the film. This process is studied in patterned surfaces 
where the mixing of lipid films is restricted by the shape of the hydrophobic support. The hybridization 
mechanism is investigated using single molecule fluorescence spectroscopy, showing that the duplex 
formation rate depends on the length of the DNA strand.

Keywords
DNA, nanotechnology, bio-inspired, lipid membrane, light-harvesting, fluorescence, FRET, single 
molecule fluorescence spectroscopy, self-assembly, spectroscopy.
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1. 
Introduction
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Empathy, evidently, existed only within the human community, whereas 
intelligence to some degree could be found throughout every phylum 
and order including the arachnida. For one thing, the emphatic faculty 
probably required an unimpaired group instinct; a solitary organism, 
such as a spider, would have no use for it; in fact it would tend to abort 
a spider’s ability to survive. It would make him conscious of the desire to 
live on the part of his prey. (p. 26)

‘Empathy,’ he said.

‘Something like that. Identification; there goes I. My god; maybe that’s 
what’ll happen. In the confusion you’ll retire me, not her. And she can 
go back to Seattle and live my life. I never felt like this before. We are 
machines, stamped out like bottle caps. It’s an illusion that I – I personally 
– really exist; I’m just representative of a type.’ She shuddered. (p. 164)

The above passages come from the novel “Do Androids Dream of Electric Sheep”, 
written by Philip K. Dick in 1968.1 The novel asks the question what - in a society 
where the creation of intelligent humanoid robots, androids, is possible - is definably 
human. The question is a question of boundaries, where does the biological entity, 
the human, end and where does the technological entity, the android, begin? When 
the androids become more and more like humans, to the point that they are almost 
indistinguishable, these boundaries are blurred.

This fictional story in many ways represents the scientific development in biology 
and nanotechnology. The expansion of molecular biology during the 20th century has 
challenged many of the boundaries between living and non-living objects and between 
biology and technology. The understanding of biology on a molecular level decodes 
life packing its functions into discrete (albeit interacting) units. From a different 
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perspective, biology is defined as technology through the development of transgenic 
species, functioning as production units or disease models. These hybrid beings are 
both autonomous biological entities and technological objects.

Nanotechnology is a field of science dealing with objects with one dimension in 
the length scale of 1-100 nm. The reasons for creating technology at this length scale 
are many. By making smaller devices, we can fit more functionalities in a smaller space, 
opening up for the creation of new technologies in areas where size previously has 
been a limiting factor. Creating technology on a smaller scale also potentially means 
that fewer resources are needed in the production.  Because of this, nanotechnology 
can be beneficial from an environmental point of view. However, what makes this size 
range really stand out is that it corresponds to the size of many biological macro- and 
supramolecules. This way, biological molecules and structures are turned into objects 
of technology. Thus, what molecular biology has done to organisms, nanotechnology 
does to the bio-molecules themselves. 

It is not only the biological molecules that are of technological interest. Also the way 
biological structures are assembled can be utilized in the creation of novel technology. 
Conventional technology, including much of today’s nanotechnology, relies on top-
down techniques such as lithography where the created object is etched from a bulk 
material according to a predetermined pattern.  Biological structures on the other hand 
assemble from the bottom up. Based on simple building blocks, systems with complex 
emergent properties can form, guided by the mutual interaction of the constituting 
parts. In chapter 2, I discuss these questions further, exploring how biological processes 
enter into technology, thereby creating hybrid systems.

The main focus of this thesis is on three biological fundaments, being either 
molecules or molecular assemblies whose structures or functions have potential as 
technology. The first system, covered in chapter 3, is DNA. In biology, the information 
bearing properties of DNA is utilized to code for genes and gene regulatory patterns. 
However, the capacity of molecular recognition can also be used to build physical 
structures to be used as scaffolds or functional devices in nanoscale technology. This 
constitutes a high-resolution template for designed structures on the nanometer scale. 

In chapter 5 the light-harvesting complexes of photosynthetic bacteria are 
presented. In these remarkable examples of nano-scale architecture, excitation energy 
is transported in multiple steps through ring-shaped assemblies to the reaction center 
where all redox-chemistry occurs. By arranging light-harvesting in this fashion, 
photosynthetic organisms can both cover a wider range of the solar spectrum and 
increase the turnover rate of the reaction center. Just as gathering of excitation energy is 
utilized in photosynthesis to drive reactions, it can also be applied in chemical devices. 
Photonic functionalities are desirable, not only in nanotechnology, but in many 
applications since they can carry information in a form that is easily translated between 
systems and offer noninvasive means of control. By wiring of excitation energy transfer 
through a molecular meshwork, in a way mimicking the light-harvesting complexes, 
reactions circuits could be constructed on the nanometer scale. Several examples where 
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these principles are adopted in the design of novel technology are discussed in chapter 
5, including photonic wires and artificial antenna devices. 

The final bio-molecular fundament, covered in chapter 6, is lipids; or rather their 
assembled state as lipid vesicles or lipid mono- or bilayers. In water solution, certain 
lipids have the tendency to self-assemble into membrane enclosed compartments 
capturing some of the water inside. It is this assembled membrane bubble that constitutes 
the fundamental structure of every biological cell. Without compartmentalization, 
assembly of autopoieticI systems combining metabolism and Darwinian evolution 
would not be possible. Hence, compartmentalization is a prerequisite for life. Lipid 
structures and membranes are not only physical boundaries; they are also highly 
dynamic being both bendable and having two-dimensional fluidity. This is reflected 
in the morphological and functional diversity of lipid membrane systems. Both the 
capability for compartmentalization and the structural dynamics of lipid systems make 
them interesting from a device perspective. In chapter 6 several examples are provided 
where ultra-small containers for molecular detection or interaction are created from 
liposomes. Further, the dynamic nature of lipid membrane is used to create two-
dimensional flow cells with controlled mixing of components.

To summarize, one might state that the three bio-molecular fundaments can be said to 
represent three different structural/functional aspects. DNA is the static structure that 
has a defined and rigid one, two or three-dimensional form, functioning more or less 
as a molecular scaffold. The light harvesting complexes on the other hand, are photonic 
structures, offering infrastructure for information transfer and control of functions 
on a nanometer scale. Finally, lipids are dynamic structures functioning to promote 
interactions by superpositioning molecular flows. In this thesis I describe how these 
systems are combined to create assemblies to introduce new functionalities. A common 
theme in the presented work is the use of fluorescence to study the constructed systems. 
Conventionally, fluorescence-based techniques utilize fluorescence as a probe or 
marker for some other functionality. In the presented work, fluorescence is recurringly 
being used in this way. However, a core element in this thesis is also to use fluorescence 
as a function in itself, in a way similar to the natural light-harvesting complexes.

In chapter 7, where the included papers are presented, these supramolecular 
structures come together in various forms. In papers I-III, DNA-based structures 
that facilitates the assembly of multi-chromophoric systems are created. In papers I 
and II, the purpose is to assemble systems that enable directional excitation energy 
transfer from a defined starting position to one or two target fluorophores in one or 
two dimensions, respectively. Energy transfer between input and output proceeds 
in multiple steps and requires diffusive energy migration through a mediator part 
consisting of intercalated YO-PRO-1 molecules. In paper III, the purpose is different. 
Here, multiple donor molecules, again YO-PRO-1, are associated to a DNA scaffold. 
To the scaffold, a porphyrin is covalently attached, linking the entire structure to a 
lipid membrane. The intercalated fluorophores enhance the excitation of the porphyrin 
through resonance energy transfer, acting as a light-harvesting antenna. Finally in 
paper IV and V, phospholipid monolayer films created on patterned and homogeneous 
I	 autopoietic means self-creating
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hydrophobic surfaces are utilized to facilitate mixing and hybridization of membrane 
anchored DNA molecules. This represents a platform for dynamic supramolecular 
assembly on surfaces. The process is followed using fluorescence microscopy with 
single molecule sensitivity.

Through the incorporation of fluorescence as a component in nanometer scale 
devices inspired by biological assemblies, the work presented here represent a use 
fluorescence not only as an indirect probe, but also as a function in itself. This way, 
fluorescence appears, first as probe, then as function.
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bioinspired
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As outlined in the introduction, an important part of the work in this thesis deals 
with the integration of biological systems and processes in technology. In order to 
understand what the implications of this are, and what it means on a practical level, 
it is of interest to discuss what the intermingling of biology and technology consists 
of. In this chapter, I will try to present some aspects of how nanotechnology brings 
biology into the realm of technology, in ways that to a certain extent are different from 
the bioscience of the late 20th century. I will also discuss how this interrelation disrupts 
the dualistic relationship between nature and technology, creating a world of hybrid 
entities. The purpose of this is to provide a better understanding of the ontological 
status of the different systems and assembly processes presented in this thesis. An 
important aspect of this is the notion that technological research is not descriptive, but 
performative. We, as researchers are not just studying the world, we are also creating it. 

To illustrate the merging of nature and technology, I will discuss two different examples 
approaching each other from opposite directions. In 2010 Craig J. Venter and co-
workers presented a bacterial cell controlled entirely by a synthesized genome.2 Aside 
from the aspect of wanting to study e.g. gene function in a controlled way, an important 
goal within synthetic biology is the creation of minimal cells for engineering purposes. 
This would then constitute a purely technological entity with a designed constitution in 
the form of a living cell. The other perspective is represented by protocells, constructed 
membrane compartments having cell-like properties. Protocells are technological 
entities designed to perform certain functions where their life-likeness is part of the 
function.3 Here, we see transitions were biological objects are designed to become more 
like technical devices, and vice versa.

Both these phenomena are clearly effects of the development of molecular biology, 
which offers access to biological system on the level of individual molecules. This 
access is associated with a certain merging of biology and technology. In “Modest_
Witness@Second_Millennium.” Donna J. Haraway argues that biotechnology replaces 
the previously dominating conception of “Nature”, characterized by whole organisms, 
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with the conception of “Life”, materialized as information in the form of genes.4 While 
whole organisms encompass life, genes are inanimate objects acting as a constituent 
for life. Genes also have transferable properties at a completely different scale than a 
complete organism has. These things together allow genes, and the living organism that 
host them, to become a technological entity. Of course, living organisms have been part 
of the technological domain before the advent of bioscience (breeding of livestock and 
crops in agriculture is perhaps the most striking example). However, this relation has 
been an external relation between living and non-living objects rather than a relation 
that transgresses the boundaries of the individual organism. The genetic material of an 
organism is both an internal and an external materiality (see schematic is Figure 2.1). 
Haraway writes:

Transgressive border-crossing pollutes lineages-in a transgenic organism’s 
case, the lineages of nature itself-transforming nature into its binary 
opposite, culture. […] The revolutionary continuities between natural 
kinds instaurated by the theory of biological evolution seem flaccid 
compared to the rigorous couplings across taxonomic kingdoms. (p. 60)

The transitory process when an object becomes a technological entity has close ties 
to the question of patentability. Haraway writes that, as late as 1980, is was possible to 
patent biotechnical processes but not the microorganisms themselves. In 1980 however, 
a patent was approved for a bacterium that breaks down petroleum. The bacterium was 
ruled to be a patentable composition of matter and a product of human ingenuity. 

Although much of this development occurs in the latter part of the 20th century, it 
should be noted however, that the conception of living organisms as machines is older 
than contemporary bioscience. The poster “Der Mensch als Industriepalast” by Fritz 
Kahn from 1929 depicts a cross-section of a human being (Figure 2.2). Instead of having 
internal organs, the body is filled with connected industrial facilities performing all 
bodily functions. The poster works only on the level of metaphors but is still a striking 
representation of how the human bodily processes are incorporated into industrial 
logic and structure. Further, it is worth noting that the poster is produced during a 
period of great expansion of the German chemical industry.  

“Nature”

extrinsic
forces

genes

biological organisms

“Life”

extrinsic
forces

genes

biological
organisms

Figure 2.1. Interrelation patterns for the organism-centered “Nature” and the gene-centered “Life” 
ontologies. The extrinsic forces can be any living or non-living entity acting upon the specified organism and 
its genome.
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How does this all fit in with nanotechnology? While biotechnology more or less 
hijacks biological organisms to serve a specific purpose, nanotechnology completely 
removes systems and processes from their biological context. Nanotechnology has 
been defined as structures with dimension in the size range of 1-100 nm. This size 
range contain both the upper limit for synthetic structures and the lower limit for 
lithographic structures, as shown e.g. by Whitesides et al. in 1991.5 Moreover, this 
size range encompasses a wide variety of molecular structures, making them ideal 
candidates as bridging units between the molecular and lithographic domains. Sarikaya 
et al describe techniques based on proteins with affinity to inorganic surfaces which 
could function as a biomimetic bridge between the macroscopic-technological realm 
and the molecular one.6

2.1 Self-assembly
For many bio-inspired technological systems, there is one process that is continuously 
reoccurring: self-assembly. Self-assembly is the process where a number of disordered 
entities spontaneously come together to form a system with higher order, often with 
emergent properties. This process is driven by the interaction of the constituting objects, 
and not by any external force acting on the system. The concept of self-assembly can be 
applied to a wide range of systems, acting on different levels. Self-assembly is not only 
a process found on the molecular scale, several macroscopic physical phenomena such 
as galaxies, weather patterns and schools of fish are characterized by self-assembly.7 
Even human societies carry aspects of self-assembly. How is self-assembly within 
these different domains related? Here, it can be useful to turn to Alfred N. Whitehead’s 
conception of society. Michael Halewood writes in ”A.N. Whitehead and Social Theory.”8

Figure 2.2. “Der Mensch als Industriepalast” Fritz Kahn, 1929. 
Courtesy of the National Library of Medicine.
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for Whitehead, societies refer to the achievement of groups of entities, of 
any kind, in managing to cohere and endure and thus to constitute some 
kind of unity. The term social refers to the manner and milieu in which 
such endurance is gained. Rocks, stones, amoeba, books can, thus, be 
considered to be societies. (p. 85)

According to Whitehead, societies are systems of interrelation between entities of any 
kind. Since self-assembly as a process is based solely on the interaction between the 
comprising entities, self-assembled systems are societies in themselves. This does not 
mean that all self-assembled systems are identical or that something which applies 
within one system necessarily holds for all. However, many of the fundamental aspects 
are transferable and it is reasonable to analyze different self-assembled systems using 
similar theoretical frameworks.

In this text, I will discuss self-assembly from a molecular and supramolecular 
perspective, outlining some of the key features of self-assembled systems. Where 
applicable, I will try to draw parallels to other, non-molecular systems, highlighting 
similarities and differences. Self-assembly within chemistry has been studied 
extensively by George M. Whitesides.5, 7, 9 He has also made a great effort to try to 
define what self-assembly in chemistry actually is. In order to distinguish self-assembly 
from other formation processes, he has put up five criteria that is defining for systems 
characterized by self-assembly.9  The first criterion (1) deals with the self-assembling 
components. As previously stated, objects that undergo self-assembly are initially in a 
state of disorder. This disordered state can be e.g. molecules freely moving in solution or 
polymer subunits in random coil conformation. Nomadic populations of early human 
history can be seen as a type of disordered state since they lack physical structure, 
e.g. in the form of a localized settlement. Entities that undergo self-assembly need 
to have properties that facilitate interactions that lead to a more high-ordered state. 
Further, (2) interactions between components consist of a balance between attractive 
and repulsive forces and are generally of weak nature, e.g. hydrogen bonds and van 
der Waal forces. The dependence of weak interactions is associated with another 
important characteristics of self-assembled systems: reversibility (3). Since molecules 
move randomly by diffusion, they probe all reaction pathways available to them. For 
complex assemblies to spontaneously form, the process needs to be guided through 
a series of states of increasing stability allowing continuous rearrangements. For this 
to be possible, the strength of the bonds has to be of the same order as the thermal 
fluctuations of the system, hence the requirement for weak interactions. 

Arranging large numbers of individual components into complex assemblies equals 
a large decrease in system disorder. Following the second law of thermodynamics, this 
decrease in disorder comes with an energetic cost. The driving force for self-assembly 
is provided through the change in interaction between the self-assembling components 
and their environment (4). If the components have properties that force the molecules 
in the environment to assume a highly ordered conformation, the formation of the 
assembled structure can lead to an overall decrease in order if it leads to a release of 
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the environment molecules from this unfavorable conformation. The final point is 
perhaps obvious: the components must be mobile (5). This is a natural consequence 
of the dependence on diffusion for formation. The combination of weak and reversible 
interactions and mobile interacting objects is akin to the rise of cities. Following the 
reasoning of Manuel De Landa, cities are intensification of material flows in crystallized 
form.10 One of the earliest processes leading to formation of cities was the cultivation 
of plants. Plants, in turn, are essentially stored energy from sunlight. Thus, cultivation 
of plants represents intensification of energy. Through the interaction of the many 
individuals in a city, material flows can change and transform. 

It is of interest to take a closer look at how the interaction between individual 
subunits can lead to the self-assembly of complex, defined systems. Self-assembly is 
different from aggregation in the sense that in an aggregated system, the interaction 
between components is unspecific and the formed structure is disordered. In a self-
assembled system, a defined structure is formed through specific interactions between 
the comprising entities. This specific interaction is called molecular recognition and 
consists of patterns of non-covalent bonds. Examples of molecular recognition are 
duplex formation between two complementary DNA strands or folding of proteins 
through the creation of specific patterns of hydrogen bonds. By design of patterns of 
molecular recognition, the structure of self-assembled systems can be controlled. This 
controlled formation is called supramolecular chemistry, a term coined by Jean-Marie 
Lehn. Supramolecular chemistry is a wide field ranging from biology to physics, where 
the focus is not on the formation of covalent bonds, but on non-covalent bonds.11-13 
Lehn writes12:

Supramolecular chemistry, the chemistry beyond the molecule, is 
the designed chemistry of the intermolecular bond, just as molecular 
chemistry is that of the covalent bond. (p. 1304)

Supramolecular chemistry takes processes that are ubiquitous in biology, where 
components assemble from the bottom up rather than top down, and applies them in 
chemistry. The benefit of supramolecular chemistry is that it facilitates the creation of 
structures that are very difficult, or even impossible, to synthesize using conventional 
chemistry. This is particularly true for DNA nanotechnology, where molecular 
recognition patterns are designed to create a plethora of structures on the nanometer 
scale. In the combination of supramolecular chemistry and self-assembly, we find 
perhaps the most obvious example of how bio-inspired nanotechnology is qualitatively 
different from conventional technology. It is also through processes such as self-
assembly which nanotechnology can widen our conception of what technology can be.
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3. 
DNA – molecular 
recognition and 
information storage
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There is no better symbol for the development of biology during the last 100 years than 
the double helix of DNA. Discovered in 1953 by James D. Watson and Francis Crick14, 

15, it stands as one of the great discoveries of the 20th century. Their description of the 
molecular structure of DNA, and how it enables storage of genetic information is one 
of the cornerstones of an understanding of biology at a molecular level.

DNA is a polymer built from nucleotide units. Each 
nucleotide consists of three parts: a 2-deoxyribose 
sugar, a phosphate group and a base. By linking the 
phosphate sugar on one nucleotide with the phosphate 
group of another nucleotide through a phosphodiester 
bond the backbone of DNA is created, consisting of 
an alternating pattern of sugar and phosphate groups. 
The coding part of DNA is the sequence of bases 
that is formed when the polymer is created from the 
nucleotide monomers. There are four different bases 
used in DNA: adenine (A), guanine (G), cytosine (C) 
and thymine (T). They are all depicted in Figure 3.1, 
connected through the phosphodiester backbone. The 
bases are nitrogen-containing aromatic compounds 
comprised of either a one-ring or two-ring system. 
The pyrimidines C and T are one-ring systems and 
the purines A and G are two-ring systems. A central 
feature of DNA is its ability to form a duplex consisting 
of two individual DNA strands. This property comes 
from the bases’ ability to form hydrogen bonds with 
each other in a specific manner; A forms two hydrogen 
bonds with T and G forms three hydrogen bonds with 
C.  These particular associations between two bases 
are called Watson and Crick base pairs. Because of 
this hydrogen-bonding pattern, every strand of DNA 
has another strand that has a complementary base 
sequence. Because the DNA backbone is asymmetric, 
DNA strands have directionality. The ribose sugar of 
nucleotide unit n is connected to the n-1 unit through 
the 5′ carbon and to the n+1 unit through the 3′ carbon. 
Therefore, DNA sequences are (by convention) written 
in the 5′ to 3′ direction. When two complementary 
strands form a duplex, they do so in an anti-parallel 
fashion, i.e. the 5′ end of one strand binds to the 3′ end 
of the other.

Single-stranded DNA is a highly flexible polymer, 
commonly modelled as a random coil. By contrast, the 
DNA duplex is very rigid, with a persistence length 
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of 50 nm.II The driving force to go from the disordered random coil of the unpaired 
DNA to the highly ordered duplex is provided by a combination of the hydrogen bonds 
between the base pairs and the hydrophobic core that is created when the bases stack 
on top of each other in the duplex. Under physiological conditions, the DNA duplex 
form a right handed helix with a helical pitch of 10 base pairs. This form is called 
B-DNA. There are two other known forms of DNA, A-DNA and Z-DNA. However, 
the biological relevance of these forms is disputed. The width of the DNA duplex is 22 
Å and the base pair-to-base pair distance is 3.4 Å. Another prominent feature of the 
DNA duplex is the two grooves in the helix, which are regions along the double helix 
where the bases are not shielded by the backbone making them accessible from the 
DNA exterior. These two voids are of unequal size and are denoted major and minor 
groove. Because the bases are exposed in the grooves, they play an important role in the 
interaction between DNA and many molecules, e.g. DNA binding proteins.

3.1 DNA nanotechnology
DNA nanotechnology is the term used for the non-biological use of DNA aimed at 
creating nanoscale assembliesIII with certain structural or functional characteristics. In 
all work presented in this thesis, DNA is used in a non-biological fashion, either as a 
scaffolding material to coordinate functions (papers I-III) and to provide molecular 
recognition in self-assembled systems (I-V). Here, I will discuss the development of 
the field of DNA nanotechnology which took off during the 1990s and figuratively 
exploded during the 2000s.16, 17

What does the statement that DNA nanotechnology is a non-biological use of DNA 
mean? What properties of DNA are utilized? DNA is essentially a molecular container 
for storage of information. In a biological organism, DNA stores genetic information, 
which is a blueprint for the inner workings of the organism. The genetic information 
is copied through replication and is, when the organism reproduces, passed on to its 
progeny. However, DNA is not limited to storage of genetic information. Essentially 
any information can be stored in DNA e.g. texts and even whole books complete with 
images18.

What DNA nanotechnology does is that it explores the ability of DNA to store 
structural information on an aggregate level. With this I mean that the “blueprint” 
for the assembled structure lies, not in the individual sequence, but in the specific 
interaction of multiple (semi) complementary sequences (or in different parts of a single 
sequence, if dealing with hairpinIV structures). Here, different, partly complementary 
strands self-assemble into a specific structure defined by the base-pairing pattern of the 
constituting strands. Therefore, it is possible to write the structure into the sequence of 
the DNA strands used to build it.

Already in the early 1980s Nadrian C. Seeman discussed the potential of 
immobilized DNA junctions to function as novel material.19, 20 Inspiration for these 

II	 Persistence length is a measure of the stiffness of a polymer and defines the length over which directional 
correlation in the polymer is lost.

III	 The term is also used for larger, crystalline lattices with internal geometries on the nanometer scale.
IV	 Hairpin are intramolecular structures formed when two complementary regions of the same molecule 

base pair. 
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immobilized structures comes from Holliday 
junctions, a phenomenon first discovered in 
fungi.21 Holliday junctions are complex DNA 
structures consisting of four different strands, 
A, B, A′ and B′. The assembly is created when 
the strands exchange base-pairing partners, 
i.e. AB change to AB′ and vice versa (Figure 
3.3). For this to occur the strands need to have 
regions with identical sequences, i.e. they 
need to be homologous. The problem with the 
structures from a technological perspective is 
that the Holliday junctions are able to migrate 
along the region with sequence identity. What 
Seeman and co-workers did was to create a 
similar structure that did not have regions of 
sequence identity. Instead, sequences A, B, C and 
D were used. The only way for these strands to 
create complete duplex structures was to create a 
junction structure with only one possible cross-

over position. Seeman and co-workers developed this principle further by creating 
the double cross-over (DX) motif (Figure 3.4).22 The DX motif features two junction 
structures in close vicinity and with one common cross-over strand creating a structure 
that is more stable and rigid than the single junction. Following the double cross-over 
motif, more complex structures have been created such as the triple-cross over (TX)23 
or the paranemic (PX)24 cross-over structures. These motifs can be applied in a wide 
variety of ways and we will see them reoccurring quite frequently in the work presented 
in this chapter.

3.1.1 Structural DNA nanotechnology

One branch of DNA nanotechnology concerns DNA-based assemblies whose 
primary feature is their physical form. The motivation can e.g. be to create a DNA-
based material or to use DNA to scaffold some other molecule thereby controlling its 
positioning using the nanostructured DNA. The structural DNA nanotechnology can 
in turn be divided into two categories, namely repetitive and non-repetitive structures. 
The repetitive structures are pseudo-crystalline and have a total size that is on the order 
of micrometers. They do, however, have internal geometry on the nanometer scale. The 
non-repetitive objects have true nanoscale geometry. 

In 1998 Seeman and co-workers presented a two-dimensional pseudo-crystalline 
lattice.25 This was the first example of how DNA could be designed to form a large-
scale structure such as a lattice. The assembled structure was built using repeated 
DX motifs. In the years following this, a wide variety of structures were created. 
Yan et al. constructed a nano-grid capable of organizing proteins on a surface using 
a square building block.26 Another example comes from Mao and co-workers, who 

Figure 3.3. Holiday junction. Each strand is denoted 
by a specific color.
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constructed a two-dimensional array using three-way 
nodes resulting in a lattice consisting of hexagons.27 
About the same time, the same group also presented 
work that deviates from the rigid arrays already 
discussed. Instead of the rigid lattices, they created 
triangle-shaped structures with four-strand junctions 
in each corner.28 The design of the triangles is based 
on the structural concept of tensegrity, meaning a 
combination of tension and compression forces. In a 
tensegrity structure, rigid bars are placed in a net of 
tension created by cables that join the bars together. 
When the forces balance, a simple but very stable 
structure is created. In the case of the DNA triangle, 
the duplexes in the triangle sides constitute the bars 
of the tensegrity structure and the flexible four-strand 
junction the joining cables (Figure 3.5). Multiple 
triangles can be joined together to create e.g. two-
dimensional sheets or one-dimensional arrays.

So far, I have mostly been focusing on two-
dimensional objects. However, DNA has also 
been used to create repetitive structures in three 
dimensions. In 2009, Seeman and co-workers created 
a three-dimensional crystal based on the tensegrity 
triangle.29 In this work, the triangles were assembled 
into rhombohedral lattices and formed crystals with 
dimensions exceeding 250 micrometers. The internal 
cavities were, for some structures, on the order of 
1000 nm3. With cavities of this size, these or similar 
assemblages could be used as scaffolds for bio-
molecules, e.g. for protein crystallography studies. 
Another type of three-dimensional structure comes in 
the form of tubes. The formation of DNA nanotubes 
was first observed by Yan et al. in a design based on 
tiles of four-way junctions.26 Interestingly, nanotube 
formation was favored in a design where there was an 
even number of helical half-turns in between adjacent 
junction centers, meaning that all junctions face the same direction. Contrastingly, 
lattice formation was favored in the design where the direction of the junction alternated 
with every unit. LaBean and co-workers refined, the nanotube concept by basing the 
design on TX motifs, resulting in a more uniform tube morphology compared to the 
previous design.30 Moreover, both Winfree and co-workers31 as well as Turberfield and 
co-workers32 have presented nanotube designs based on the DX motif. Seeman and 
co-workers introduced a further refinement of the nanotube concept by creating a 
tube based on a six-helix bundle.33 Compared to the previous examples which where 

Figure 3.4. Two different schematic representations 
of the DX motif. Each arrow in the image to the left 
represents a DNA strand. The structure contains two 
sites where base strands cross-link.

Figure 3.5. Tensegrity triangle consisting of four 
DNA strands. Adapted from Liu et al.28
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essentially rolled up lattices, the six-helix bundle is designed only to fold as a tube. The 
six helices that make up the tube form a ring with a hollow center and each helix is 
connected to its neighbor by two DX motifs. The hole in center of the helix ring is large 
enough to fit an additional DNA duplex, something that was later demonstrated in the 
creation of a seven-helix bundle.34  

The second direction in structural DNA nanotechnology has to a large extent been 
focused at creating different geometrical shapes on the nanometer scale. Again, one of 
the early examples was presented by Seeman and co-workers in the form of a truncated 
octahedron.35 Following this, a range of different structures has been created, such as 
tetrahedrons36-38, bi-pyramids39, octahedrons40 and buckyballs41. The same three-way 
junction motif that was utilized in the assembly of the buckyballs can be used to create 
a wide variety of shapes42 and was also used in the creation of the hexagonal two-
dimensional lattices previously discussed27.

In an effort to create a non-repetitive lattice platform with high resolution 
addressability, Nordén and co-workers constructed a hexagonal building block with 
a 10 base pair side length.43 Two versions of the hexagonal structure were created, 
one consisting of linear DNA molecules with flexible TT-hingesV in the corners of the 
structure and one built from custom made three-way DNA molecule (Figure 3.6A). In 
both assembled structures, every side is unique making them individually addressable. 
Lundberg et al. improved the TT-hinged hexagonal structure by introducing covalent 
cross-linking of the different strands using click chemistry.44 The three-way node used 
to build the latter of the structures is constructed using a 1,3,5-tri-substituted benzene 
connecting three different single-stranded DNA moieties (Figure 3.6B). When the 
three-way nodes assemble into a hexagon, single stranded 10-mer arms extend from its 
corners. This makes it possible to attach additional hexagons, thereby building a larger 
network. The branched hexagon is used in paper II in this thesis to create a photonic 
network.45 Tumpane et al. demonstrated the addressability of the system by binding a 

V	 TT-hinges are two adjacent T bases that are left unpaired, creating a region of flexibility in a structure.
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Figure 3.6. A. Hexagonal DNA structure built from three-way oligomers. B. Three-way 
node. Figure adapted from Tumpane et al.43
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triplex strand to one of the sides of a bi-cyclic assembly.46 Triplex binding is verified by 
means of resonance energy transfer between a fluorophore on the triplex strand and 
one on the assembled structure.VI Furthermore, triplex binding was turned on and off 
using pH changes making the system switchable. In 2011, Lundberg et al. presented 
a four ring assembly using the three-way nodes, which is the largest structure to date 
using this method.47 This study demonstrated one of the issues with constructing large 
and complex DNA-based structures: there is a drastic decrease in the structure yield 
with growing structure size. This effect is likely especially important in assemblies 
requiring equimolar addition of the building block and in structures with complex 
topologies with high flexibility requiring sequential formation of DNA duplexes.

The structure that has perhaps been most widely used is the tetrahedron created by 
Turberfield and co-workers (Figure 3.7).37 The tetrahedron is a fairly robust structure 
with sides that are either 20 or 30 base pairs, creating a structure with dimension of 
approximately 10 nm. Some of the reasons behind its popularity are the simplistic 
one step-assembly and a high structure yield of approximately 95%. One application 
of the DNA tetrahedron is presented by Armitage and co-workers who created a 
supramolecular multi-fluorophore assembly.48 This work will be discussed more in 
detail in the chapter focused on nanoscale photonic devices (chapter 5). Another 
example comes from Alivisatos and co-workers who assembled clusters of gold 
nanoparticles using the Turberfield tetrahedron.49 

3.1.2 DNA origami

In principle part of the structural DNA-nanotechnolgy, DNA origami also represents 
something of a thematic shift in the research field making it justifiable to discuss it 

VI	 For a description of energy transfer see section 4.2.

1 2 3 4

Figure 3.7. Assembled DNA tetrahedron shown together with the constituent strands. Coloring of 
the strands correspond to their region in the tetrahedron. Adapted from Goodman et al.37
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in a separate section. Th e term DNA origami was coined by Paul Rothemund who 
introduced the technique in 2006.50 DNA origami is based on the folding of the single-
stranded 7.3 kilobase genome of the M13mp18 bacteriophage into various shapes and 
patterns using more than 200 unique short staple strands. Th e staple strands crosslink 
two or more regions of the template strands thereby folding it into the desired shape 
(fi gure 3.8). When creating a structure using this technique, staple strands are added 
in excess (at least tenfold, in many cases more). Th is in order to make sure that the 
fi nal structure is produced with suffi  cient yield. Recently, Lundberg et al. discussed the 
formation yield as a function of structure size calling for more in depth investigation 
of the reliance on addition of staple strands in great excess.47 Th ere are few mechanistic 
insights into the formation process of DNA origami assemblies. For instance, what is 
the error tolerance of the structures? How many of the staple strands can be removed 
whilst still retaining the same shape? Bearing this in mind, it is important to note the 
DNA origami has a number of strengths contributing to the popularity of the design 
concept. One of them is the versatility of the fundamental design. With only small 
changes in the staple sequences it is possible to vary the geometry of the formed 
structure almost indefi nitely. In the original paper, Rothemund presented a wide 
range of two-dimensional structures with the 70 × 100 nm2  rectangle perhaps being 
the simplest one. Another two-dimensional assembly was presented by Kjems and co-
workers who created a nanoscale shape in the form of a dolphin.51

Although Rothemund is credited with the invention of DNA origami, the principle 
of folding a long single stranded DNA into a defi ned shape using shorter strands had 
previously been implemented by Shih and co-workers in the design of a nanoscale 
octahedron.40 Shih has since then continued to use DNA origami to create a plethora of 
three-dimensional structures with every conceivable shape.52 Th ese three-dimensional 
assemblies are created by folding sheets of helices on top of each other. Th e helices in 
one layer are slightly shift ed with respect to the helices in the layers above and below. 
Th is gives the structures a honeycomb-like cross section.

Another strength of DNA origami is that it is fairly easily functionalized. Since 
the structures are held together by relatively short oligomers (usually ~32-mers) 

Figure 3.8. Assembly of DNA origami rectangle. Th e single-stranded genome of M13mp18 (black) is mixed with short 
staple strands (colored). Th e staple strands force the virus strand to fold into the designed shape by crosslinking separate 
regions of the scaff old strand.
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which can easily be modified, there are plenty of potential functionalization targets. 
Furthermore, as the staple strands are usually designed to be unique, the structures are 
also addressable. One example of this comes from Gothelf and co-workers who created 
a platform for localized chemical reactions on a DNA origami rectangle.53 In this work, 
certain staple strands were fitted with biotin moieties connected to the oligomer via 
either a cleavable or an un-cleavable linker. When the origami rectangle had formed 
streptavidin was added to the sample. The presence of staple strands decorated with 
biotin enabled streptavidin to bind to the structure, this way producing a pattern that 
could be detected with AFMVII. The biotin moieties can than be removed from the 
strands with cleavable linkers thereby changing the labeling pattern. Gothelf and co-
workers also show that it is possible to covalently couple new groups to the already 
formed structure using both click chemistry and NHS ester conjugation. Single reaction 
events were detected in real time by Simmel and co-workers.54 Using a staple strand 
with a single stranded overhang, they were able to fish complementary, fluorescently 
labeled oligomers from solution whilst detecting the binding and unbinding events 
using single molecule fluorescence spectroscopy.

There are also a few examples where DNA origami assemblies are created to function 
as hosts for other molecules. In 2009, Kjems and co-workers created a rectangular 
box with a lid that could be opened using a set of “key” oligonucleotides55 In contrast 
with the three-dimensional origami objects designed by Shih and co-workers, the box 
has an internal void. This makes the box a potential carrier of payload molecules. A 
similar idea is presented by Douglas and co-workers who have designed a barrel-like 
structure capable of carrying antibody fragments.56 The barrel is constructed from 
two origami sheets which are joined in one end by single-stranded scaffold hinges. 
The sheets can be non-covalently connected in the other end using an aptamer-based 
lock mechanism.VIII The lock mechanism is designed to function as a logic AND 
gate, requiring the simultaneous recognition of two antigens to be opened. When the 
structure is assembled it forms the opened state, allowing the payload molecules to 
be incorporated. However, in this state the lock components are held far apart. Since 
the spontaneous folding to the closed state is highly improbable, guiding strands were 
added to facilitate this process.

Before moving on to other subjects I just want to mention two studies that concerns 
the influence of DNA origami on larger scale systems, either by producing macroscopic 
effects or by interacting with macroscopic objects. Recently, Liedl and co-workers 
constructed a DNA nanorod that is decorated with gold particles.57 The gold particles 
create a helical shape with either a right handed or a left handed twist. The assemblies 
show substantial circular dichroism and optical rotary dispersion. These effects are 
attributed to the collective plasmon-plasmon interactions of the gold nanoparticles. 
The spectral properties of the nanoparticles could also be tuned by growing silver on 
the gold particles, this way producing a spectral blue-shift. In another study Wallraff 
and co-workers showed that it is possible to make controlled deposition of DNA 
origami structures on surfaces patterned with e-beam lithography.58

VII	 Atomic Force Microscopy
VIII	Aptamers are nucleic acid or peptide molecules capable of binding to target molecules.
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3.1.3 Nanomechanical devices and DNA computation

So far, my focus has been on more or less static structures. This section will instead 
discuss DNA-based assemblies where molecular dynamics is part of the core 
functionality. The assemblies that fall into this category are usually described by words 
such as nanomechnical devices or nanorobotics. However, I will also investigate 
dynamic DNA constructs that process information.

Like before, we start off with an example from Seeman and co-workers. In 1999 
they presented a structure consisting of two DX motifs held together by a linking 
strand that is 4.5 turns long.  The linking strand contains a d(CG)10 sequence which 
can be converted from B-form to Z-form under high ionic strength and by doing 
so, twisting the two DX motifs in relation to each other.59 Conceptually similar to 
the B/Z-switch, variations in the microenvironment around DNA can be utilized to 
drive conformational changes. One example of such is the G-quadruplex structures 
which are found both in biology and in synthetic assemblies.60 Formation of these 
structures depends on the presence of a cation template. Similarily there are complex 
structures whose assembly is pH dependent. Just as guanine-rich sequence can 
form G-quadruples, cytosine-rich sequences are also capable of forming tetraplex 
structure, termed I-motifs.61 I-motifs rely of C-C+ base pairing, i.e. one cytosine has 
to be protonated in order for it to form. Because of this, the process is pH dependent. 
Liedl and co-workers, have constructed an I-motif-based assembly that is coupled to 
a chemical oscillator producing pH changes.62, 63 This way the structure continuously 
cycles through its different conformations following the chemical oscillations.

Open

Closed

F

Fa

F

Fa

Figure 3.9. DNA tweezers switching between an open and a closed state 
using a combination of fuel and anti-fuel strands. Yurke et al.64
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Another approach towards nanodevices was adopted by Yurke et al. who presented 
a DNA-based molecular “tweezers” whose underlying design principle has become 
defining for almost all DNA-based nanomechanical devices that have followed.64 
Instead of using an extrinsic driving force such as changes in pH or ionic strength 
to promote changes in the device, Yurke et al. used DNA itself as fuel. Just as the free 
energy associated with the duplex formation of two complementary strands can be 
utilized to build the highly ordered structures discussed in the previous sections, it can 
also drive mechanical work. In its open state, the tweezers consists of three partially 
complementary DNA strands, creating a structure with two duplex regions, a small 
hinge and two longer single-stranded overhangs (Figure 3.9). The single-stranded 
overhangs enable a fuel strand (F) to hybridize with the tweezers thereby creating 
the closed structure. In order for the assembly to be able to cycle between open and 
closed states, the fuel strand is also equipped with a short single stranded overhang, 
called toehold. This toehold is the key to the device mechanism because it enables the 
fuel strand to be displaced by an anti-fuel strand offering full complementarity. The 
combination of fuel and anti-fuel strands is denoted as waste strand, and repeated 
switching between device states entices a continuous generation of these waste strands. 
Following this, Seeman and co-workers have presented a larger, more complex, 
nanomachine where a series of fuel and anti-fuel strands are used to cycle the device 
between different DX motifs creating conformational changes.65 Another example 
of toehold devices demonstrates how mechanical assemblies can be combined with 
structural ones using location-specific association of the switching device.66

By constructing a series of DNA-based “footholds” it is possible it is possible 
to convert the back-and-forth toehold device into a walker structure that moves 
unidirectionally along a programmed path. In 2004, Seeman and co-workers presented 
a bi-pedal walking device, capable of following a foothold track.67 The construction 
has single stranded overhangs on both feet as well as on all footholds. In order for 
the foot to attach to the foothold, a fuel strand complementary to both overhangs is 
added. This strand can later be removed using an anti-fuel strand, releasing the foot. 
By attaching one foot whilst releasing the other, it is possible to create a progressive 
motion. Simultaneously, a similar device was constructed by Turberfield and co-
workers.68 Following this the unidirectional walker concept has been developed further 
through e.g. increased leg coordination69 and additional functionalities70.

DNA-based walking devices can also be constructed by make use of the action of 
deoxyribozymes. Deoxyribozymes are nucleic acids with catalytic activity, capable of 
cleaving the phosphodiester backbone of DNA. One such device was constructed by 
Stojanovic and co-workers in the form of a multipedal DNA walker or DNA spider.71 
The spider walks on top of a DNA substrate through a multi-leg version of random 
walk. When the spiders move through the matrix they catalyze the cleavage of the 
DNA substrate this way directing the spider toward new, un-cleaved regions of the 
DNA matrix. The same group developed the spider concept further by introducing 
a DNA origami landscape with cleavable and non-cleavable regions.72 This way they 
are able to direct the movement of the spider to a specific path with both start and 
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stop positions. Turberfield and co-workers 
have constructed a similar system of path-
dependent motion, capable of selective 
motion along four different tracks. However, 
in this assembly, propagation is driven by 
strand displacement.73 A goal for many of 
the walker designs is to create nanoscale 
platforms for reaction control where 
molecular recognition provided by DNA can 
be utilized to coordinate chemical reactions.74 
In 2010 Seeman and co-workers presented a 

DNA-based assembly line combining a range of different DNA nanoconstructs. In this 
design, a DNA origami rectangle was used as a scaffold for a series of DX-based, two-
state cargo containers.75 Finally, the system featured a walker based on the tensegrity 
triangle28 designed by Mao and co-workers. The walker moves in a directed path along 
the DNA origami substrate picking up cargo using the arms of the triangle at the 
different loading stations. 

In a way related to the nanomechanical devices, DNA can also be utilized for 
computational purposes. DNA-based computation was demonstrated as early as 1994 
by Leonard Aldeman.76 However, here I will focus on more recent work by Eric Winfree, 
providing a brief overview of his research.77-79 In a first example, which is essentially 
a method for the assembly of DNA-based structures, a DNA origami seed, capable 
of promoting algorithmic self-assembly is presented.77 The seed allows attachment of 
smaller DNA tiles in a programmable manner enabling the creation of complex DNA-
based crystals. This is not computation per se. However, it represents a perspective 
on DNA and DNA-based structures as pieces of information fitting in computational 
algorithms. Furthermore, the self-assembly method implies a long-range order beyond 
the direct molecular recognition. It also enables, using different techniques, the 
generation of complex patterns.80, 81 One example where the computational function 
have been more direct is DNA-based logic circuits. There are a number of examples 
of groups who have constructed logic circuits of varying complexity, but all relying 
on advanced DNA structure designs.70, 82, 83 Using toehold-based assemblies, Qian and 
Winfree created a series of DNA-based logic circuits using fluorescence as a reporter 
function.78 Toehold designs are well suited for computational applications because 
they enable the creation of selection-functions with high simplicity and low number 
of incorporated DNA strands. In the center of the design is a simple “seesaw” gate-
motif. Seesawing is an assemblage of reversible strand displacement reactions that 
exchanges the activity of DNA functions. The design features an input strand, output 
and threshold duplexes, both with single-stranded overhangs and a fuel strand (Figure 
3.10). These gate motifs can be combined with each other to create more complex 
operations including a four-bit square root circuit and even an artificial neural network 
model.79

input

threshold

output

fuel

Figure 3.10. Principal layout of the seesaw gate. Adapted from 
Qian et al.78.
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3.1.4 Challenges for DNA nanotechnology

In a recent review published in Nature Nanotechnology, Pinheiro et al. call for shift to 
a more function-oriented focus of the field of DNA nanotechnology.84 In the paper 
they conclude that since the advent of DNA-nanotechnology, from the first proposals 
approximately 30 years ago to today, there have been a tremendous growth in both 
structure variety and complexity. However, a number of challenges are associated with 
future development of the field. For one, how much more complex can the structures 
become? Pinheiro et al. writes84:

It is instructive to note that the number of transistors per integrated 
circuit has doubled every two years for the past four decades — roughly 
a one-million-fold increase between 1971 and 2011. Such an increase in 
complexity underlies the difference between a modern-day smart phone 
and a simple pocket calculator: a comparable example from biology 
would be the difference between a cell and an individual macromolecular 
complex (for example, a ribosome). (p. 765)

For a similar development in DNA nanotechnology to occur, a number of challenges 
must be overcome. The large structure size that would be needed creates a demand 
for new assembly strategies, combining many smaller structures into a larger whole. 
Further, there is a distinctive lack of quality control measures in many of today’s designs 
(see the discussion regarding structure yields in Lundberg et al.47).  In order for more 
complex, combination designs to be successful, there has to be methods in place to 
ensure that defect-free assemblies can be produced with high yields. There is also a 
price issue; for DNA structures with even more complex designs to be reasonable 
affordable, the price of DNA synthesis has to be substantially lower.

Another challenge lies in the combination of complex structures and actual 
functions. What type of functionalities can be introduced in DNA-based devices? How 
do these devices interact with larger scale technology? These questions are at the core of 
what I want to address in this thesis, both when it comes to novel DNA-based photonic 
devices and surface incorporation of DNA.
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4. 
Photophysics
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Photophysics is the physics of light, especially in dealing with its interaction with 
matter. In order to describe this interaction, light has to be treated both as a wave and 
as a particle. The wave nature of light, described as electromagnetic radiation, consists 
of two components, one electric and one magnetic. These two components form two 
separate waves of perpendicular orientation. However, light energy is not continuous. 
Instead, it comes in discrete energy packages, photons, behaving as particles. The energy 
of a photon is proportional to the frequency of the electromagnetic wave according to 
Equation 4.1.

		  ν=E h 					     (4.1)

In this expression, E is the photon energy, n is the frequency of the electromagnetic 
wave and h is Planck’s constant. Since light has an electrical component and molecules 
consist of charged particles, it is not surprising that light interacts with matter.  When 
a molecule interacts with a photon, this results in a perturbation of the electric field 
of the molecule. However, in order for the interaction to occur, the energy difference 
between the initial state (1) and the final state (2) of the molecule must correspond to 
the energy of the photon. This requirement is called the Bohr frequency condition and 
is expressed in Equation 4.2.

	 	 ΔE = E2 − E1 = hν 			   (4.2)

4.1 Excited state processes
When a molecule absorbs a photon, it moves from the ground state to an electronically 
excited state. Between the electronic states there are also a large number of closely 
spaced vibrational states. Figure 4.1 shows a Jabłonski diagram outlining the different 
electronic and vibrational states of a generalized molecule, as well as the different 
pathways between them. Following absorption the molecule is usually put in one of 
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the upper vibronic levels of the same multiplicity, i.e. the same number of unpaired 
electrons, as the ground state. For most molecules this is the singlet state, i.e. the 
electron spins are paired. Th is is followed by rapid relaxation to the lowest vibrational 
level of the fi rst excited state, S1. Here, there are several possible fates for the molecule. 
Molecules can decay to the ground state non-radiatively through internal conversion 
to excited vibrational levels of the ground state. From here, vibrational relaxation back 
to the ground state is fast. Another pathway is through inter-system crossing to an 
excited triplet state (T1). Th e triplet state is generally lower in energy than the singlet 
state which means that the electron is fi rst transferred to an excited vibrational state 
before it relaxes to the T1 state. Th e inter-system crossing changes the multiplicity of 
the molecule and involves a quantum-mechanically forbidden spin fl ip. Th at a process 
is forbidden does not mean that is does not occur. Rather, the associated probability 
is low, resulting in a low rate for the process. Apart from the non-radiative decay 
processes the molecule can also decay to the ground state with the emission of a 
photon. Emission from the S1 state is called fl uorescence and emission from T1 is called 
phosphorescence. Since phosphorescence involves a transition between triplet and 
singlet states, it requires a change in spin. Phosphorescence therefore occurs at a lower 
rate than fl uorescence. For most molecules, emission occurs from a state that is lower 
in energy than the absorbing state. Th erefore, emission from a molecule is observed at 
longer wavelengths than absorption. Th is spectral diff erence between absorption band 
and emission band is called Stokes shift . Since non-radiative decay is oft en faster than 
radiative decay, molecules are in general non-emissive.

Every deactivation process is associated with a specifi c rate constant, ki. Processes 
with a high rate constant will dominate over those with a low rate constant. Th e 
quantum yield for a certain deactivation pathway is given by the rate constant for that 
process over all other rate constants for processes originating in the excited state.

S1 T1

Figure 4.1 . Jablonski diagram describing diff erent photophysical processes. Colored arrows represent the radiative transitions 
absorption (blue), fl uorescence (green) and phosphorescence (red). Dotted arrows represent vibrational relaxation, dashed 
internal conversion and the fi lled line is inter-system crossing.
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The lifetime of a certain state is given by the inverse of the sum of the decay rates 
from that state. In the case of fluorescence, the rate constant can be described by the 
fluorescence quantum yield and the fluorescence lifetime, tf.
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The fluorescence lifetime is useful to describe the fluorescence intensity decay of an 
ensemble of molecules over time,

	 τ( )( ) = −I t I texp f0 				    (4.5)

where I0 is the intensity at t=0. Equation 4.5 describes the fluorescence decay for one 
emitting species. For an ensemble of emitting species the expression becomes a sum of 
exponentials. Experimental observations of fluorescence decays are further discussed 
in the section covering time correlated single photon counting (7.2.2)

4.2 FRET fundamentals
Apart from being deactivated through vibrational relaxation, excited molecules can 
also return to the ground state through the interaction with other proximal molecules. 
Such processes are called quenching. There are several different mechanisms behind 
fluorescence quenching including excited state reactions, electron transfer and 
molecular rearrangement. The result is an introduction of an additional decay rate, 
kQ, resulting in a shorter fluorescence lifetime. Fluorescence resonance energy transfer 
(FRET) is one type of quenching that involves the transfer of excitation energy from the 
quenched molecule (the donor) to the quenching molecule (the acceptor). Here, a brief 
overview of FRET fundamentals is provided. A more extensive coverage is provided by 
e.g. Joseph R. Lakowicz in “Principles of Fluorescence Spectroscopy”.85 An important 
difference between resonance energy transfer and ordinary quenching  is that FRET is a 
through-space phenomenon. Fluorescence resonance energy transfer occurs through a 
dipole-dipole interaction between the two molecules and does not, in spite of its name, 
involve transfer of photons. Because of this fluorescence is often exchanged to Förster 
in the abbreviation FRET - this after Theodor Förster who discovered the effect.86 As for 
all other photophysical and photochemical processes, there is a rate constant associated 
with FRET. Resonance energy transfer competes with all the other deactivation 
pathways and the rate constant, kT, determines the transfer efficiency.
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In this expression, tD is the fluorescence lifetime of the unquenched donor and r is 
the donor-acceptor distance. Because of the inverse sixth-power distance dependence, 
FRET is a very useful tool to study interaction dynamics in the supramolecular regime. 
The term denoted R0 is the Förster distance which is the distance where half the 
donors decay through energy transfer and half by all other radiative and non-radiative 
processes. We can express the energy transfer efficiency by dividing the rate constant kT 
with the sum of all rates according to Equation 4.7.

	
τ
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T D
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We see that when the half the molecules in a population undergo excitation energy 
transfer, i.e. when kT = tD

−1, the energy transfer efficiency is 50%. Thus R0 correspond 
to the donor-acceptor distance where energy transfer efficiency is 50%. Combining 
equations 4.6 and 4.7 we can express the energy transfer efficiency as Equation 4.8.
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The Förster distance can be calculated from the donor and acceptor properties 
according to Equation 4.9.

	 ∫
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In this expression, fD is the fluorescence quantum yield of the donor, n the refractive 
index of the medium and N is Avogadro’s number. The integral describes the spectral 
overlap between the normalized donor emission (FD) and the acceptor molar absorption 
(eA) and finally k2 describes the orientation of the donor and acceptor transition dipoles 
in relation to each other. 

The orientation factor k2 can be described through a number of geometrical 
parameters

	 κ θ θ θ( )= −cos 3cos cosT D A
2 2 			   (4.10a)

	
	 κ θ θ φ θ θ( )= −sin sin cos 2cos cosD A D A

2 2 		  (4.10b)

In these two equations qT is the angle between the donor emission and acceptor 
absorption transition dipoles, qD and qA are the angles between the dipoles and the 
vector joining them, and f is the angle between the planes. A graphic explanation of 
these terms is given in Figure 4.2. From the equation it can be seen that the orientation 
resulting in maximum energy transfer is when the two transition dipoles are oriented 
colinear. Here, k2 is 4. A parallel orientation yields a k2 of 1 while perpendicular 
transition dipoles makes energy transfer impossible (k2=0). If the orientation of the 
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donor and acceptor are not known k2 is usually assumed to be 2/3. This is the averaged 
value over all possible directions and represents freely rotating chromophores.

When a fluorescence resonance energy transfer experiment is performed, the 

most common parameter to monitor is the quenching of the donor fluorescence. The 
fluorescence intensity or lifetime is measured at a wavelength where there is only donor 
emission. By measuring both in absence and presence of acceptor a transfer efficiency 
can be determined according to Equation 4.11.
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Here, FDA and FD are the fluorescence intensities in the presence and absence of 
acceptor, respectively. In the same way tDA and tD are the fluorescence lifetimes in 
presence and absence of the acceptor, respectively. Knowing the Förster distance an 
intermolecular distance can be determined. When measuring donor quenching as a 
measure for donor-acceptor distance it is important to have complete labeling of the 
studied system (e.g. a macromolecule such as protein or DNA) with the acceptor. If the 
labeling is incomplete the result will be an apparent lower efficiency which results in 
an overestimation of the inter-chromophore distance. It is also possible to determine 
energy transfer efficiency by measuring sensitized acceptor fluorescence. One way to 
do this is to compare the number of photons absorbed by the donor with the number of 
photons emitted by the acceptor. This method is e.g. used to estimate system efficiency 
in paper I and II.

A

D

rθD

θAθA
θT

φ

κ2=4 κ2=1 κ2=0

Figure 4.2 The orientational factor k2 varies between 4 for a head-to-tail 
orientation to 0 for a perpendicular orientation of the donor and acceptor. Figure 
adapted from Lakowicz.85
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4.3 Multi-step FRET
FRET is not only possible between a single donor and a single acceptor chromophore. 
Rather, the one-step FRET process should be considered as an idealized case of multi-
chromophoric FRET. Conveniently, multi-chromophoric FRET more or less follows 
the same principles as common one-step FRET. In a way, it can be treated as two 
(or more) separate FRET processes having (at least) one chromophore in common, 
acting as both donor and acceptor. However, how to actually describe multi-step FRET 
will be dictated by the choice of fluorophores. It is handy to speak of two different 
regimes: hetero-FRET and homo-FRET. Hetero-FRET can be treated as ordinary 
two-chromophoric FRET and is the form that is most commonly used. Homo-FRET, 
on the other hand, is based on energy transfer between identical fluorophore units 
with sufficiently small Stokes shift. Since the energy transfer occurs between identical 
molecules there is no directionality in a homo-FRET system. Furthermore it is not 
possible to selectively excite individual fluorophores in the pure homo-FRET system. 
Figure 4.3 shows a schematic energy level diagram and illustrates the key difference 
between hetero-FRET and homo-FRET. It is important to note that the figure shows 
one possible energy pathway for each case. In a multi-chromophoric FRET system, 
multiple energy transfer as well as other de-excitation pathways are always present. 

4.3.1 Hetero-FRET

In a multi-chromophoric hetero-FRET system consisting of fluorophores A, B and C, 
the fluorescence band of fluorophore A overlaps with the absorption band of B, whose 
fluorescence band, in turn, overlaps with the absorption band of C. This facilitates 
the transfer of excitation energy from A, via B, and further on to C in a cascade of 
decreasing excitation energy. This cascade can be further extended by adding more 
fluorophores with absorption and fluorescence of lower energy than C. The limitation 

E

absorption absorption

fluorescence

fluorescence

FRET

FRETA B

Figure 4.3. Schematic energy level diagram showing examples of multi-step hetero-FRET (A) and homo-FRET (B). Arrows 
indicate one of many potential energy pathways from the initial absorption at a donor fluorophore to the emission from the final 
acceptor.
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is instead practical; with a large number of donor-acceptor pairs the electromagnetic 
spectrum becomes more and more crammed. In addition, when the spectral difference 
between fluorophores is small it becomes increasingly difficult to avoid crosstalk in 
the system. Because of this, in multi-chromophoric FRET, it is not only important 
to minimize direct excitation of the acceptor, it is also important to consider energy 
transfer pathways other than the one going through all the steps. In the simple three-
chromophoric FRET (A-B-C), the cases that need consideration are A to C transfer, 
direct excitation of B (with subsequent transfer to C) and direct excitation of C (Figure 
4.4). 

The crosstalk present in multi-chromophoric FRET can be utilized to gain 
information on the spatial organization of the fluorophores in the studied system. 
Consider the set of fluorophores A, B and C, where FRET is possible between A and 
C both as A-B-C, but also directly as A-C. Thus the resulting output from the system 
following excitation of A will depend on three separate distances; A to B, B to C and 
A to C. 

By combining these different distances it is possible to obtain an estimate of the 
chromophore positions in three dimensions. A detailed description on how to design 
two-step FRET measurements was provided by Barkley and co-workers.87 In this model 
the integrated excited state lifetimes of the three fluorophores, following excitation of 
the initial donor, can be described as a function of the energy transfer processes in the 
system according to Equation 4.12,

	 ( )= + +I k k k1A A AB AC
			   	 (4.12a)

	 ( ) ( )= + +  ⋅ + I k k k k k k1B AB A AB AC B BC
		  (4.12b)

A

B C

kA

kB

kC

kAB kAC

kBC

εA(lex)L(t)

εB(lex)L(t)

εC(lex)L(t)

Figure 4.4 Excitation energy pathways in a three-chromophoric FRET cascade going 
from A, through B, to C. Radiative and non-radiative decay from any fluorophore 
i is represented by ki and energy transfer between fluorophores i and j by kij. Direct 
excitation of fluorophore i is denoted by ei(lex)L(t). Adapted from Watrob et al.87
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where Ii, ki and kij denote the integrated excited state lifetime in presence of FRET, 
the sum of radiative and non-radiative decay from fluorophore i, and energy transfer 
between i and j, respectively (where i and j can be either A, B or C). To determine 
the different energy transfer rates, corresponding to different donor acceptor distances, 
multiple intensity measurements are needed. The quenching efficiency for fluorophore 
A depends on energy transfer to both B and C, as stated in Equation 4.13,

	 τ= + = −E E E I1A tot AB AC A A, 			   (4.13)

where tA is the excited state lifetime of A in the absence of FRET. In order to determine 
the individual energy transfer efficiencies it is possible to measure the sensitized 
emission of B in the presence of energy transfer to C (Equation 4.14),

	 τ′ = ′E IAB B B 					     (4.14)

where IB is the fluorescence lifetime as described in Equation 4.12b and t′B is the 
fluorescence lifetime of B in presence of the acceptor C. Finally, the sensitized emission 
from fluorophore C can be described as a function of energy transfer in both one and 
two steps.

	 τ= = × +E I E E E' 'tot C C AB BC AC 			   (4.15)

In Equation 4.15 Etot denotes the total energy transfer to fluorophore C, both through 
the two-step process (A-B-C) and directly from A to C. Combining Equations 4.13, 
4.14 and 4.15 it is possible to extract all inter-chromophoric distances by measuring the 
quenching of donor A, the sensitized emission of B as well as the sensitized emission 
of C. However, care must be taken to correct for direct excitation of both fluorophores 
B and C at the wavelength employed to excite fluorophore A. Additionally, the same 
limitations that apply to ordinary FRET are of course also valid when determining 
distances with multistep FRET. The measured donor quenching is an average value 
and the actual donor separation relies on the dynamics of the studied system. In 
addition, the linking of the fluorophores to the studied system has to be considered 
in the same way as for one-step FRET. The ideal case is when the fluorophores are all 
rigid parts of the studied molecule. However, in many cases, especially when dealing 
with fluorescently labeled biomolecules, fluorophores are attached by flexible linkers 
reducing the precision of distance measurements from FRET.

Aside from the conventional methods to detect multi-chromophoric FRET using 
bulk steady-state or time resolved fluoresce techniques, the vast development of single 
molecule fluorescence spectroscopy has led to many new ways of measuring excitation 
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energy transfer.88 In order to fully investigate a multi-chromophoric energy transfer 
system, all constituting FRET pairs need to be probed. One of the strengths inherent 
in single-molecule techniques is the capacity to probe individual molecular assemblies 
one at a time. This makes estimation of the distribution of different parameters, e.g. 
intermolecular distance, possible. For a multi-FRET system, this means that all the 
donor-acceptor pairs have to be probed for every investigated assembly. One way this 
has been realized is through the technique alternating-laser excitation (ALEX). The 
term ALEX was coined by Weiss and co-worker and describes a technique based on 
single molecule fluorescence microscopy that relies on the combination of multiple, 
spectrally distinct, detection channels with a switching between multiple excitation 
wavelengths.89 For a two-color FRET experiment, emission from all constituting 
fluorophores is detected simultaneously at the same time as the excitation is varied 
between donor only and donor and acceptor excitation. The strength in this approach 
is that it is possible to distinguish between cases where low FRET efficiency is due to 
large donor acceptor distance and those due to incomplete labeling resulting in donor-
only assemblies.

Following the initial development of the ALEX technique its use has been extended 
to include more than a single pair of donor and acceptor. This requires that the 
experimental setup has the capability to switch the excitation wavelength between all 
the used fluorophores and enough detectors to be able to differentiate emissions from 
the different donors from each other. Using ALEX in a multi-chromophoric FRET 
system it is possible to probe all the inter-chromophoric distances simultaneously.90 
Additionally, the multi-color ALEX approach allows determination of labeling 
stoichiometry as well as dissection of ensemble heterogeneities.

However, as more fluorophores are added, great care must be taken to carefully 
select excitation and emission bandwidths to reduce effects from crosstalk. This 
crosstalk involves leakage of emission into the detection channels of other fluorophores, 
direct excitation of acceptors and energy transfer to multiple, different, acceptors. In 
order to accurately characterize the studied system, the extent of this crosstalk needs 
to be determined and compensated for. With an increasing number of FRET pairs this 
correction becomes both more important and experimentally complicated.

4.3.2 Homo-FRET

In contrast to the cascade in the hetero-FRET case, energy transfer following homo-
FRET is not unidirectional. The name homo-FRET comes from the fact that, instead 
of being based on unique donors and acceptors, the process usually relies on one single 
molecular species. The term homo-FRET is a little bit misleading since it is not the 
use of identical fluorophores that is the defining criterion. Rather, the principle relies 
on dyes where the energy difference between the absorption and fluorescence is very 
small, allowing energy to go both ways. This reasoning can be extended to include more 
than one fluorophore species given that it fulfills the stated criterion.

In cases when the coupled fluorophores are very closely spaced, energy transfer 
is so efficient that it is difficult to talk about individual chromophores. Instead, the 
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excitation can be considered to be delocalized in the entire system, as a coupled exciton. 
Such strong coupling generally leads to perturbed electronic states, which can manifest 
as altered absorption spectra.

In complex multi-chromophoric systems, energy migration can sometimes 
be characterized by a combination of strong, delocalized, coupling and through-
space dipole-dipole coupling. Elisabetta Collini and Gregory D. Scholes studied this 
intermediate regime using the conjugated polymer poly[2-metoxy,5-(2′-ethyl-hexoxy)-
1,4-phenylene-vinylene] (MEH-PP).91 Energy migration processes were studied in 
the polymer systems in two different conformations: one in chloroform promoting 
extended chain conformations, and the other in aqueous solution where individual 
polymer chain collapses to form nanoparticles. In the collapsed state, segments of the 
polymer, not directly linked to each other through covalent bonds are close together in 
space, compared to the extended conformations where only the neighboring segments 
are adjacent. Because of this, it is likely that the dense nanoparticles will display 
substantial through-space energy migration between non-linked segments, whereas 
energy migration in the extended polymer chain in chloroform will predominantly 
be of the coherent and strongly coupled type between adjacent segments. In order to 
measure the two different migratory processes two-time anisotropy decay (TTAD) 
experiments were performed. The anisotropy decay is recorded as a function of two 
time delays, t and T. The time delay, T, is the population time, during which excited 
state dynamics, such as excitation energy transfer, occurs. The second time lag, t, scans 
a time period when the system is in coherence between ground and excited electronic 
states. The experiments show that the anisotropy decays more rapidly during T for 
the nanoparticles, than for the extended polymer chain. This can be explained by the 
interchain energy transfer, made possible by the compact structure of the nanoparticles. 
In contrast, only the extended MEH-PPV in chloroform showed anisotropy decay 
during t. Thus, in a complex system, excitation energy can migrate through several 
conceptually different processes due to variation in structural conformation.

Calculating the energy transfer efficiencies in a homo-FRET system is somewhat 
different compared to the hetero-FRET case because of the multi-directionality of the 
energy transfer. Figure 4.5 shows a homo-FRET system consisting of four identical 
fluorophores. Because all fluorophores have the same spectral properties, it is not 
possible to selectively excite individual fluorophores in a pure homo-FRET system.

The energy transfer scheme presented in Figure 4.5 is not limited to the case with 
just four fluorophores. Equation 4.16 describes the change in excitation energy at any 
given fluorophore, n, in a general homo-FRET system with the total number of m 
fluorophores.
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In this expression, the excitation concentration of n depends on radiative and non-
radiative decay rates (kn), excitation power (en(lex)L(t)) as well as  ingoing and outgoing 
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excitation energy transfer (kin-kni). As can be seen from Equation 4.16, in a pure homo-
FRET system the energy transfer has no directionality as the rate is equal in both 
directions between each “donor” and “acceptor”. It is also not possible to investigate 
homo-FRET effi  ciencies using e.g. donor quenching since both donors and acceptors 
are spectroscopically identical. However, information from fl uorescence anisotropy 
can be utilized to gain information on homo-FRET processes in multi-chromophoric 
systems. As FRET has a depolarizing eff ect on the emission, the degree of anisotropy 
can be used to measure the extent of energy transfer in a system, which, in turn, is 
related to the number of participating fl uorophores within energy transfer range, and 
thus a measure for the compactness of the multi-chromophoric system. Kaminski, and 
co-workers, show in a review article how homo-FRET can be used in conjunction with 
fl uorescence anisotropy imaging (FAIM) to study assembly and aggregation of macro- 

or supramolecular structures.92 Examples where this technique has been 
put to use include studies on amyloid aggregation93, lipid raft s94-96 and 
protein clusters97, 98.

One fl uorophore with substantial capability for homo-FRET is the 
DNA binding fl uorophore YO (Figure 4.6).99-101 YO is virtually non-
fl uorescent in solution, but in the presence of DNA, the fl uorescence 
quantum yield increases by about a thousand fold. YO has been shown 
to bind to DNA through intercalation between the base pairs. Th is is true 
for fl uorophore/base pair ratios up to 0.2. At higher YO concentrations, 
other modes of binding become apparent.99 An eff ort to quantify the 
fl uorescence depolarization caused by homo-FRET in a system with 
non-covalent DNA binders, such as YO, PO and DAPI, was made by 
Albinsson and co-workers.101 In this work, fl uorescence depolarization 
was described by a semi-empirical Markov chain model where the 
degree of fl uorescence depolarization was investigated as a function of 
the intercalator density. Th e depolarization caused by energy transfer 
is dependent on the relative orientation of the donor and acceptor 
emission and absorption transition dipoles, respectively. Th is is, in 
turn, determined by the relative positions of the donor and acceptor in 
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Figure 4.5. A homo-FRET system consisting of four identical fl uorophores with 
indicated absorption, emission and energy transfer pathways. Because of the homo-
FRET conditions, all possible energy transfer pathways are bi-directional.
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Figure 4.6. Th e DNA intercalator 
dye YO-PRO-1
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the DNA strand (i.e. the number of base pairs separating them). For a given random 
distribution of intercalated YO molecules, there is a set of energy transfer and emission 
probabilities for each fluorophore in the system. These probabilities define the energy 
migration pathway and thus the fluorescence depolarization. The simulation algorithm 
is constructed in steps where excitation energy located at any of the fluorophores can 
either be emitted or transferred to any of the other fluorophores in the system. In this 
way, the distribution of excitation energy at any given step, vn, is defined as a product 
of the excitation energy distribution in the previous step, vn−1, and the complete set of 
emission and energy transfer probabilities, M. By repeating this recursive calculation it 
is possible to express the excitation energy distribution at any point as a function of the 
initial excitation energy distribution, v0, according to equation 4.17

	 = ⋅ = = ⋅−v v M v M...n n
n

1 0
				    (4.17)

The steady state product, v∞, is obtained by letting the number of steps approach 
infinity, as shown in equation 4.18.
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Thus, the resulting depolarization is obtained as a product of all the energy transfer 
steps leading up to the eventual emission of a photon, and the removal of the excitation 
energy from the system. As stated, the matrix M gathers emission and energy transfer 
probabilities according to Equation 4.19.
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In this expression A is a matrix with 0 diagonal and all other elements being pij 
corresponding the energy transfer probabilities between chromophores i and j. D, 
on the other hand has elements pi on the diagonal with all other elements being zero. 
This corresponds to the probability of emission when the excitation is position on 
chromophore i. By forming Mn and letting n go to infinity, the expression in Equation 
4.20 is obtained.
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The simulations show an expected decrease in emission polarization with increasing 
dye concentration. The steepness of the decrease is dependent on the Förster radius for 
homo-FRET between the intercalated dyes. For systems with R0 = 10 Å, there is a linear 
dependence of the degree of depolarization on the dye-to-base pair ratio. For FRET 
pairs with larger Förster radius, R0 ≥ 29 Å, the expected limiting depolarization value, 
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0.25 or r = 0.1, is reached around 0.2 intercalators per base pair. This model can be 
extended to accommodate any dye bound to any linear scaffolding molecule. However, 
care must be taken to accurately describe both the angle between the dye transition 
moment and the long axis of the scaffold molecule, as well as the relative orientation of 
the dyes as function of their linear separation. This model is used extensively in Papers 
I-III where it is used to determine energy transfer efficiencies in multi-chromophoric 
FRET assemblies.
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Nanoscale 
photonic 
devices
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Photonics is a subject area dealing with the emission, transmission, modulation, 
processing and sensing of light signals. A photonic device is an entity, constructed 
with the purpose to facilitate any or all of the above processes. This definition can 
be made almost indefinitely broad, requiring a much wider scope than this thesis for 
sufficient coverage. The inclusion of nanoscale in the heading narrows things down 
a bit to devices that fit into the size regime of 1-100 nm. I will go even further, by 
restricting the discussion to assemblies based on Förster type energy transfer and 
whose main functionalities are to transmit and modulate excitation energy. This way, 
the chapter creates a logic transition to the work presented in papers I-III. Since one-
step FRET between a single donor and a single acceptor is fairly limited when it comes 
to designing devices where photonic processes are the main functionalities, the designs 
featured in this chapter will almost exclusively rely on energy transfer between multiple 
fluorophores in multiple steps. Since many of the devices rely on excitation energy 
transfer through multiple fluorophores, it is logical to start the discussion with the 
light-harvesting complexes of photosynthetic bacteria. These advanced self-assembled 
systems rely on energy transfer in multiple steps to deliver excitation energy to the 
bacterial reaction center and has served as inspiration for the design of many of the 
devices discussed in this chapter. 

5.1 Natural light-harvesting
Photosynthetic organisms have developed an intricate set of chromophoric arrange-
ments to gather the energy from sunlight. Here, I will exemplify this by describing how 
photosynthetic bacteria use a remarkable example of nanoscale engineering to feed 
the reaction center with excitation energy. This text should not be read as a complete 
review of the function of the bacterial light-harvesting complexes. Instead, I want to 
provide a brief overview, largely because the light-harvesting complexes have had an 
important role to inspire many of the nanoscale photonic assemblies that is presented 
in this thesis. This text is, to a large extent, based on the work by Klaus Schulten and 
co-workers.102-104
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In bacterial photosynthesis, a closely spaced pair of bactreriochlorophylls, called 
the special pair, is responsible for an excited state electron transfer reaction that leads to 
polarization of the cell membrane. Instead of letting the sunlight just excite the special 
pair in the reaction centre directly; photosynthetic bacteria arrange a large number 
of circular light harvesting complexes around the reaction center.  Th ese complexes 
channel the excitation energy to the reaction center in multiple steps. Th e pigment 
molecules, mostly bacteriochlorophylls, responsible for channeling the excitation 
energy, vastly outnumber the reaction center complexes; oft en the ratio is in the order 
of hundreds to thousands pigment molecules per reaction center.

Why do the photosynthetic bacteria organize the gathering of light energy by having 
a large number of light harvesting protein complexes delivering excitation energy to a 
small number of reaction centers (RC) instead of just having more reaction centers? 
Th ere are multiple reasons for this. One is the turnover rate of the reaction center. Th e 
reaction center is capable of undergoing the electron transfer reaction at a rate of 1000 
Hz. However, the chlorophylls of the RC that feeds the reaction with energy only absorb 
at 10 Hz in direct sunlight and 0.1 Hz in dim light. Th us, the reaction center is not 
capable of functioning at maximum turnover on its own. Instead, the light harvesting 
complexes helps the reaction center to reach maximum turnover by feeding it with 
excitation energy. Another reason is that the light harvesting complexes absorb light at 
diff erent wavelengths than the reaction center making it possible for the bacterium to 
make more use of the sunlight. Additionally, the light harvesting complexes are smaller 
and less complex than the reaction center and therefore require less energy from the 
organism’s metabolic system to synthesize.

LH-II

LH-I

RC

Figure 5.1. Bacterial photosynthetic assembly comprising Light-harvesting complex I 
and II and the reaction center.
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In the bacterial photosynthesis there are two different ring-shaped protein complexes 
responsible for directing excitation energy to the reaction center, named LH-I and LH-
II (Figure 5.1). LH-I consists of 16 identical building blocks called ab-heterodimers 
arranged in a circle around the reaction center. The ab-heterodimer is a complex 
that consists of one a-apoprotein, one b-apoprotein, three BChls and one carotenoid. 
The a-apoprotein and the b-apoprotein are both a-helices of 56 and 45 amino acids, 
respectively. The constituent responsible for channeling the excitation energy to the 
reaction center is a ring-shaped assemblage of the 48 bacteriochlorophylls. This ring, 
LH-I, is formed around the reaction center to which LH-I is strongly associated.

The LH-II ring is slightly smaller than LH-I, about 14 nm in diameter, and is 
positioned in multiple copies in between the RC-LH-I assemblies. LH-II consists of 8 ab-
heterodimers, compared to the 16 of LH-I. The proteins scaffold 24 bacteriochlorophylls 
(BChls) and 8 carotenoids. Sixteen of the BChls form a ring-shaped aggregate known 
as B850. The remaining 8 BChls form a second ring which is looser, denoted B800. 
The eight carotenoids span the distance between the BChls, each touching 2 separate 
bacteriochlorophylls.

The energy transfer cascade starts in the LH-II complexes. LH-II has the ability 
to absorb light at both 850 nm through the bacteriochlorophyll ring and at 800 nm 
though the carotenoid-associated bacteriochlorophylls. Excitation energy absorbed by 
the B800 BChls can be transferred to the B850 by FRET. In the B850 ring, photons are 
absorbed only by 2 of the 16 possible exciton states, the second and third energetically 
lowest. As the lowest excited state is optically forbidden, the B850 ring acts as an 
energy storage unit, preserving excitation energy until it can be forwarded further in 
the cascade toward the RC. LH-I absorbs at lower energies than LH-II (875 nm). This 
makes it possible to funnel excitation energy from multiple LH-II through LH-I to the 
RC. The photoactive component in all these assemblies is the BChl-a unit. Since the 
absorptivity of monomeric BChl-a peaks at 772 nm, the 800 nm and 850 nm absorption 
of the two LH-II rings as well as the 875 nm absorption of LH-I are results of the 
spatial organization of the fluorophores. Suggested explanations for this are excitonic 
interactions as well as BChl-protein interactions. The energy transfer from LH-II, via 
LH-I, to RC occurs within 100 ps at 95% efficiency. Beside the high efficiency and the 
high rate, one remarkable feature is the number of potential pathways leading to the 
reaction center. One possible pathway, using excitation at 800 nm, involves 4 sequential 
steps. Starting with initial excitation of B800, excitation energy is transferred to the 
B850 ring in the same LH-II assembly. Excitation energy is then, in turn, transferred to 
the B850 ring of the next LH-II. This is the followed by energy transfer to LH-I, which 
finally transfers the excitation energy to the reaction center.

The fascinating features of the bacterial light harvesting systems show how spatial 
organization and precise tuning of absorption and emission properties can be used to 
construct systems for efficient excitation energy transfer with high spatial precision. 
How these principles can be applied in nanoscale devices will be discussed in the next 
section.
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5.2 Photonic wires
One of the most basic examples of the use of multi-step FRET in nanotechnology is 
the creation of so called photonic wires. Th is can be compared to an optical waveguide 
where light energy is transported linearly from one end to the other. In the case of 
the FRET-based photonic wires, fl uorophores are arranged in a linear fashion to 
achieve directional energy transfer from one end of the wire to the other. Either 
the wire can be constructed directly out of the coupled fl uorophores or, some kind 
of molecular scaff old can be used to arrange the fl uorophores in a wire-like fashion. 
Th e perhaps most prominent example of the former category are arrays of linked 
porphyrin molecules.105-107 In 1994 Lindsey and co-workers presented the fi rst example 
of the concept of a molecular photonic wire, drawing inspiration from natural light 
harvesting complexes.105. In this work, a supramolecular assembly consisting of a 
boron- dipyrromethene (BODIPY) input unit, three zinc porphyrins and a free-
base porphyrin covalently connected through diarylethyne linkers was presented 
(Figure 5.2). In this assembly, emission was predominately observed from the free-
base porphyrin following excitation of BODIPY showing that excitation energy had 
been transferred along the constructed wire. Th e energy fl ow in the porphyrin-based 
wire was shown to be characterized by a combination of Dexter-type through bond 
superexchange-mediated interactions and FRET.108 

One of the simplest examples of what could be considered as a photonic wire is the 
perylene trimer studied by Hernando et al., which consists of three identical tetra-
phenoxy-perylene diimide chromophoric units covalently linked together.109 Th e 
rigid structure of the trimers holds the chromophoric units locked in a perpendicular 
conformation thus preventing full extension of the conjugated p-system. Th is, in 
combination with a short inter-chromophoric distance of only 1.3 nm, results in strong 
exciton coupling leading to a delocalization of the excitation over the entire multi-
chromophoric system. Th e strong coupling enables propagation of excitation energy in 
the system without the presence of a strong driving force in the form of a steep energetic 
gradient. With the addition of a high energy dye at one extreme of the wire and a 
low energy dye at the other a highly effi  cient end-to-end transfer could be achieved. 
However, because of the short inter-chromophoric distance in the perylene arrays, their 
usefulness as wires in nanoscale systems is fairly limited. Th e limited size is a drawback 
common to most chromophoric arrays based on covalently linked chromophores. 
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Figure 5.2. Molecular photonic wire consisting of a BODIPY input unit, three zinc 
porphyrin and a free-base porphyrin. Adapted from Wagner et al.105
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When the designed structures become larger and more complex, the required synthesis 
becomes increasingly difficult. To create assemblies that have potential to function as 
nanoscale devices, it is therefore of interest to adopt self-assembly strategies in order to 
organize chromophores in the form of a wire.

This brings us to the second approach to wire assembly, which is to use some kind of 
scaffolding molecule, e.g. DNA, for arranging the fluorophores. The fluorophores have 
to be selected so that there is an energetic gradient going from one end to the other. 
This makes it possible to excite the edge-fluorophore in the high-energy end and obtain 
multi-step energy transfer all the way to the other end. An early example of multi-
step FRET coupled to DNA comes from the work of Nicholas J. Turro.110 Here, three 
fluorophores, 6-carboxyfluorescein (F), N,N,N′,N′-tetramethyl-6-carboxyrhodamine 
(R) and Cy5 (C) were coupled to a 26 bases long single-stranded DNA molecule.

This multi-chromophoric assembly is not designed to function as a wire, conveying 
excitation energy between two spatially separate points. Rather, the fluorophores 
function together to form a nanoscale dye with a “Stokes shift” of 182 nm. The 
quenching of the initial donor, F, is 99% and the assembly has an overall fluorescence 
quantum yield of 0.13. Even before this, Uchimaru and co-workers had introduced a 
sequential arrangement of donor and acceptor dyes in double stranded DNA.111 The 
fluorophore 6-Carboxyfluorescein (F) was coupled to a 25-mer scaffold strand. This 
fluorophore acts as the initial donor in a three-dye system. The other two fluorophores, 
4,7,2′,4′,5′,7′-hexachloro-6-carboxyfluorescein (H) and 6-carboxy-X-rhodamine (R) 
are coupled to a 15-mer and a 10-mer oligonucleotide, respectively, which both bind 
to the 25-mer scaffold. The total end-to-end distance is approximately 80 Å, which is 
within the range than can be covered by single step FRET. The assembly is not labeled 
as a “photonic wire”; instead the intermediate step is used as an enhancer of the FRET 
process between the fluorophores at each end of the DNA strand. The intermediate 
fluorophore was shown to enhance FRET between the end dyes by 360%. These results 
provide a basis for the use of DNA-based FRET over even longer distances, something 
that came to be referred to as molecular photonic wires or DNA-based photonic wires. 

The concept of the DNA-based photonic wire was first introduced by Sauer and co-
workers.112 Here, DNA was used a scaffold for a series of fluorophores creating a 
photonic wire based on the cascade principle.112, 113 In conjunction to this, it is also 
appropriate to mention the work by Ohya et al.114 Although, the term “wire” is not 
mentioned in the paper, the work carries many of the characteristics associated with 
the term. Yuichi Ohya’s take on the DNA-based molecular wire is discussed more in 
depth later in this section.

Because of the increase in the number of high quality (high molar absorptivity and 
high quantum yield) fluorophores for nucleic acid labeling there are a large number of 
donor-acceptor combinations available that can be used in a multi-step energy transfer 
cascade. In the work by Sauer and co-workers a 60-mer single stranded DNA molecule 
is used as a template strand.112, 113, 115, 116 To this strand, complementary 20-mer DNA 
strands are hybridized. The design, featuring a long scaffold strand for a number of 
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short functionalized strands is similar to that of Uchimaru and co-workers. The 20 
base pair oligomers are labeled with fluorophores which, when all strands hybridize 
with the template, form a chain of energy transfer donor acceptors (Figure 5.3). Here, 
the sequence specificity of the base pairing of the labeled strands with the template 
strand is used to assure that the fluorophores arrange in the correct order to achieve 
end-to-end energy transfer in the wire. The dyes are placed so that, when all strands 
assemble, there is a 10 base pair separation between them. The choice to use a 10 base 
pair separation between the fluorophores in the FRET cascade is not by chance; as 
10 base pairs corresponds to one turn of the B-DNA helix all fluorophores will be 
positioned on the same side of the DNA duplex. This increases the potential efficiency 
of the wire since all excitation energy propagation is along the wire axis instead of 
both along and across the duplex, which would be the case if the fluorophores were 
positioned on opposite sides of the DNA duplex. In addition, a 3.4 nm separation 
(corresponding to 10 base pairs) between the fluorophores in the cascade will result 
in one-step FRET efficiencies of 91% to 98.7% for donor acceptor-pairs with Förster 
distances of 50 Å and 70 Å, respectively. Thus, these dyes provide a potential for high 
overall wire efficiency. However, multiple studies on photonic wires of this type have 
shown lower experimental end-to-end energy transfer efficiencies than what could be 
expected from the Förster distances of the individual donor-acceptor pairs.115, 116 Using 
the same principal design, Sauer and co-workers have created variations of the original 
wire by altering the fluorophore composition. In one wire, the fluorophore combination 
rhodamine green (RhG), tetramethylrhodamine (TMR), ATTO 590, LightCycler Red 
(LCR) and ATTO 680 was used.112, 113 

In a second wire, LCR was replaced by ATTO 620.115, 116 In both cases, the 
fluorophores were placed with 10 base pairs separation, which would correspond to 
individual FRET efficiencies above 90%. This should, in turn, yield overall efficiency 
of at least 70%. Instead, the observed overall efficiency was on the order of 15 to 30 % 
Using single molecule measurements Sauer and co-workers revealed subpopulations 
of wires in which approximately 90% of the emission was detected in the channel 
corresponding to the most low-energy dye. End-to-end energy migration was further 
studied by sequentially bleaching the wires that emitted in the red channel. These 
experiments showed that the terminal acceptor is bleached first, followed by the more 
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Figure 5.3. Hetero-FRET based photonic wire consisting of five different fluorophores positioned along a 60 base pair long 
DNA strand. The distance from the donor to the final acceptor corresponds to 40 bp. Adapted from Heilemann et al.112
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high-energy dyes in order, with the initial donor bleaching last. The emission intensity 
profile also revealed that emission from the wires were, at any time, dominated by one 
single fluorophore, i.e. energy transfer is efficient up to the last available dye in the 
cascade.112

In an effort to explain the observed heterogeneity of the photonic wires, Sauer 
and co-workers investigated the assembly process of the wires using single-molecule 
fluorescence spectroscopy.115, 116 Although all wire components had been added to 
the sample there is a large fraction of the wires that showed predominant emission 
from one of the linking fluorophores. The prevalent explanation for this is focused on 
the assembly of the DNA duplex. Because of the arrangement with the different dyes 
covalently linked to short oligomers that bind to a longer template strand the, assembly 
of the wire requires not only for two single stranded DNA molecules to form a duplex, 
but for several of these events to occur. This, more complex, assembly procedure 
puts high demands on the conformational freedom of the constituting strands in the 
assembly process. By using a surface attachment that allows the DNA strands to re-
orient, the heterogeneity can be drastically reduced. Another factor that impedes the 
wire functionality is incomplete labeling. Since the wire requires that excitation energy 
passes all fluorophores between the input and output dye, loss of one or more dyes can 
be detrimental to the functioning of the wire.

In the photonic wire there are two principle loss terms. Firstly, the directionality 
implies a decrease in excitation energy by going from one end of the wire to the other. 
This red shift means that there is less energy to use for driving photochemical reactions 
at the output of the wire. Secondly, excitation energy can be lost due to photophysical 
processes other than FRET, e.g. emission from one of the linking dyes or internal 
conversion. The wire can be said to have a specific quantum yield for end-to-end 
transfer that depends on the number of constituting fluorophores and how they couple. 
These two parameters have to be balanced against each other in the design of the wire 
system. The red shift is minimized by limiting the number of different fluorophores 
in the system, since every new donor-acceptor pair leads to lower excitation energy. 
However, a high quantum yield is obtained by having strong coupling between the 
fluorophores, i.e. short donor-acceptor distances. However, short distances mean that 
many donor-acceptor pairs are needed to extend the wire, thus increasing the red 
shift. Carefully choosing the fluorophores and their relative positions can strongly 
influence the efficiency of the wire. For instance, it is unnecessary to place donors and 
acceptors closer than roughly 50% of R0 since that distance corresponds to an excitation 
energy transfer efficiency of 98%. There is therefore very little to gain by moving the 
fluorophores even closer.

The red shift problem can also be tackled in another way. Instead of building the 
wire through an energy transfer cascade with a stepwise red-shift with every dye, the 
middle part of the wire can be constructed from a sequence of fluorophores capable 
of homo-FRET. In this mediating homo-FRET part of the wire, the energy transfer 
proceeds in a way that can be described by one-dimensional statistical diffusion. If 
the fluorophores are separated by an equal distance there is no net driving force for 
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energy transfer in either direction of the wire. Instead, directionality is achieved by 
flanking the homo-FRET dyes with a higher energy dye (injector) on one side and a 
lower energy dye (detector) on the other side. In this way, it is possible to direct the 
flow of excitation energy without the associated red-shifts of energy transfer cascades.

Already in 2003, Ohya and co-workers presented a photonic wire where homo-FRET 
was used to achieve end-to-end energy transfer.114 In this work, a template oligomer 
(20, 30 or 40-mer) is combined with shorter, dye-labeled, 10-mer strands to generate 
the photonic wire. The wire consists of the three fluorophores eosin (Eo), TexasRed 
(TR) and tetramethylrhodamine (Rho), each covalently attached to a 10-mer DNA 
complementary to the longer template strand. The strands assemble in an order that 
creates an energy transfer cascade going from one end of the wire to the other. For 
the 30 and 40-mer wires, the Rho unit is present in one and two copies, respectively. 
When there are two Rho units present in the wire, as is the case for the 40-mer wire, 
part of the energy transfer is mediated through homo-FRET between the identical Rho 
units. Fluorescence measurements showed no energy transfer between eosin and Texas 
Red in the absence of tetramethylrhodamine, both for the 30-mer and for the 40-mer 
wires. When DNA strands with Rho attached in the 5′ end was added to the system a 
23.7% and 21.6% energy transfer efficiency was detected for the 30-mer and for the 40-
mer, respectively. Ohya and co-workers use the formula presented in Equation 5.1 to 
calculate the energy transfer efficiency,

	 T A A F F T T% 100 1 100app X D D A A100 { }( ) ( )= × = − + ×( ) ( ) 		  (5.1)

where Tapp is the apparent energy transfer efficiency, A(100) and A(x) are the integrated 
emission and excitation spectra, respectively. The terms f and F represent the quantum 
yield and fluorescence intensity, respectively, for both donor (D) and acceptor (A) 
fluorophores. T is the actual energy transfer efficiency. The equation is adapted from 
Imanishi and co-workers117 and compensates for the spectral overlap between donor 
and acceptor emission. A weakness of this model is that it does not account for the 
fraction of the acceptor emission that is due to direct excitation of the mediator 
dyes rather than the original donor, something that is relevant in the case of multi-
chromophoric FRET. In many systems this effect is pronounced, especially if the wire 
contains many mediator dyes.

Quake and co-workers present another example of a DNA-based photonic wire 
utilizing homo-FRET to facilitate end-to-end energy transfer. The photonic wire is 
built using the fluorophores 6-carboxyfluorescein (6-FAM), 6-tetramethylrhodamine-
5(6)-carboxamide (TAMRA) and Cy5.118 In this work dyes are covalently attached to 
either one of the two equally long DNA strands forming the final duplex (Figure 5.4). 
Note that in this case, the strategy of allowing multiple singly labeled short strands 
assemble into a wire is not used. Instead, equally long strands with multiple covalent 
modifications are used. The fluorophores are positioned with a separation of ten base 
pairs putting them either on the same side or the opposite side of the duplex depending 
on whether they attached to the same or to different DNA strands. The fluorophore 
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TAMRA functions as a mediating unit connecting 6-FAM and Cy5. The number of 
attached TAMRA units depends on the length of the wire. For the wire based on a 
20-mer DNA strand, only one TAMRA fluorophore is used to bridge the gap between 
injector and detector dyes. Since only one mediating unit is present in the assembled 
wire, there is no homo-FRET occurring. Instead, end-to-end transfer occurs primarily 
through the two-step 6-FAM-TAMRA-Cy5 FRET (there is also a slight contribution 
of direct 6-FAM to Cy3 FRET to the end-to-end transfer). An extension of the wire to 
a 40-mer DNA means inclusion of two more TAMRA units to a total of three. Here, 
substantial homo-FRET between the mediating TAMRA fluorophores is required for 
energy to be transferred from the injector to the detector end of the wire. The amount 
of end-to-end transfer in the longer wire is dependent on the number of mediating 
units. Removal of the middle of the three TAMRA units results in a decrease in the Cy5 
fluorescence together with an increase in the 6-FAM fluorescence. However, there is 
still successful end-to-end energy transfer in the system. 

The concept of linking functionalities on the nanometer scale using multi-step FRET 
can be expanded from the simple one-dimensional wire to include more complex 
structures in two and (potentially) three dimensions. Multidimensional structures 
provide an opportunity to incorporate several functional units located within the range 
for multi-step FRET. Here, the positional precision of energy transfer becomes even 
more important since there is a need to distinguish between different energy transfer 
targets.

The development of DNA origami has allowed the creation of a wide variety of 
DNA structures in two and three dimensions (see the discussion on section 3.1.2). 
DNA origami does not only allow the construction of different geometrical shapes, 
but is also readily functionalized. This is utilized by Tinnefeld and co-workers to 
construct a two-way photonic wire assembled in a DNA-origami rectangle.119 Here, 
an input dye is placed at a central position in between two different output dyes, as 
shown in the schematic illustration in Figure 5.5. Energy transfer from the donor to 
the acceptor is controlled using a jumper dye that functions as an intermediate station 
in the energy transfer cascade between the donor and both acceptor dyes. Directional 
control is obtained by attaching the jumper dye to different staple strands at either 
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Figure 5.4. Three-chromophoric photonic wire having a central mediating part consisting of three 
homo-FRET dyes. Adapted from Vyawahare et al.118
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positions between the donor and the two acceptor dyes. In the design, the fl uorophore 
ATTO 488 was used as the donor dye, the fl uorophores ATTO 647N and Alexa 750 
were used as the two diff erent output dyes and ATTO 565 was used as the jumper dye. 
Th e modifi ed staple strands are positioned diagonally across the origami rectangle with 
the fl uorophores protruding from the same side of the fl at structure. Th e structure is 
designed to give an average inter-fl uorophore distance of roughly 9 nm. Th eoretically, 
this gives a low effi  ciency for direct donor acceptor FRET in the absence of the jumper 
dye but a high effi  ciency for the two-step process in the presence of the jumper dye. 

Th e performance of the wire is studied using single molecule fl uorescence 
spectroscopy with alternating laser excitation. Without any of the two jumper dyes, the 
system is dominated by fl uorescence from the donor dye with only a small fraction of 
the excitation energy being transferred to the output dyes. When either of the jumper 
dyes is added, the excitation energy distribution is shift ed towards the output dye on 
the side where the strand with the jumper dye binds. Th is way, using the binding of a 
sequence specifi c jumper strand, it is possible to control the directionality of the energy 
transfer. When the green jumper dye is positioned between the donor dye and the red 
output dye, the energy transfer effi  ciency, determined as the fraction of photon counts 
in the output channel divided by the sum of photon counts in the input and output 
channels, is 0.34. When the jumper dye is instead positioned between the donor and 
the IR output the energy transfer effi  ciency is centered at 0.27. When both the jumper 
dyes are used simultaneously the resulting energy transfer effi  ciencies are 0.36 and 0.27 
for energy transfer to the red and IR outputs, respectively. Interestingly, the two energy 
transfer pathways do not seem to compete with each other, as indicated by the fact that 
the energy transfer effi  ciency is roughly the same for both paths whether one or two 

Figure 5.5. Two-way photonic wire in a DNA origami matrix. Th e positioning of the green jumper dye determines 
the directionality of the excitation energy transfer. Adapted from Stein et al.119
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jumper strands are present. Instead the added FRET comes from increased quenching 
of the donor dye. 

For all the constructs, the FRET efficiency distributions are quite broad. Whether 
this heterogeneity is due to actual dynamics of the DNA-origami structure, or if it 
is caused by the photophysical properties of the fluorophores and the fluorescence 
detection, is difficult to answer. In order to evaluate the readout reliability of the system, 
an output ratio measure was defined as the photon counts from the red output channel 
divided by the sum of the red and IR outputs. When the jumper dye is located on the 
side of the red output, the output ratio is centered on 1, and when the jumper dye is 
located on the side of the side of the IR output the output ratio is centered on 0, with 
little overlap between the two cases. Finally, when both jumper dyes are present, the 
output ratio is centered on 0.5. This shows that it is possible to differentiate between the 
different cases from the obtained signals. The key element in this work is, in principle, 
two combined photonic wires with a common input, where selection is achieved 
by the addition of either jumper strand. In addition to this, the work also illustrates 
how multiple chromophoric units can be combined in a complex matrix to perform 
a function. The binding of the fluorophore labeled staple strands to the M13mp18 
genome are separate from each other, but when the origami-structure is folded, they 
are organized in a way that facilitates the energy transfer from input to output.

5.3 Artificial antennas
In addition to transferring energy from one specific point in space to another (as in the 
case with the photonic wire) there are also examples were multi-chromophoric FRET 
has been employed to convey excitation energy from a large number of fluorophores 
to few or single acceptors. The inspiration comes again from the light harvesting 
complexes in photosynthetic organisms. The approach that is used in the artificial 
light harvesting devices resembles in a way a funnel for excitation energy, as excitation 
energy at any donor fluorophore is directed towards the acceptor or acceptors in a way 
schematically depicted in Figure 5.6. This type of funnel, or antenna assembly, can be 
created in numerous ways and can function in one120, two121 or three dimensions48. The 
molecular foundation of the antenna complexes has varied greatly and examples include 
cyclodextrins122, dendritic123, 124 or ring-shaped124-129 arrangements of porphyrins, 
and pyrene-perrylene assemblies130, 131. The assemblies rely either on scaffolding of 
chromophores around some kind of molecular framework or on the ability of the 
chromophores themselves to arrange into an antenna complex. Especially the ring-
shaped porphyrin assemblies closely mimic the arrangement found in the bacterial 
light harvesting complexes LH-I and LH-II. Furthermore, Ana Moore, Thomas Moore 
and Devens Gust have perhaps more than anyone else, created systems that closely 
mimic photosynthetic functions, including light harvesting, redox reactions and proton 
gradient generation.132-136 All these examples can be discussed in length. However, the 
focus of this section is primarily on antenna assemblies relying on self-assembly of bio-
molecules, such as DNA or proteins, into scaffolds for multi-chromophoric arrangements 
similar to those used to construct the photonic wires previously discussed. Additionally, 



53

I want to emphasize the connection 
between nanoscale photonic 
devices, such as the photonic 
wire, DNA nanotechnology and 
light harvesting assemblies. Th e 
idea is that these light-harvesting 
applications could function in 
conjunction to other nanoscale 
devices, e.g. photonic wires, present 
within the DNA assemblage.

As in the case of the photonic 
wire, it is possible to fi nd examples 
that have the properties of a light-
harvesting device, although they 
might not have been branded as 
such. Armitage and co-workers 
have created a set of two- and three-
dimensional DNA-based nanostructures which functions as hosts for the intercalating 
fl uorophores oxazole yellow (YO-PRO-1) or its bisintercalating dimer YOYO-1.48, 121 
Th e intercalated YO or YOYO dyes act as FRET donors to an acceptor fl uorophore, 
which is either covalently bound to the DNA structure or intercalated between the base 
pairs. Th e assemblies eff ectively work as nanoscale fl uorescent markers, organizing 
multiple fl uorophores in a defi ned region of sub-diff raction size. Although the 
DNA-based assemblies are primarily designed as brightly fl uorescent tags, they have 
properties that make them interesting as light-harvesting devices. In 2007 Armitage 
and co-workers published work on the creation of a two-dimensional DNA-based 
fl uorescent nanotag.121 Th e assembly consists of a DNA construct that functions as 
scaff old for the intercalating dyes having three-way junction (3WJ) geometry with 
“arms” that are 10 base pairs long. In total, three, 20-base pair long, single-stranded 
DNA molecules are used to construct the 3WJ. Th e 3WJ assembly was created in two 
versions, one with an intercalating acceptor (Figure 5.7A) and one with covalently 
attached acceptor molecules (Figure 5.7B). Another cyanine dye, TO-PRO-3, was used 
as the intercalating acceptor. As with the case of the intercalator-based photonic wire, 
there is no control of the positioning of the fl uorophores when intercalating donor 
and acceptor dyes are used. Instead, the ratio between added donor and acceptor is 
used in order to achieve high effi  ciency both for the light gathering and energy transfer 
processes. A 37% quenching of YO-PRO-1 is reported for donor-acceptor ratios of 14:1. 
By increasing the acceptor concentration to ratios 13:2 and 12:3 the donor is quenched 
to 53% and 67%, respectively. However, although the donor quenching is higher, there 
is no increase in the sensitized emission of the acceptor. A probable explanation for this 
is self-quenching of TO-PRO-3 due to the high loading, something that is supported 
by decreasing fl uorescence intensity from directly excited TO-PRO-3 with increasing 
loading.

homo-FRET

hetero-FRET

Figure 5.6. Sketch of a FRET-based light harvesting system. Th e system 
functions as an energetic funnel, directing the excitation energy to the acceptor 
through hetero- and homo-FRET
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The alternative strategy, with covalently attached acceptors, involves YOYO-1 as 
donor and Cy3 as acceptor. Cy3 is attached to the terminus of the 3WJ assembly. An 
advantage with the covalent attachment is that the acceptor dyes do not compete with 
the donor dyes for the available binding sites in the DNA structure. The alternative 
assembly with covalently attached acceptors showed 95% quenching of the YOYO-1 
donor for a structure with two Cy3 acceptors. Using this as an example, it would appear 
as if covalent attachment of the acceptor is preferable over non-covalent binding. 
Certainly, if the assembly should function as a light-harvesting device with a focused 
output, there should only be one acceptor, placed in a well-defined position. With 
that in mind, the covalent option is more suitable. It is not as important to precisely 
control the positioning of the donors. As long as the binding sites are within energy 
transfer-distance to the acceptor, random binding of the donors will not hamper the 
light harvesting functions.

A further development of the DNA-based fluorescent nanotag is made possible using a 
DNA tetrahedron48, designed by Turberfield and co-workers 36 (Figure 5.8). The same 
donor-acceptor pair as for the three-way junction, YOYO-1 and Cy3, is used for the 
tetrahedron (TH). Each side of the tetrahedron is 17 base pairs in length, connected 
with two-base TT hinges. This means that there are a total of 102 binding sites for 
YOYO-1 in the structure, compared to 30 for the 3WJ, this without a great increase 
in the size of the assembly. The increased compactness of the TH structure, and the 
concentration of donors that follows, is a distinct advantage associated with using 
three-dimensional assemblies over one-dimensional or two-dimensional ones. Using 
a YOYO-1 loading density of approximately 1:4 YOYO-1:base pair Armitage and co-
workers obtain donor quenching efficiencies of 52%, 74%, 86% and 95% for structures 
with 1,2,3 and 4 Cy3 acceptors, respectively.48 

A point that is not being discussed in either of the two papers is the effect of homo-
FRET on the light-harvesting capacities of the assembled structure. Would a similar 
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Figure 5.7. Fluorescent nanotags based on DNA three-way junctions with intercalated donors and 
either intercalated (A) or covalently attached (B) acceptors. Adapted from Benvin et al.121
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construct, built using donor fluorophores without 
homo-FRET capabilities, show substantially 
lower sensitized acceptor emission? Homo-FRET 
should, in principal, play an important role to 
direct excitation energy from donor dyes distal 
from the terminal acceptor towards the acceptor 
through diffusive energy migration. In paper 
III, were we assemble an antenna system with 
similar constitution as the YO and YOYO-based 
nanotegs, this issue is discussed.

The question of the importance of homo-FRET is, 
in part, addressed by Francis and co-workers in the 
creation of a protein-based, multi-chromophoric, 
antenna system.137 Recombinant tobacco mosaic 
virus coat protein (TMVP) monomers are 
organized into either rods or disk shapes through 
self-assembly. The protein monomers are S123C 
mutants, i.e. a serine residue is substituted for 
cysteine. This provides a handle for attachment of 
thiol-reactive fluorophores. The overall design involves three different dyes, Oregon 
Green 488 (A), tetramethylrhodamine (B) and Alexa Fluor 594 (C). The fluorophores 
can be arranged into a FRET cascade, where A is the initial donor, B the intermediate 
donor and C the acceptor. Because of extensive overlap between the emission band of 
the donor and its own absorption band substantial donor-donor FRET (homo-FRET) 
is possible. Assembly of the TMVP monomers into the final structure is directed by 
pH; a low pH favors the formation of rods while high pH results in the formation 
of disks. Experiments with assemblies containing only fluorophores A and C showed 
that energy transfer from donor fluorophores was the main contributor to acceptor 
emission at high donor:acceptor ratios. A comparison between a rod assembly carrying 
33 donors for each acceptor with a similar assembly, but with equal amounts of donors 
and acceptors, showed that at least 20 donor fluorophores contributed to the acceptor 
emission. This is more than the maximum eight donors that can be positioned directly 
adjacent to the acceptor. Although it is possible that the contribution from non-adjacent 
donors comes from direct FRET, the multi-step, homo-FRET pathway presumably 
has an important contribution. To evaluate the light harvesting capabilities, Francis 
and co-workers measure the antenna effect of the system. The antenna effect, AE, was 
introduced by Fréchet and co-workers as a way to describe light-harvesting dendritic 
systems 138 and is defined here in Equation 5.2.

	 AE I IA d ex A a ex_ _= ( ) ( )
				    (5.2)

In this expression IA is the emission intensity of the acceptor and d_ex signifies donor 
excitation and a_ex direct acceptor excitation both excited at the respective absorption 
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Figure 5.8. Fluorescent nanotag based on a DNA 
tetrahedron. Adapted from Özhalıcı-Ünal et al.48
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maximum. In the example mentioned above, the antenna effect increases with 
increasing donor:acceptor ratios from AE = 0.3 at 1:1 ratio to a 4-fold amplification 
(AE = 4) at 16:1 ratio. A further increase in the donor:acceptor ratio to 33:1 and 101:1 
results in and 8-fold and 11-fold increase, respectively. Although a high antenna 
effect is observed, the overall efficiency of the system is fairly low, ranging from 34 
% to a maximum of 47 %. This is explained by the poor spectral overlap between the 
donor emission and the acceptor absorption. Including the intermediate donor greatly 
increases the overall efficiency. By first constructing disk structures that contains either 
fluorophores B and C or only fluorophore A, and letting these self assemble to a rod 
structure, it is possible to position the intermediate donor in-between A and C, thereby 
obtaining a fluorophore organization promoting end-to-end FRET. At fluorophore 
ratio 8:4:1 the overall efficiency was 90% and an antenna effect of 4.6.

Another way to spatially organize donor and acceptor fluorophores in order to promote 
light-gathering is presented by Liu and co-workers who construct an artificial light-
harvesting antenna from a seven-helix DNA bundle.139 The design is based on the 
seven-helix bundle (7HB) created by Seeman and co-workers.34 In the light-harvesting 
assembly, donor fluorophores are positioned in six helices surrounding a central helix 
which houses the terminal acceptor fluorophore, schematically illustrated in Figure 
5.9A. Three different fluorophores are used in the assembled structure: ethynylpyrene 
(Py), Cy3 and Alexa Fluor 647 (AF). Pyrene functions as a primary donor to the 
intermediate fluorophore Cy3, which in turn functions as a donor for the acceptor 
fluorophore Alxea Fluor 647. The circular arrangement of donors around the acceptor 
creates an effective funnel for the excitation energy directing into to the acceptor. 
This circular organization resembles the organization of the bacterial light harvesting 
complex LH-I around the reaction center. 

Four different assemblages with different chromophoric conformations were 
constructed. The chromophore assemblies, or triads, have the following dye ratios 
(donor:intermediate donor:acceptor): 6:6:1, 6:3:1, 3:6:1 and 1:1:1 for the triads T1-T4, 
respectively (Figure 5.9B). The chromophores (with the exception of the central AF 
acceptor) are held rigidly close the DNA helix with a relatively well-defined orientation. 
Because of this, the assumption of random orientation (k2 = 2/3) does not hold. It also 
means that donor-acceptor distances are relatively well defined (especially for the Py-
Cy3 pair). For the T1 assembly (6:6:1), Py-Cy3 distances range between 2.1 and 2.7 nm. 
The Cy3-AF distance varies slightly more than the Py-Cy3 with a minimum distance at 
1.8 nm to a maximum distance at 4.5 nm.

When the assemblies are excited at 380 nm there is a quenching of the donor 
fluorophore Py for all the triads, T1-T4, compared to an assembly without any of the 
two acceptors Cy3 and AF. The T1 (6:6:1) and T3 (3:6:1) show a 90% quenching of Py 
while T2 (6:3:1) and T4 (1:1:1) show 30% and 70% quenching, respectively. Comparing 
the results from the T1 and T2 triads it is clear that a high ratio of intermediate donors 
is required to achieve an effective donor quenching. However, increasing the amount 
of intermediate donors beyond a 1:1 ratio does not lead to further quenching of the 
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primary donor (T1 and T3). Finally the diff erence in donor quenching between T1 and 
T4 shows that there is an eff ect of multiple energy transfer paths directing the excitation 
energy away from the Py donor.

As was the case with the photonic wire, it is not suffi  cient to just study the quenching 
of the primary donor to fully characterize the performance of the antenna system. Using 
the antenna eff ect measure introduced by Francis and co-workers 137 the effi  ciency of 
energy transfer to the terminal acceptor AF is estimated. Th e reported antenna eff ects 
for the T1-T4 triads are 0.85, 0.43, 0.47 and 0.16, respectively. It is interesting to note 
that the antenna eff ect of the T2 and T3 triads is approximately half that of T1. T2 has 
the same number of primary donors as T1 but only half the number of intermediate 
donors. Th us, T2 absorbs the same amount of light as T1, but the relaying is more 
ineffi  cient. Th is is also refl ected in the lack of quenching of the primary donor. T3 relays 
the excitation energy with the same effi  ciency as T1, but absorbs only half the amount 
of light that T1 does. 

Using the antenna eff ect measure can be an eff ective way to characterize the light-
harvesting capabilities of an antenna system. However, this measure is highly system 
specifi c. Since acceptor emission due to FRET is compared with direct excitation of 
the donor at the wavelength of maximum absorption, the obtained antenna eff ect 
will depend on the quality of the acceptor. Th e FRET effi  ciency, which contributes to 
AE is proportional to the sixth-root of the overlap between the donor emission and 
acceptor absorption. However, AE is proportional to eD

−1.  High absorption coeffi  cient 
will therefore have a negative contribution to the antenna eff ect. For this reason, poor 
acceptors will more easily result in a high antenna eff ect. To give a more generally 
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Figure 5.9. A. Seven-helix bundle with associated three-chromophoric array.  B. Th e 
diff erent investigated triads T1-T4. Coloration indicated which dyes are present in the array. 
Adapted from Dutta et al.139
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comparable measure of the quality of the antenna system, the antenna effect can be 
multiplied with the absorption coefficient of the acceptor to give an effective absorption 
coefficient to the light-harvesting assembly.

Garo and Häner have created a DNA-based antenna system which design that is 
conceptually different from the ones previously discussed.140 Instead of having 
fluorophores that are externally linked or non-covalently associated to DNA, Garo 
and Häner have constructed a system where the constituting dyes replace the DNA 
bases creating an arrangement of p-stacked chrompores inside the DNA duplex. The 
light harvesting assembly consists of the dyes phenanthrenes and pyrene. Assemblies 
containing 2, 4 or 8 phenanthrenes were created. When the assembled system is excited, 
emission is observed from the phenanthrene-pyrene exiplex that is formed. The exiplex 
is formed both if phenanthrene and if pyrene is excited. The emission from the exiplex 
increases in proportion to the number of phenanthrene units in the assembly.

One important question that remains to be addressed, both for the photonic 
wires and for the light-harvesting complexes, is that of photostability. From a device 
perspective, having systems that are durable and that can withstand repeated use is 
imperative. The natural systems rely on a huge abundance of donor dyes and ability 
for self-repair. Designed systems need to be built so that incorporated dyes do not 
photo-destruct or so that loss of a fraction of the dyes does not lead to substantial 
performance losses. This, or some kind of self-repair function needs to be incorporated. 
The fluoromodules with replaceable dyes designed Armitage and co-workers hint to 
something along this line.141
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6. 
Lipids – soft, 
dynamic 
containers
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An important criterion in all definitions of life is the requirement for enclosure. There 
must be a boundary that separates the living systems from its surroundings, that 
prevents dissociation of genetic information and that enables an autopoietic metabolic 
system to be upheld. On the fundamental level of the single cell, enclosure is created by 
a doubled-layered membrane which encapsulates the cellular components, effectively 
isolating them from the cell exterior. The cell membrane is a highly dynamic system 
relying of self-assembly and self-organization. From a nanotechnological point of view 
these properties, which can be traced down to the properties of the individual building 
blocks, are highly interesting. In paper IV and V, bio-inspired membrane systems are 
utilized to facilitate reactions between molecules confined to a surface.

Cell membranes are primarily composed of a class of amphiphilic molecules called 
lipids comprising cholesterol, phospholipids, triglycerides and fatty acids. Lipids are 
characterized by having a hydrophilic, water-loving, “head” and a hydrophobic, water-
hating, “tail”. In solution lipids can spontaneously assemble into a plethora of different 
superstructures shielding either its hydrophobic or hydrophilic part from unfavorable 
interactions.  When individual lipid molecules are present in water solution, the 
surrounding water is forced into a highly ordered cage-like structure around the 
hydrophobic tail of the lipid. When the lipids assemble into larger supramolecular 
structures, water is released and thus becomes less ordered. This release also 
increases the number of hydrogen bonds that the water molecules can partake in. It 
is this combined effect of the water that drives the formation of the highly ordered 
lipid assemblies. The exact nature of the assembled structure depends both on the 
properties of the lipid molecules and the nature of the surrounding media. Examples 
include micelles, inverted micelles or cubic phase structures. In the case of biological 
cells, it is the ability of certain lipids to spontaneously assemble into doubled layered 
membranes that is important. In water, the double-layer will fold to form a spherical 
volume shielding the hydrophobic membrane edges from interactions with the water. 
The result of this is an enclosed water volume on the interior of the membrane bubble, 
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or vesicle, that is shielded from the exterior by the hydrophobic barrier that is the 
membrane double-layer.

As previously stated, the topology of the assembled structure is governed, to 
a large extent, by the chemical properties of the constituent amphiphilic molecules. 
A useful way to describe the relationship between the structure of the individual 
lipid molecule and the topology of the final assembly is through the critical packing 
parameter CPP. 142 The critical packing parameter describes the relative size of the two 
functional domains of the lipid molecules: the hydrophilic head and the hydrophobic 
tail. The two dimensions compared is the effective volume of the lipid molecule (v) and 
the product of the length of the tail domain (l) and the effective area (a) of the head 
domain (CPP = v/la). Lipids can be divided into three different classes with respect 
to the packing parameter. Lipids with comparatively large head groups (CPP<1) are 
cone-shaped and form micelles, single layer structures with high curvature. Here, the 
fatty tails face the interior of the micelle while the hydrophilic head-group is exposed 
to the exterior. The opposite case is true for lipids with CPP>1. These lipids form high 
curvature structures similar to the conical lipids previously mentioned. However, 
in this case, the hydrophilic head group faces the interior and the fatty tail faces the 
exterior. Cylindrical lipids, having a CPP≈1 form the lamellar structures found in 
biological cell membranes. The relationship between lipid structure, packing parameter 
and assembly type is presented in Figure 6.1. The main constituent in biological lipid 
membranes is phospholipids. Phospholipids have a polar head group containing a 
phosphate, usually together with some other small organic unit, and almost exclusively 
belong to the group of lipids forming bilayer structures. The properties of the head 
group vary both in size and in charge depending on the nature of the moiety linked to 
the phosphate. Moreover, the fatty tail, usually a diglycerid, also varies in length and 
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Figure 6.1. Three examples of different type of lipid structures yielding different types of assemblies. 
Lipids with packing parameters PP=1, PP<1 and  PP>1 give lamellar, micellar or inverted micellar 
structures, respectively. Shown also is the phospholipid phosphatidyl choline (PC), which is one of 
the lipids used in the work presented in this thesis.
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saturation affecting the properties of the phospholipid. Aside from the structure of the 
lipid monomer, the topology of the assembled structure is also determined by factors 
such as lipid concentration and solvent polarity. 

6.1 Lipid layers on surfaces
Apart from forming complex three-dimensional structures in solution, lipids are also 
capable of coating a wide variety of surfaces. Depending on the surface properties, the 
lipids will form either monolayer143 or bilayer144 structures. Additional bilayers can also 
form on top of the coating layer creating multilayered lipid structures. Supported lipid 
bilayers have been extensively studied.145-148 They are highly interesting e.g. as model 
systems for cell membranes. However, as the work presented in this thesis involves 
lipid monolayers, I will mostly focus the discussion on those.  The surface-coating lipid 
monolayer can form on hydrophobic surfaces with material from a solution reservoir, 
such as a multi-lamellar vesicle. When the multilamellar vesicle, which is a stable 
aggregate in water solution, lands upon a hydrophobic surface, the integrity of the cell 
membrane is compromised. The membrane rupture then allows the lipid monolayer to 
form. The subsequent spreading of the lipid monolayer film is driven by the decrease 
in surface tension that occurs when the water that surrounds the hydrophobic surface 
is released. In order for lipid spreading to occur, the energetic gain associated with 
replacing the water around the hydrophobic surface with the hydrophobic tails of the 
lipids must be larger than the surface tension of the lipid vesicle. The spreading power 
S can be written according to Equation 6.1

	 S SL SA Vσ σ σ= − − 				    (6.1)

where sSL and sSA  are the surface tensions when the surface is wetted by the lipid 
film and by the aqueous solution, respectively. Further, sV is the surface tension of the 
lipid vesicle. Additionally, there is also a tension gradient across the lipid monolayer 
film. Close to the lipid reservoir, i.e. the multilamellar vesicle, there is an excess of 
lipid material resulting in a low surface tension. Close to the spreading front, there 
is instead a lack of lipid material. On a homogeneous surface, the lipid film spreads 
concentrically from the position of the lipid reservoir (Figure 6.2A). This means that, 
since the circumference of the wetted patch grows as the lipids move further away from 
the reservoir, there will be a thinning of the lipid film when the same number of lipid 
molecules has to cover a larger area. This results in an increased surface tension. The 
tension difference between the vesicle and the spreading film results in a transport of 
lipid material from the vesicle to the spreading front. This type of tension-driven mass 
transport is called Marangoni flow. Czolkos et al. have demonstrated lipid monolayer 
spreading on several different hydrophobic surface materials such as SU-8143 and 
EPON 1002F149 as well as on Teflon AF150, 151. Here, lipid film formation is observed 
using fluorescence microscopy detecting emission from fluorescently labeled lipids. 
The individual lipid molecules move in the formed lipid film by means of diffusion. 
For a lipid monolayer on SU-8 and Teflon AF, the experimentally determined diffusion 
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coeffi  cients are 0.3 µm2s-1 and 0.8 µm2s-1, respectively. In this work, they also show 
how the lipid fi lm can be confi ned to a defi ned shape by having both hydrophobic and 
hydrophilic regions (Figure 6.2B). Th is is discussed more in detail in section 6.3.

6.2 Diff usion and lipid dynamics
As previously discussed, lipid membranes are not static structures with their 
components locked into a defi ned place or shape. On the contrary, lipid membranes 
are highly dynamic. Vesicles are capable of both shape and size changes and individual 
lipid molecules readily diff use in the plane of the membrane creating a two-dimensional 
liquid. Here, I would like to focus on the phenomenon of diff usion itself.  Diff usion 
is the process of particle motion along a concentration gradient. Th e particles move 
from a region of high concentration to a region of low concentration. Th ese particles 
can for instance be molecules, but the phenomenon extends to anything that shows 
thermal motion and that can be ordered in space. Following this reasoning a diff usion 
coeffi  cient D can be defi ned according to Fick’s fi rst law (Equation 6.2)

 J = −D∇c      (6.2)

where J is the particle fl ux through a cross section in space and ∇c is the concentration 
gradient in that cross section. Th e diff usion coeffi  cient, D, then becomes a proportionality 
constant relating the fl ux to the concentration profi le. Th e size of D, i.e. the diff usivity of 
a particle, is a property of the diff using particle as well as its surroundings. We will get 
back to this more in detail later in the chapter.

Th e observed fl ux from high to low concentration is a macroscopic eff ect. When 
looking at the motion of the individual particle there is no directionality. In a system 
characterized by diff usion there is no force exerted on the diff using particles providing 
directional motion. Instead, directionality is a purely statistical eff ect. Th e individual 
particles move by random Brownian motion.  With this at hand we can consider the 
migration of an individual diff using particle.  As the particle fl ux depends on the 
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Figure 6.2. A. Concentric spreading of lipid monolayer fi lm from a multilamellar vesicle. B. Spreading lipid monolayer fi lm, 
following the contours of the patterned hydrophobic surface. Th e arrows indicate the direction of the fl ow of the lipid fi lm
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diffusivity, D, of the particle, so does the traveled distance of each particle over time. 
We can express the root mean distance travelled as a function of time, t, according to

	 x dDt22 1 2 1 2( )= 				    (6.3)

where <x2>1/2 is the root mean square displacement and d is the Euclidian dimension 
in which diffusion is taking place (d=1,2,3 for  1, 2 and 3 dimensions, respectively). The 
weak time dependence of the traveled distance means that diffusion is an inefficient 
means of transport over large distances. It would take an average diffusing particle 
roughly a day to travel one cm. However, for µm-scale distances (and shorter) diffusion 
is rapid. This means that diffusion is an efficient means of transport on the length 
scale of many biological systems and could be of potential use in nanotechnological 
applications.

It can be difficult to comprehend the actual diffusional mechanisms by just looking at 
the provided equations. A more intuitive way to understand diffusion is to look at is as 
a series of consecutive jumps. A particle is capable of jumping a distance l over a time 
t. From the new position the particle can now make the same jump again travelling in 
any direction independently of all previous jumps. Inserting the discrete step length 
and rate into the diffusion equations we obtain the (one-dimensional) Einstein-
Smoluchowski equation:

	 D
2

2λ
τ

= 						      (6.4)

Now is the time to return to the diffusional constant D. As previously stated, D depends 
on the properties of both the diffusing particle and its surroundings.  In the Stokes-
Einstein relation, the diffusion coefficient is expressed as a function of the thermal 
energy (kBT, where kB is the Boltzmann constant and T the absolute temperature) and 
frictional force f.

	 D k T
f
B= 						      (6.5)

This expression is derived from the relationship between ionic mobility and frictional 
force together with the relationship between ionic mobility and the diffusion 
coefficient. However, the expression in Equation 6.5 is valid for neutral molecules as 
well as for ions. The frictional force is a relation between the diffusing particle and the 
surrounding medium and depends on the hydrodynamic radius of the particle, a, and 
the viscosity, h of the medium. For a sphere the expression in Equation 6.5 becomes:

	 D k T
a6

B

πη
= 					     (6.6)
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Modeling diffusing particles as spheres is a valid assumption for actual spherical 
particles as well as for many small molecules or globular proteins. However, for 
molecules such as short DNA duplexes or other linear polymers this assumption does 
not hold. For many complex supramolecular assemblies, prolate or oblate shapes  might 
be better approximations.

In a system where diffusion is the dominant mode of mass transport it is possible 
to calculate a characteristic mixing time for the system. The mixing time depends on 
both the diffusion coefficient of the component that is being mixed and the size of the 
system. Using the diffusion coefficient, D, and the linear size of the container where 
equilibration occurs, L, the equilibration time can be defined as in equation 6.7.152

	 L
Deq

2

τ = 						     (6.7)

Again, from the equation, it is apparent that size plays an important role in systems 
dominated by diffusion. By decreasing the system size it is possible to dramatically 
decrease the time needed to equilibrate the system.

6.2.1 Anomalous diffusion and its implications.

Biological cells are far from the homogenous, perfectly mixed environment found in a 
test tube. Instead, cells are crowded, inhomogeneous and filled with various obstacles. 
This means that mass transport will not be equal everywhere in the cell, and certain 
parts of the cell might be completely inaccessible. The perhaps most striking example of 
this type of substructuring of the cell environment are perhaps the membrane structures 
commonly known as lipid rafts.95, 153-155. These are domains in the cell membrane 
with a composition that differs from the overall cell membrane and that moves in 
the membrane as a single structure. Because of theses microenvironments, diffusing 
molecules are not free to probe the entire three-dimensional space inside the cell or the 
two-dimensional space in the cell membrane. This effect, which is called anomalous 
diffusion, can be understood as reduction in the dimensionality of the diffusional 
motion.156, 157 rewriting Equation 6.8 to accommodate for anomalous diffusion gives

	 x dDt22 1 2 2( )= α 				    (6.8)

where a < 1. What we obtain here is a dimensionality that is not purely one-, two- or 
three-dimensional. Diffusion in complex systems can many times be inhomogeneous 
and it is therefore important to consider the possibility of anomalous diffusion. 
Furthermore, anomalous diffusion might also influence other properties of the studied 
system. For instance, if reactants in a second order reaction have restricted mobility 
this might change the actual reaction order giving rise to fractal reaction kinetics.156

6.3 The importance of compartmentalization
Modern biological cells are highly structured entities. We have already mentioned the 
structured, mosaic exterior cell membrane. The plasma membrane of cells acts as a 



66

barrier regulating the flow of materials in and out of the cell.158-160 Further, the cell 
membrane also acts as a host for numerous receptors responsible for the communication 
between the cell and its environments.161, 162 In eukaryotes in particular, the cell has a 
high degree of interior structuring. Different functionalities are divided into separate 
dedicated compartments, enclosed by lipid membranes.163, 164 This phenomenon is 
termed compartmentalization and is important, not only for biological system, but 
also within nanotechnology. Here, I will first investigate the biological relevance of 
compartmentalization. Moreover I will discuss mechanisms behind the phenomenon 
that are relevant also outside biology before finally describing how all this translates 
into nanotechnology.

The reasons behind compartmentalization in biology are many. We have touched 
upon one of them already. As much of the mass transport in cells is diffusion-driven, 
many cellular processes will rapidly become inefficient when cells grow to incorporate 
more complex functions.IX To maintain high efficiency, reactants involved in related 
processes are located in the same intracellular compartments. This way, it is possible 
to have short diffusion time inside even the largest cells. Further, in modern cells, the 
intracellular conditions required for one chemical reaction may not be compatible with 
another one. In order for the cell to host both these two processes simultaneously, they 
need to be localized in separate compartments.

So far, we have dealt with compartmentalization in eukaryotic cells, which are large 
with many complex internalized functions. However, compartmentalization is of more 
fundamental importance for life in general. We can consider some of the most basic 
prerequisites for life, one being an information polymer capable of Darwinian evolution 
and a second one being a vessel to house the polymer in. In fact, encapsulation in 
vesicle-like containers has most likely played an important role in the actual emergence 
of life through strictly non-biological mechanisms. Here, I will describe how 
compartmentalization may have played an important role in the emergence of life. This 
might seem somewhat outside the scope of the thesis. However, the point that I want 
to make is that compartmentalization is not a passive process, but something that can 
be utilized, both in biology and in nanotechnology. I will base this discussion largely 
on the work by Jack W. Szostak focusing on prebiotic evolution and the effect of fatty 
acid containers.165 

First, let us focus on the vesicles alone. Szostak argues that the earliest and most 
primitive cell could not have had complex protein-based system for transport of 
molecular building blocks. Therefore, the first cell membranes must have been built 
from something that is more permeable to small molecules than the phospholipids 
of modern cells.166 Bilayer membrane vesicles built from fatty acids have previously 
been shown to be able to trap macromolecules but to be permeable to small polar 
molecules.167 Compared to phospholipid vesicles, fatty acid supramolecular structures 
are highly dynamic, rapidly exchanging material between vesicles and the surrounding 
solution.168 Further, fatty acid vesicles spontaneously form in solution from micelles in 
an autocatalytic process where vesicles grow and divide resulting in an enrichment of 

IX	 See discussion on mixing time and container size in chapter 6.2.
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vesicles over time.169 Aside from their rapid exchange of material with the surrounding 
solution, fatty acid vesicles also show a high flip-flop rate. This property is a requirement 
for their ability to grow by absorbing free fatty acids from solution as these molecules 
first enter the outer leaflet of the bilayer.168 Zhu et al. suggests that vesicle division is 
initiated in large multilamellar vesicles that are fed with fatty acids from micelles. If 
material transport to the underlying membrane structures is slow, the outer membrane 
will grow by creating protrusions. The protrusion will then form a long threadlike 
vesicle that subsequently divides into multiple smaller ones.170

What happens when we start adding other molecules to the fatty acid vesicle system? 
Chen et al. has shown that osmotically swollen vesicles grow more rapidly than non-
swollen ones.171 One cause for such osmotic stress can be incorporation of a high 
concentration of some kind of polymer, not capable of passing through the bilayer 
membrane. A polymer that could facilitate vesicle growth could for instance be RNA. 
Furthermore, RNA can form ribozymes capable of self-replication. This combination 
of a self-replicating vesicle with a self-replicating information polymer could constitute 
a simple one-gene cell capable of Darwinian evolution.  Indeed, Chen et al. observe an 
increased growth rate for vesicles that contain RNA compared to vesicle that do not.171 
Another point of interest relates to the environment where the first primitive cells 
might have emerged. The clay montmorillonite has previously been shown to catalyze 
the polymerization of RNA from individual ribonucleotides.172-174 Hanczyc et al. show 
that the same clay is also capable of facilitating the transition from micelles to fatty 
acid vesicles.175 In addition, in some cases clay particles are observed to incorporate 
inside the newly formed vesicles. These encapsulated particles are speculated to act 
as catalysts for RNA polymerization inside the vesicles. This way, clay particles could 
simultaneously stimulate vesicle growth and RNA polymerization. 

We see here how prebiotic evolution is an emergent property arising from the 
interaction of a geological, physical and chemical actors. What are the principle 
mechanisms behind such systems? In “A thousand years of nonlinear history” Manuel 
De Landa discusses Deleuze and Guattari’s concept of meshworks.10 He states that 
meshworks are characterized not only by self-stimulation, but also by self-maintenance; 
that is, a meshwork combines a series of mutually stimulating processes to function 
as a whole. In our previous example, the meshwork is the assemblage of fatty acids, 
RNA and clay particles. Based on work by Humberto Maturana and Fracisco Varelo 
on autocatalysis, De Landa introduces the concept of growth by drift. Growth by drift 
means that new functions are introduced in meshworks from previously unused raw 
material - or even waste products from already internalized processes - in a way that 
maintains the self-sustaining nature of the meshwork. From here, it is a very small 
step to Darwinian evolution. Returning to Deleuze and Guattari, De Landa proposes 
three aspects characterizing the emergence of meshworks. The first step is termed 
articulation of superposition. Here, interacting elements are brought together. In our 
case the elements brought together are the self-replicating fatty acid vesicles and the 
self-replicating RNA. To this, intercalary elements are added. Intercalary elements are 
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objects that are able to facilitate the interaction of the superpositioned objects.X In the 
development of the fatty acid-RNA assemblage, both clay particles and osmotic pressure 
act as intercalary elements. Finally, meshworks are self-consistent aggregates, that is, 
they are capable of generating stable states. Again, we return to Szostak’s primitive 
protocell. Here, however the system changes, the combination of a membrane-enclosed 
compartment and a self-replicating polymer remains stable. The exact constitution of 
these two elements might change, but their principal functionality is retained.

Why do we need this added level of abstraction? The point that I want to make, 
using the reasoning of De Landa, is that these mechanisms are not limited to chemical 
or basic biological systems, but instead are general phenomena, applicable to a wide 
range of systems of different nature. I will present two simplified cases in order to 
illustrate the general applicability of the meshwork concept. Being a biological system 
on a much larger scale than single cells, ecosystems can be considered as meshworks. 
An ecosystem is an interlocking of a large number of heterogeneous elements (different 
species of animals, plants, bacteria, etc). These elements interact in numerous ways, 
where especially symbiotic relations build the meshwork and create stable states. An 
example of a cultural meshwork provided by De Landa is the small-town market. The 
market brings together people with heterogeneous needs. In the ideal case, interlocking 
of these needs and demands occurs automatically through the price mechanism. Money 
acts as an intercalary item increasing the probability that matching demands meet than 
what would be the case with pure barter. 

Finally, what is then the conclusion of all this? One important notion is the fact that 
compartmentalization is not a passive process where the assembled compartments act 
as non-functional scaffolds for functional molecules. Instead, compartmentalization 
plays an active role in any process where it is found, influencing all other processes. For 
instance, the evolution of cellular life must be understood as an assemblage of a series 
of complex systems (e.g. information polymers, compartmentalization, metabolism) all 
interacting and affecting each other.

Since the underlying mechanisms behind compartmentalization are essentially non-
biological it is of interest to apply it in a technological context. Here, compartmentalization 
can be found in wide variety of applications. Compartmentalization is incorporated 
in (nano)technology in a wide variety of ways. Often, the context is within micro- or 
nanofluidics and the reasons for creating spatial restrictions vary. Several examples exist 
where molecules are captured inside femtoliter droplets.176-178 Many of the constructed 
systems are inspired by biology and just as in the case of biological cells, lipid material is 
usually used to create the compartments.179 Analogous the microdroplets, lipid vesicles 
have been created to capture individual molecules in order to allow studies of e.g. fast 
kinetics in small geometries.180 

Individual vesicles could be seen as a model system for biological cells, albeit on 
a very simplified level. Orwar and co-workers present a more complex model system 
where liposome networks, connected through lipid nanotubes, are created in two181 and 

X	 Here, the word object refers to any material entity or process that is able to interact with the system
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three dimensions182, 183 (schematically represented in Figure 6.3A). Th e diff erent vesicles 
in the network are manually deposited and connected by nanotubes in a way that 
refl ects the sequential order in which they were created. When formed, the liposome 
networks self-assemble into a structure that minimizes system energy, creating a 
shortest mean path nanotube grid connecting the vesicles.  Th e networks allow material 
transport between the vesicles going through the nanotubes and can therefore be used 
to investigate chemical reactions that combine transport and confi nement. Biological 
membrane compartments are dynamic entities with changing dimensions and topology. 
Sott et al. showed that such geometrical changes aff ect the reactive behavior of enzymes 
enclosed in the network.184 Th e results show that enzymatic reactions inside multiple-
liposome networks follow wavelike kinetic behavior. Th is phenomenon is explained by 
the transport barriers created by nanotube entrances. Th e reactions are also infl uenced 
by factors such as the relative positioning of vesicles, connectivity and vesicle size. 
Furthermore, reaction kinetics can also be dynamically altered by e.g. changes in vesicle 
size or connectivity during the reaction procedure.185 Lipid nanotubes networks cannot 
only be used to mimic cellular membrane and compartment systems; they can also be 
used to create nanoscale analytical devices. If an electric potential is applied over a lipid 
nanotube, the assembly can be utilized for electrophoretic transport of polyelectrolytes 
such as DNA.186 

Lipid vesicles cannot only be used to host molecules in the interior aqueous 
solution. Also the lipid bilayer itself constitutes a compartment to which various 
molecules can be tethered. Examples of this come from e.g. the work by Höök and 
co-workers187-190 and Boxer and co-workers191-193. A representation of the principal 
design is shown in Figure 6.3B. Both groups tether DNA molecules to the lipid vesicles, 
thereby creating functional handles enabling the vesicles to be functionally and spatially 
directed. Using sequential DNA hybridization Granéli et al. are able to create three-
dimensional networks of small unilamellar vesicles (SUV). Th e vesicles are labeled with 

A B

lipid vesicle

anchoring DNA

lipid bilayer

Figure 6.3. A. Lipid vesicle network as designed by Orwar and co-workers. Th e vesicles are connected by lipid nanotubes 
allowing transport of molecules between the vesicles. B. Lipid vesicles decorated with DNA tethering them to a supported lipid 
bilayer, similar to systems designed by Höök and co-workers and Boxer and co-workers.
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single stranded DNA molecules, modified in one end with a cholesterol moiety. The 
hybridization of complementary sequences allows for the controlled formation of a 
multi-layer matrix of SUVs on a gold substrate. The point of creating such a matrix is 
to e.g. facilitate the study of membrane proteins. Yoshina-Ishii et al. have constructed 
a similar, albeit single-layer, system of surface tethered vesicles.191 An important 
difference however, is that the vesicles are anchored to supported lipid bilayers. The 
bilayers display single stranded DNA molecules that are complementary to the ones of 
the vesicles. Since the lipid bilayer is a two-dimensional fluid, the tethered vesicles are 
able to diffuse across the surface with an average diffusion coefficient of 0.9 µm2s-1. As 
tethered liposomes are able to diffuse when attached to a lipid bilayer, it is also possible 
for them to interact with each other. Using a microfluidic device, Chan et al. allowed 
two populations of membrane anchored vesicles flow into a common mixing chamber 
and interact.192 Aside from the tethering DNA, the vesicles were also decorated with 
complementary “docking” DNA strands making it possible for a vesicle from one 
population to combine with one from the other population through hybridization of 
the docking strands. This way, the two vesicles are able to move in tandem. Chan et al. 
show that the rate of this docking event depends strongly on the length of the DNA. For 
sequences requiring full overlap (i.e. complete hybridization), the rate is proportional 
to l4, where l is the length of the docking DNA.

If brought close enough together, two separate lipid vesicle are capable of fusing 
together forming a single compartment. In nature, this process is often facilitated 
by SNAREXI proteins.194 Complementary pairs of proteins on separate vesicles are 
able to force the vesicles together by forming a complex, thereby catalyzing vesicle 
fusion. Stengel et al. have presented an artificial mimic of the SNARE system using 
complementary DNA strands to bring the vesicles in close proximity.188 In the case of the 
lipid vesicle matrix, all DNA molecules were tethered to the vesicles in the 3′ end. This 
means that, when the strands hybridize, the formed duplex acts as a spacer keeping the 
two vesicles apart. In the SNARE-mimicking case, the situation is the opposite. Here, 
one strand is attached in the 3′ and the complementary strand in the 5′ end. Thus, for 
the DNA strands to fully hybridize, the vesicles must be in very close proximity. For this 
to happen, the energetic gain from duplex formation must outcompete the repulsive 
hydration forces between the lipid head groups. It is not only possible to fuse vesicles 
together; vesicles can also be fused with supported lipid bilayers, this way delivering 
their cargo to the underlying substrate.189, 193 Finally, vesicles can also be used as probes, 
in a way similar to quantum dots or nanoparticles.190

Compartmentalization does not have to be restricted to three-dimensional containers 
like lipid vesicles. Already when we are considering the vesicle bilayer as a container 
rather than enclosed aqueous volume we no longer deal with a fully three-dimensional 
compartment. The vesicular membrane could be treated as a curved two-dimensional 
compartment rather than as a three-dimensional one. The supported lipid bilayer used 
to tether the vesicles is also in a sense a two dimensional container. What happens when 
we move from three to two dimensions?  A particle or molecule residing in solution 
has total translational and orientation freedom. When confined to a liquid surface 

XI	 SNARE is an acronym derived from “SNAP (Soluble NSF Attachment Protein) receptor”
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such as a lipid membrane, the molecule can no longer move in every direction. It is 
restricted to the plane of the surface. This, of course, is trivial since this translational 
restriction is what is meant by two-dimensional confinement by definition. However, 
the confinement to a surface has other implications as well. Molecules in a surface are 
not only restricted to lateral in plane mobility, they also have an imposed orientational 
order. This is a consequence of the fact that the molecules need to be attached to the 
surface in some way. Because of the attachment, molecules at surfaces are not free 
to rotate. This effect can be utilized in reaction design. By locking reactants in an 
orientation that favors interaction, the probability of reactive encounters increases. The 
magnitude of the orientational confinement depends on how the molecule is attached. 
If the tether is stiff, the orientational restriction will be larger than if a flexible tether 
is used.

The two-dimensional container is not limited to a continuous surface. A surface 
can also be divided into sub-compartments, analogous to how a lipid vesicle is a sub-
compartment to the entire three-dimensional space (or rather to the water volume in 
which it is situated). Boxer and co-workers have created compartmentalized systems 
by patterning supported lipid bilyers.144, 195 Patterned substrates for supported lipid 
bilayers, where each bilayer patch was confined to a 200 µm × 200 µm square, was 
created using photolithographic techniques.144 The barriers preventing the different 
lipid patches to mix are not mechanical. Instead, it is the differences in the surface 
electrostatic and chemical properties that drive the partitioning. Other methods to 
create membrane microarrays are e.g. microprinting or microfluidic flow patterning.

Another way to create two-dimensional lipid-based containers is to use the lipid 
monolayer films created by Czolkos et al. that were introduced in chapter 6.1. The lipid 
monolayer films provide a means to position components such as reactants giving 
them an orientational order while retaining a dynamic system capable of undergoing 
chemical reactions. This property is utilized in paper IV and V in this thesis, where 
hybridization of membrane anchored DNA molecules is studied. In addition to 
creating homogeneous hydrophobic surfaces enabling lipid monolayer formation, it 
is also possible to create mosaic surfaces with defied patterns that are hydrophobic. 
This has been shown at nanometer scale for SU-8143, 196, 197 and EPON 1002F149 and at 
micrometer scale for Teflon AF151. As in the case with the compartmentalized bilayers, 
it is not a mechanical barrier that prevents the lipid monolayers from spreading outside 
the structures. The patterned surface that confines the lipid monolayer film, effectively 
creating a two-dimensional compartmentalization offering control over material 
mixing and thus also reaction control. 

A property that is common to most two- and three-dimensional compartmentalization 
techniques is that they rely on top-down methods to produce that pattern that directs 
the compartmentalization process. In the case of the liposome networks, vesicles are 
created and positioned manually. For the two-dimensional compartmentalization tech-
niques, the patterns directing the lipid films are created using methods such as photo-
lithography. This way, these systems are characterized by a combination of top-down 
pattern creation and a bottom-up self-assembly of the final lipid structure.
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7. 
Methodology
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In this chapter I will give a general presentation of the experimental techniques used 
in the work presented in this thesis. A more detailed description can be found in the 
materials and methods sections of the amended papers. The chapter covers different 
varieties of optical spectroscopy, i.e. analytical techniques based on interaction between 
light and matter. For a discussion on the underlying principles behind this, see chapter 
4 on photophysics.

7.1 Absorption spectroscopy
Absorption spectroscopy is in a sense the most fundamental of the different 
spectroscopic techniques since it only measures the investigated sample’s interaction 
with light. Molecules that absorb light are commonly called chromophores. In 
absorption spectroscopy monochromatic light is passed through the sample. By 
measuring the difference in light intensity before and after the sample the absorbance 
can be determined according to Equation 7.1, known as the Beer-Lambert law.

	 A
I
I

cllog 0( ) ( )λ ε λ= = 				    (7.1)

Sample

DetectorI0 I

Light source

length
Figure 7.1. Experimental setup for absorption spectroscopy consisting of light 
source, sample and detector. Transmitted light is measured by the detector.



75

Here A(l) is the absorbance, I0 and I the intensity of the incident and transmitted light 
respectively, e(l) the molar absorptivity, c the sample concentration and l the length of 
the sample cell. For a schematic overview of the experimental layout, see Figure 7.1. 
Since the absorption is proportional to the concentration this method is a convenient 
way to determine the chromophore concentration in a sample. The molar absorptivity 
is related to the transition dipole moment of the absorbing part of the molecule as 
is normally expressed in M−1cm−1. As many physical and chemical interactions can 
affect the transition dipole moments of a chromophore, so do they also affect the molar 
absorptivity. Because of this, absorption measurements can be used, not only to detect 
the presence of the studied molecule, but also to gain information on the properties of 
the molecule. In the work presented in the thesis, absorption spectroscopy in primarily 
used to verify the presence and to measure the concentration of the different active 
components is in the studied multi-chromophoric systems.

7.2 Fluorescence spectroscopy
Fluorescence spectroscopy is a group name for a 
wide variety of techniques that relies on detection 
of emission from electronically excited molecules. 
Often, molecules are excited using light with a 
wavelength that corresponds to the energy of the 
first electronically excited state of the molecules. This 
basic principle is shared by most fluorescence-based 
experimental techniques. However, the similarities 
more or less end there. For convenience, I have 
divided the different techniques into three separate 
categories, each highlighting a different aspect of 
fluorescence spectroscopy. In the first category, steady 
state fluorescence, I describe the most fundamental 
way to perform a fluorescence measurement: a 
recording of the emission intensity from a bulk sample 
under continuous illumination. The second category 
focuses on time resolved fluorescence techniques, 
where samples are excited by pulsed light rather than 
continuous. In the third and final category, different aspects of fluorescence microscopy 
are discussed. This is by no means a guide to every possible way to detect fluorescence. 
Rather, it serves as an overview of the different techniques used in the work presented 
in this thesis.

7.2.1 Steady-state fluorescence

In steady state fluorescence spectroscopy the molecules in a sample are excited 
using a continuous light source, conceptually similar to absorption spectroscopy. 
However, instead of measuring transmitted light, the light emitted from the sample is 

Sample

Detector

Iex

Iem

Light source

Figure 7.2. Experimental setup for fluorescence 
spectroscopy. Emission is often detected perpendicular 
to the incident light.
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recorded. In the experimental setup, light source and detector are usually positioned 
so that emission is recorded perpendicular to the incident light (Figure 7.2), this in 
order to minimize the amount of excitation light that reaches the detector. Using this 
arrangement, the steady state fluorescence intensity of the sample can be recorded. The 
steady state intensity can be written as a function of the fluorescence lifetime according 
to equation 7.2.

	 I I e dt ISS
t

0 0
0
∫ τ= =τ−
∞

	 			   (7.2)

Where the factor I0 depends on both the sample concentration and on instrumental 
parameters and t is the fluorescence lifetime of the fluorophore. Since the equation 
involves a term that groups together a number of instrumental and environmental 
factors, it is of little practical use. In general, fluorescence measurements require more 
calibration than absorption measurements in order for them to be comparable with 
each other. 

The molecular properties that determine the fluorescence intensity are the molar 
absorptivity and the fluorescence quantum yield. We discussed molar absorptivity 
in the previous section and its relation to fluorescence intensity is fairly simple: the 
more photons a fluorophore absorbs, the more fluorescent photons can be emitted. The 
fluorescence quantum yield (ff) is a measure of the fraction of the absorbed photons 
that are emitted as fluorescence. 

It is possible to obtain structural information from fluorescence measurements. 
By illuminating the sample using polarized light, it is possible to exclusively excite 
molecules which absorption transition dipole moments are oriented in line with the 
polarization direction. If the fluorophores have unhindered rotational movement, 
the fluorescence will be depolarized since the rotational diffusion movement will 
randomize the direction in which fluorescence is emitted. However, if the rotational 
motion of the fluorophore is hindered in some way so that the orientational changes 
of the molecule are small during the fluorescence lifetime, the directional information 
will be retained. This is called fluorescence anisotropy and is a useful technique to 
investigate e.g. whether a ligand binds to a macromolecule or not. It is possible to 
measure fluorescence anisotropy using a steady-state set-up. However, the information 
revealed is fairly limited and can sometimes be misleading. I will therefore discuss 
fluorescence anisotropy more in detail when describing the time-resolved fluorescence 

techniques.

7.2.2 Time Correlated Single Photon Counting

Emission from fluorophores contains more information than the mere intensity 
provided by steady state measurement. By recording the fluorescence decay of a sample 
it is possible to measure e.g. sample heterogeneities or conformational changes during 
the excited state lifetime. Time Correlated Single Photon Counting (TCSPC) is one 
technique that enables the acquisition of time resolved fluorescence data. There are 
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other similar but different techniques the does more or less the same thing such as e.g. 
streak camera systems. However, TCSPC is the technique that has been used in work 
presented in here. I will therefore limit the discussion to it. 

Time correlated single photon counting 
works by recording the temporal difference 
between the laser pulse used to excite the 
sample and the detection of a single photon 
emitted by the sample. The timing in the 
TCSPC setup works in a start-stop fashion. 
When a laser pulse is detected, either 
directly through the laser driver electronics 
or through the use of a photodiode, a time-
to-amplitude converter, TAC, is started. 
The TAC is then stopped when a photon is 
recorded by the detector. Using a suitable 
delay of the trigger signal, the same pulse 
can be used both for the start and stop 
signal eliminating effects from pulse period 
jitter. The voltage from the TAC is sent to an 
analog to digital converter, ADC, converting 
the voltage to a time stamp. The output is 
stored in one of a multichannel photon 
counting module. The signal from the 
ADC corresponds to the separation in time 
between the start and the stop photons. The 
number of detected photons in a time channel 
is proportional to the fluorescence intensity 
at that time. By creating a histogram over 
the number of photons in each time channel 
a representation of the actual fluorescence 
decay is obtained. This principle is illustrated 
in Figure 7.3

Time correlated single photon counting 
relies on the fact that only one photon at a time is detected for each signal period. At 
high light intensities there is a slight probability for two photons to be recorded. This 
will cause so called “pile-up” effect which favors the detection of early photons resulting 
in a distorted waveform. To avoid this, the intensity of light that reaches the detector 
is set so that the count rate is no more than approximately 1 % of the repetition rate.

When measuring the fluorescence decay of a sample two data sets are generally 
recorded, each with 10000 counts in the top channel to get sufficient statistical quality. 
One of the sets is of the fluorescence decay of the sample, i.e. the actual measurement. 
The other is the instrument response function (IRF), i.e. the shape of the exciting pulse 
as seen by the detector. The IRF is measured by directing the excitation light to the 
detector, usually by using a scattering solution. The temporal resolution of TCSPC is 
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Figure 7.3. Working principle for time correlated single photon 
counting. A statistical representation of the actual decay is obtained 
from the summation of individual photon counts.
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primarily determined by the detector and the width of the time channels (witch in 
turn, is the width of the time window divided by the number of channels used). When 
measuring the sample decay what is actually seen is the convolution of the fluorescence 
decay of the excited molecule and the IRF, as described in Equation 7.3,

	 N t I t IRF d
t

0
∫ µ µ µ( ) ( ) ( )= − 				    (7.3)

where N is the measured decay, I is the actual fluorescence decay and IRF is the 
instrument response function. Using the recorded IRF the measured data can be 
deconvoluted and the actual decay can be obtained. If the excited state lifetime is much 
longer than the FWHM of the IRF, the pulse shape has little influence on the sample 
decay, which can then be fitted directly without deconvolution. The fluorescence decay 
is usually fitted to a sum of exponentials as in Equation 7.4.

	 I t I i t i
i

0 exp( ) ( )∑= α τ− 				    (7.4)

Here, I(t) is the fitted fluorescence decay, I0 the intensity at time 0, ai the fractional 
amplitude and ti the corresponding excited state lifetime.

It is now time to return to the discussion on fluorescence anisotropy that was initiated 
in the previous section. Just as the population of the excited state decays exponentially, 
so does the sample anisotropy. Starting at a maximum anisotropy directly following 
excitation, the directional information decays down to a completely isotropic state. In 
equation 7.5, the anisotropy decay law is presented.

	 r t r g j t j
j

0 exp( ) ( )∑= θ− 				    (7.5)

In this expression r(t) is the sample anisotropy, r0 the fundamental anisotropy, gj 
fractional amplitudes and qj rotational correlation times, Note that is possible for a 
sample to have multiple rotational correlation times, hence the sum of exponentials.

Fluorescence anisotropy is recorded by measuring the fluorescence intensity while 
varying the polarization of both the excitation and emission according to equation 7.6,
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where V and H denote vertical and horizontal polarization direction, respectively, 
written excitation direction first. The G-factor is the ratio IHV /IHH and compensates for 
inequalities in detection efficiencies with respect to polarization direction. Note that 
the intensities in Equation 7.6 are the experimentally recorded intensity decays. The 
calculated anisotropy must therefore be subject to deconvolution analysis.

There are several important differences between the time resolved anisotropy 
analysis and the steady state one. The steady state anisotropy value does not reveal any 
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sample heterogeneities. Th erefore, the system anisotropy determined through steady 
state measurements might not actually represent the true correlation times. Further, it 
is important that the fl uorescence decay and anisotropy decay occur on the same time 
scale. If the fl uorescence decay is much faster than the anisotropy decay, the steady state 
anisotropy will be high. On the other hand, if the fl uorescence decay is slow, the steady 
state anisotropy will be low. Th e actual rotational correlation time might be exactly 
the same in these two cases even though they have completely diff erent steady state 
anisotropies. 

7.2.3 Fluorescence microscopy
In papers IV and V we use fl uorescence microscopy 
to detect the hybridization of DNA strands 
anchored to lipid monolayer fi lms. Fluorescence 
microscopy is a convenient tool to study molecules 
confi ned to a surface or to a defi ned region in space 
such as a cell or vesicle. Using bright fl uorophores 
and sensitive detectors fl uorescence from single 
molecules can be detected. Th e basic fl uorescence 
microscopy is comprised of a light source for 
excitation, an objective to focus the light on the 
sample and a detector to measure the fl uorescence 
form the sample. Th e microscope objective is 
not only used to focus the excitation light on the 
sample, but also to collect the fl uorescence from the 
sample. Depending on the setup in use, a number 
of auxiliary components such as fi lters, pinholes 
and dichroic mirrors are also used. 

When light is focused through the microscope 
objective a Gaussian circular pattern known as Airy 
disk is formed at the focal spot. Concentric circles 
of lower intensity surround the central bright 
intensity region. Together, they form a so-called, 
Airy pattern. Th e size of the Airy disk is determined 
by the diff raction of light caused by the microscope 
objective. In optical microscopy the obtained 
resolution is governed the size of the Airy disk, 
which depends on the numerical aperture, NA, 
of the objective in use and the wavelength of the 
diff racted light. Th is relationship can be expressed 
using Abbe’s law, given in Equation 7.7.
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Figure 7.4. Confocal fl uorescence microscope. Excitation 
light is focused to a diff raction-limited spot and collected 
fl uorescence is passed through a pinhole to fi lter out out-of-
focus light before being focused at a point detector.
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In this expression, d is the minimum resolvable 
distance, l is the wavelength of the incident 
light and NA is the numerical aperture of the 
microscope objective. During the last 10 years, 
several techniques have emerged that overcome 
this resolution limit. We will return this subject 
later in the section. 

Two principally diff erent microscopy 
techniques are wide fi eld and confocal microscopy. 
In a confocal microscope the excitation light is 
focused at diff raction limited spot of the sample. 
Th e fl uorescence is collected through the objective 
and a pinhole is used to reject the out of focus 
light. Th e light is then focused at a point detector 
such as an avalanche photo diode (APD). Using 
a motorized stage the sample can be scanned 
and a composite image can be created. However, 
a confocal microscope can also be used just to 
collect fl uorescence intensity from a single spot 
without generating an image. Figure 7.4 shows a 
general instrumental setup. Th e benefi ts of confocal 
microscopy are the possibility to generate images 
with contrast since only light from the focal plane 
is recorded. A drawback is that, when imaging, 
the temporal resolution is limited to the scanning 
speed. Th is makes it diffi  cult to image fast processes 
occurring over larger areas.

In the other method, wide fi eld microscopy, the 
laser light is not focused in a diff raction-limited 
spot of the sample, but instead used to illuminate 
a larger area containing multiple fl uorophores. Th e 
wide-fi eld illumination is obtained by focusing 
the laser light used for excitation at the back focal 
plane of the microscope objective using a pre-

focusing lens. An array detector such as a CCD camera is used for detection. Figure 
7.5 shows the schematic setup of a wide fi eld fl uorescence microscope. Th e advantage 
of using wide fi eld detection is that sample dynamics can easily be followed in the 
illuminated fi eld. In wide-fi eld techniques, temporal resolution is set by the frame rate 
of the detector rather than by the scanning speed, as is the case in a scanning confocal 
setup. A drawback is that, since there is no pinhole rejecting the out of focus light, the 
contrast is lower compared to a scanning confocal microscope. Th e contrast in wide 
fi eld microscopy can be improved by working in total internal refl ection (TIR) mode. 
In TIR laser light used for excitation is not passed through the microscope objective 
at the objective normal. Instead, it is directed so that the angle of incidence exceeds 

Figure 7.5. Wide fi eld fl uorescence microscope. An 
expanded laser beam is focused at the back focal plane of the 
objective using a pre-focusing lens. Fluorescence is collected 
through the objective and focused at a CCD chip.
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the critical angle for going from a medium with higher (e.g. glass) refractive index to 
one with lower (e.g. water). This will cause the light to be completely reflected at the 
interface. However, light can still interact with the sample at the interface through an 
evanescent wave that penetrates a short distance (typically sub-wavelength) into the 
sample. Since, excitation light only reaches a few hundred nanometers into the sample, 
there is no background emission from the complete, out of focus, sample volume, 
which greatly enhances the contrast. However, the total internal reflection fluorescence 
technique can only be applied when the studied molecules are positioned close to the 
cover slide surface.

With the development of new high performance detectors and bright and 
photostable dyes, the boundaries of fluorescence microscopy has been pushed down to 
the detection of single emitters. Single molecule fluorescence microscopy is a powerful 
technique to study heterogeneities in an ensemble of molecules that are averaged out in 
bulk measurements and to detect rare events. This is especially important when creating 
devices designed to function at a single molecule level. The field of single molecule 
fluorescence spectroscopy has grown immensely since the initial demonstrations of 
single molecule detection in solution by Keller and co-workers in 1990.198 I will not try 
to give an overview of the wide variety of techniques that exists, but rather outline the 
underlying principles. For those interested of a more in-depth coverage of the research 
field, there are several comprehensible reviews published on the subject.88, 199

In principle, single molecule techniques do not differ from ensemble microscopy 
techniques. The microscope set-ups look the same and consist of the same basic 
components. However, detection of individual emitters put high performance 
requirements on all parts of the system.  High quality lasers and objectives with high 
numerical aperture are required to obtain high spatial resolution. Samples need to be 
free from impurities contributing to background emission. High quality filters that 
effectively remove scattered light while transmitting as much of the fluorescence as 
possible are also needed. Further, detectors need to have a low noise and high quantum 
efficiency, i.e. the need to have an efficient photon to current conversion. Fluorophores 
to be used for single molecule detection need to be both bright (i.e. have high molar 
absorptivity and quantum yield) and photostable. In single molecule fluorescence 
experiments, the imaged fluorophores need to undergo many excitation and de-
excitation cycles in order to generate enough fluorescence photons to enable detection. 
Even with a moderately low quantum yield for excited state reactions, photobleaching, 
i.e. irreversible photochemical destruction of the dye, will be an issue. Another issue 
that needs attention is inter-system crossing to a triplet state. Since triplets are generally 
long-lived compared to singlets and often non-emissive, this is equivalent to turning 
off the fluorescence. This process is generally referred to as blinking as fluorescence 
can be recovered, in contrast to the irreversible process of photobleaching. In order to 
combat these effects, additives that minimize both blinking and photobleaching have 
been developed.200, 201

One of the more important advances in fluorescence microscopy during the last ten 
years has been the development of super-resolution techniques. Since many intracellular 
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components have dimensions that are smaller than the minimum resolvable distance 
offered by optical microscopy there has been a need in e.g. bio-imaging for techniques 
that enables imaging of smaller structures. Although super-resolution techniques are 
not used for any of the papers presented in the thesis, they are likely to be used in future 
work in many of the projects and are therefore worth mentioning. 

Two principally different super-resolution techniques that have been widely used 
are STED202, 203, developed by Stefan Hell, and the stochastic techniques PALM204 
and STORM205, 206.  STED, which is an acronym for stimulated emission depletion 
microscopy, is based on the combination of two different laser lines of different 
wavelength. The first laser line is used to excite the molecules in the sample while the 
second induce stimulated emission. The second laser line is passed through a wave-
plate creating a donut-shaped beam. When the two beams are overlapped, only the 
central hole-region of the combined beam will contribute to excitation of fluorophores 
in the sample. By varying the intensity of the donut beam, the size of the hole can be 
controlled enabling the creation of an excitations spot considerably smaller that the 
diffraction limit.

PALM and STORM are acronyms for two, more or less identical techniques, 
relying on stochastic activation of fluorophores in a sample. Since the Airy disk has an 
essentially Gaussian profile, it is fairly straightforward to find the center of emission 
of the recorded fluorescence from single emitters. By making the assumption that the 
center of emission corresponds to the position of fluorophore, it is possible to determine 
its position with a precision that is higher than the diffraction limit. This procedure 
relies on the fact that it is possible to isolate the emission from single fluorophores. 
However, if one wants to image something like an intracellular structure, labeling with 
multiple fluorophores is needed. By working under conditions that lead to stochastic 
activation of only a few fluorophores at a time, it is possible to combine dense labeling 
with single molecule positioning. There are several ways to achieve stochastic activation 
of fluorescence, one way is to use photoswitchable dyes. Buffer conditions can also be 
set to stimulate blinking. Much work is being put into the design of novel dyes suitable 
for super-resolution imaging e.g. by enabling controlled switching between bright and 
dark states.207-209
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8. 
Five papers 
in three 
movements
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This chapter covers the papers included in this thesis. Many of the themes have already 
been discussed in the previous chapters and I will refer back to these discussions and 
also try to bring in some new aspects. I have decided to divide the chapter into three 
parts covering three different themes. The first part covers the work presented in 
papers I and II. Here, focus is on creating DNA-based multi-chromophoric systems 
for directional, long-range energy transfer, either in the form of a wire or as a two-
dimensional network. The second part describes the construction of a DNA-based light-
harvesting device using intercalalted YO-PRO-1 as donors and a membrane anchored 
porphyrin as acceptor. This part covers work presented in paper III. Finally, the third 
part presents work from papers IV and V. Here, investigations into duplex formation of 
complementary DNA molecules tethered to lipid monolayers are discussed. In papers 
IV and V, fluorescence is mainly used as an indirect probe. However, in papers I-III, 
fluorescence is an integral part of the studied systems. Here, fluorescence makes the 
transition from probe, to function.

8.1 Photonic wires (papers I & II)
How can we design a photonic wire with high end-to-end efficiency that does not suffer 
from incomplete assembly as described by Sauer and co-workers?115 In the previous 
discussion on photonic wires (5.2), we only considered covalently linked fluorophores 
whose positions were well defined. However, photonic wires can also be created using 
fluorophores that interact non-covalently with a wire scaffold. In paper I we construct 
a wire where the mediating part of the wire bind non-covalently to DNA with the aim 
of creating a system with reduced complexity and increased degree of self-assembly.210

For a DNA-based wire there are two principal ways in which a fluorophore can 
associate with the DNA strand to assemble the wire, either through intercalation or by 
binding to the major or minor groove. In the cases where the dyes are not covalently 
bound to specific positions in the DNA strand, there is no control of fluorophore 
distribution; it is therefore only possible to create a photonic wire based on this 
approach with dyes capable of homo-FRET.
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In our wire construct, we use the fl uorophore combination of Pacifi c Blue, YO-
PRO-1 (YO) and Cy3 to assemble a photonic wire capable of long range, directional 
energy transfer. Th e wire consists of a linear DNA duplex, either a 20-mer or a 50-
mer, with an injector fl uorophore in one end and a detector fl uorophore Cy3 in the 
other end. Th e intercalator YO mediates energy transfer from Pacifi c Blue to Cy3 by 
means of homo-FRET. A schematic image of the assembled wire is presented in Figure 
8.1. Because the intercalation of YO is not sequence specifi c there is no control of the 
positioning of the mediating units. However, it also enables the wire to be loaded with 
a large number of fl uorophores creating a strong connection due to short fl uorophore-
fl uorophore distances.

Figure 8.2 shows emission spectra for diff erent conformations of the wires following 
excitation of the injector fl uorophore Pacifi c Blue. Without added YO, the emission is 

Pacific
Blue

YO
Cy3Cy3

E

Figure 8.1. Photonic wire with Pacifi c Blue as primary donor and Cy3 as fi nal 
acceptor. Th e intercalator YO-PRO-1 (YO) acts as mediator. Energy transfer 
between individual mediators is non-directional.

Figure 8.2. Emission spectra for 20-mer and 50-mer wire following 380 nm excitation. Th e letters P, Y and C denote peaks 
corresponding to emission from Pacifi c Blue, YO and Cy3, respectively. Th e legend shows which dyes are present in each sample. 
PYC, P_C and _YC indicate samples where all dyes are present, YO is lacking and Pacifi c Blue is lacking, respectively. 
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dominated by Pacific Blue. For the 20-mer wire, there is a slight effect of direct Pacific 
Blue to Cy3 energy transfer as can be seen from the hint at a peak around 570 nm. 
When YO is added to the wires two things happened. One effect is that we observe a 
quenching of Pacific Blue together with the appearance of a peak at approximately 510 
nm corresponding to YO emission. This shows that there is energy transfer from Pacific 
Blue to the YO-part of the wire. The second effect is that there is an increase in the 
Cy3 emission. This effect is seen for both the 20- and 50-mer wire. However, it is more 
pronounced for the 20-mer wire. The emission from Cy3 also increases with increased 
YO concentration. These effects in combination tell us that there is end-to-end energy 
transfer going from Pacific Blue to Cy3 via the mediator YO. In order to make sure that 
the observed Cy3 emission is not an effect of direct excitation, we performed the same 
experiments with wires lacking the injector fluorophore Pacific Blue. In the 20-mer 
case, the wires showed virtually no Cy3 emission at any of the tested loading ratios. For 
the 50-mer wires, an increased Cy3 emission with increasing YO concentration was 
observed. However, the levels were lower than for the corresponding wire with Pacific 
Blue. Extracted Cy3 emission for wire with and without Pacific Blue at different YO 
concentration is shown in Figure 8.3.

In addition to performing fluorescence measurements, we also simulated wire 
performance using a Markov chain model. The model was developed by Albinsson 
and co-workers to describe fluorescence depolarization due to homo-FRET is systems 
of DNA-associated fluorophores.101 A brief description of the model is provided in 
section 4.3.2. Simulation results for 20-mer and 50-mer wires are shown together with 
experimentally determined energy transfer efficiencies. The energy transfer efficiency 
is determined from experiments by comparing the amount of excitation energy 
arriving at Cy3 with the amount of excitation energy that was used to excite Pacific 
Blue according to equation 8.1

Figure 8.3 Average extracted Cy3 emission following 380 nm excitation for 20 and 50-mer wire with and without Pacific Blue. 
The legend shows which dyes are present in each sample. PYC indicate samples where all dyes are present and _YC indicate 
samples where Pacific Blue is lacking. The erreor bars represent the standard deviation.
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where FCP and FC are the emission 
intensities from Cy3 in the presence and 
absence of Pacific Blue, respectively. QC 
is the Cy3 quantum yield and QP is the 
Pacific Blue quantum yield. Finally, FP is 
the Pacific Blue fluorescence intensity.

In this kind of wire, the end-to-end 
efficiency as a function of intercalator 
density follows approximately a sigmoidal 
function (Figure 8.4). For shorter wires, 
the initial lag-phase is non-existent, as  
energy transfer between Pacific Blue and 
Cy3 exists to some extent even without 
mediators. As intercalators are added to 
the system the end-to-end energy transfer 
efficiency immediately starts to increase 
to finally level out at higher mediator 
densities. For a 20-mer wire this plateau 
level is reached at approximately 0.15 
YO-PRO/base pair giving a 90% end-to-end energy transfer efficiency. Ideally, the 
maximum efficiency would be 100%. However, this would require a high loading of 
mediators with almost perfect delocalization of the excitation across the whole wire. 
Assuming nearest neighbor exclusion there is a finite limit to how dense the mediating 
units can be packed in the DNA-based photonic wires. In a short wire, this might 
be sufficient to obtain end-to-end transfer of excitation energy with 100% efficiency. 
However, as more and more intercalator dyes are added to the system the influence 
of alternative binding modes, other than intercalation, become important.101 With 
higher mediator loading there is also an increased probability that two intercalating 
molecules that are in close proximity form energetic sinks that hinder the propagation 
of excitation energy. These trap states prevents 100% efficiency from being practically 
obtainable. For a longer wire (e.g. 50-mer), a low number of mediators is not sufficient 
to achieve connection between input and output dyes. Therefore, an initial lag phase is 
observed with no increase in end-to-end transfer efficiency with increasing mediator 
density. In the case of the 50-mer wire, the connection between input and output of 
the wire is not strong enough to obtain a limit where the increase in transfer efficiency 
levels off with increasing mediator density, even when the intercalator concentration 
approaches the maximum value of 0.5 YO-PRO/base pair. For the 50-mer wire, a 
maximum of 30 % end-to-end energy transfer efficiency is obtained at 0.4 YO per base 
pair. The perhaps most important result from this paper is that we show that, using our 
wire design, it is possible to obtain end-to-end excitation energy transfer over distances 
above 20 nm. This is well above the limit for single-step FRET and cover a wide range 
of nanostructures.

Figure 8.4. Experimental (squares) and simulated (lines) end-
to-end energy transfer efficiencies for 20-mer (purple) and 50-mer 
(green) photonic wires.
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As for the photonic wire created by Quake and coworkers118, the homo-FRET nature 
of the wire depends on the length of the DNA strands. In the case of the short 20-mer 
wire, end-to-end transfer is essentially a two-step process combining Pactific Blue to 
YO FRET and YO to Cy3 FRET. This is reflected by the rapid increase in efficiency 
observed for the 20-mer wire. However, as the mediator inserts randomly into the 
DNA strand there is no controllable way to obtain wires showing strict two-step FRET. 
For the longer wire, the separation between Pacific Blue and Cy3 is too large for one 
intercalated YO to bridge the input and detector fluorophores. Instead, excitation 
energy has to hop between multiple mediator molecules in a diffusive fashion.

The non-covalent approach brings up other important aspects that need to be 
considered in the case of nanoscale technology: self-assembly and bottom-up design. 
Non-covalent association of the constituting fluorophores means that the creation of 
the wire requires fewer controlled linkage steps forcing the fluorophores into their 
correct positions. For more complex systems, extensive modifications are a limitation.

In an effort to tackle the uncertainties associated with the non-specific binding of 
YO-PRO to DNA and to create a more programmable photonic wire Burley and co-
workers have constructed system where the YO-PRO mediator binds to a specific 
base pair sequence. This is achieved by tethering the fluorophore to pyrrole-imidazole 
polyamides (PA).211 The polyamides were initially constructed in by the Dervan group 
and bind to the minor groove specifically targeting the sequence 5′-WWGGWCW-3′, 
where W is either adenine or thymine.212, 213 Through the specific binding of the PAs to 
DNA the intercalation of YO-PRO can be directed to a certain binding site.

A downside with this method to obtain sequence specificity is that it involves a 
reduction in the possible mediator density. As the binding motif for the polyamide 
moiety responsible for the sequence specificity is larger than the base pair occupancy 
of one YO-PRO molecule, it is not possible to pack the intercalators as closely as if they 
were binding randomly to the DNA strand. Thus, the major advantage of the sequence 
specific binding mainly appears at low mediator concentrations when it is possible to 
achieve a much more favorable intercalator distribution by controlling their positions 
in the wire. Burley and co-workers constructed three different wire lengths, one 21-
mer, one 55-mer and one 80-mer having one, four and six binding sites, respectively. 
An asymmetric core polyamide, recognizing the sequence 5′-ATGGACA-3′ was 
selected, both for its high binding affinity to DNA as well as for its directional binding. 
The YO intercalator is attached to the PA by a tether with a length corresponding to two 
base pairs. This means the total binding site size is 9 base pairs, in addition to the space 
occupied by the intercalator itself. The photonic wire was assembled using Pacific Blue 
as donor, YO as mediator and Cy3 as acceptor, similar to the self-assembled wire we 
constructed. The effect of the sequence specific mediator binding was investigated by 
comparing the enhanced emission of Cy3 upon Pacific Blue excitation with YO added 
to the system, both for wires with and without sequence specific mediator binding. 
Adding one equivalent of the sequence specific YO assembly to the 21-mer DNA-wire 
results in a threefold increase of Cy3 emission, compared to when a randomly binding 
YO assembly is added. Because the emission intensities from Pacific Blue and YO were 
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comparable in both cases, the Cy3 enhancement is attributed to increased efficiency 
for the transfer of excitation energy from YO to Cy3. The increase in energy transfer 
efficiency for the 21-mer wire that is associated with directed mediator binding is 
not surprising. Since a distance of 10 to 11 base pairs is well within single-step FRET 
distance, there is only need for a single, correctly placed, mediator molecule to enable 
the two-step end-to-end energy transfer (i.e. Pacific Blue-YO-Cy3). When mediators 
bind randomly, many, less efficient, conformations are enabled. Thus, a higher loading 
is required when the mediators bind randomly to achieve efficient end-to-end transfer. 
Increasing the concentration of randomly binding YO to 3 equivalents resulted in Cy3 
emission levels comparable to those of the sample with sequence specific binding. 
However, this also resulted in a fourfold enhancement of the YO emission, indicating 
that many of the YO molecules bind in positions not favoring end-to-end FRET. For 
the longer wire lengths (55-mer and 80-mer), there is a substantial influence of YO 
to YO homo-FRET in the end-to-end energy transfer process. For the 55-mer, and 
intercalator concentration of four equivalents (i.e. one intercalator per binding site) 
results in a two-fold increase in the Cy3 emission for the sequence specific YO-PA-
sample compared to the sample with non-specific binding of YO. Compared to the 21-
mer, a substantial amount of excitation energy is trapped in the YO part of the 55-mer 
wire, both for the sample with and without sequence specific binding of YO. This effect 
is reflected in the efficiency of the YO-PA wires, which is 49% and 26% for the 21-mer 
and the 55-mer wires, respectively. For an 80-mer wire (with 6 equivalents of YO-PA) 
the enhancement decreases further to 1.5 and the resulting end-to-end efficiency is 
14%. Thus the advantage of sequence specific binding decreases with increasing wire 
length. Instead, the footprint of the polyamide unit becomes disadvantageous since 
it prevents dense packing of mediator dyes. However, it is clear that programmable 
binding of mediator molecules substantially enhances energy migration at low binding 
densities. 

Besides sequence specific binding, there is another way that the arrangement of the 
communicating fluorophores can be controlled to achieve higher FRET efficiency. The 
relative orientation of donor and acceptor dyes strongly influences the energy transfer 
efficiency. In DNA, the orientation will depend on the turning of the DNA helix, and 
thus of the number of base pairs separating the donor and acceptor molecules. The 
effect of this has been shown both for a FRET pair based on nucleic acid base analogs214 
and also for the FRET pair Cy3 and Cy5215. In both cases the decrease in FRET efficiency 
due to donor-acceptor separation along the DNA axis is modulated by the orientation 
effect emanating from the turn of the DNA helix. A similar effect was observed in 
single molecule studies of fluorophores bound to DNA origami structures.216 Because 
most covalently bound fluorophores utilizes flexible linkers to attach the fluorophore 
to the DNA, the orientation effect is not as apparent for all DNA-based FRET systems. 
However, achieving a controlled orientation of the mediating fluorophores that favors 
FRET can greatly enhance the efficiency of the wire construct. To illustrate, a change 
from randomly oriented donor and acceptors (k2=2/3) to donor and acceptor with 
head-to-tail orientation (k2=4) corresponds to a 35 % increase in R0 
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An important practical consideration in the case of wires based on the homo-FRET 
principle with a large number of mediator units connecting injector and detector dyes 
is the probability for direct excitation of the mediating part of the wire. As wires grow 
in length, the number of mediator units needed to achieve end-to-end energy transfer 
increases. Th us, the collective absorptivity of the mediator part of the wire increases 
with increasing length. Th is means that, if there is any probability for directly exciting 
the mediator dye at the injector excitation wavelength, the eff ect of one-step transfer 
from the mediator to the detector dye will be more pronounced the longer the wire is.

Aft er constructing a self-assembled photonic wire we decided in paper II to expand 
the concept by incorporating the wire design in a multi-dimensional assembly.45 Here, 
fl uorophores are attached to a hexagonal DNA assembly with arms extending from 
the nodes of the hexagon. Th e DNA hexagon was designed by Nordén and co-workers 
aiming at creating a nanoscale DNA structure with addressability on the single base pair 
level.43 Th e features of this structure were discussed in greater detail in section 3.1.1. 
Th e hexagonal structure is used to create a photonic device with one input fl uorophore 
and two, spatially and spectrally separate, output fl uorophores (Figure 8.5A). Th e 
fl uorophore composition is the same as for the photonic wire previously discussed, 
with the addition of fl uorescein. Here, Pacifi c Blue functions as the input fl uorophore 
while fl uorescein and Cy3 are the two output fl uorophores. All three fl uorophores 
are added to the assembly through covalent attachment to 10-mer oligonucleotides 
that binds to the single stranded 10-mer extensions of the hexagon. Pacifi c Blue is an 
effi  cient FRET donor to Fluorescein but requires a mediating chromophore to donate 
excitation energy to the other output dye, Cy3. Just as with the wire, a mediating dye, 
in the form of YO, is utilized to make the Pacifi c Blue to Cy3 FRET effi  cient. Th is 
way it is possible to use mediator binding as a means to select which output in the 
multichromophoric system that will be active. In the absence of YO, excitation energy 
is transferred to fl uorescein (Figure 8.5B), while in the presence of YO the excitation 
energy is transferred to Cy3 (Figure 8.5C).

Figure 8.5. A. Photonic network with one input and two spatially and spectrally separate output. B. Assembly without YO 
primarily directs excitation energy to Fluorescein. C. When YO is added to the system, excitation energy is directed to Cy3.

377 nm

520 nm 570 nm

A Pacific Blue

Fluorescein
Cy3

YO

B Pacific Blue

Fluorescein Cy3

C



91

Figure 8.6 shows emission spectra for 
different network constructs excited at 
377 nm. When no YO is present, emission 
from fluorescein is observed. The energy 
transfer efficiency is approximately 
0.57 and the system shows substantial 
remaining emission from Pacific Blue. 
There is also detectable Cy3 emission. This 
is due to both direct Pacific Blue to Cy3 
FRET and fluorescein to Cy3 FRET. As YO 
is added, Pacific Blue is further quenched 
and emission from Cy3 increases. 
Although YO is added to the system, there 
is no increase in the emission in the region 
around 510 nm which is shared between 
fluorescein and YO. This is indicates that 
the switching mechanism is effective.

By extracting fluorescein and Cy3 
from the emission spectra, it is possible to estimate the relative intensity of the two 
fluorophores. The results show that emission from the system, following excitation 
of Pacific Blue, is dominated by fluorescein when no YO is present. As YO is added, 
Cy3 emission becomes dominant (Figure 8.7A).  The contrast between the state 
dominated by fluorescein and the state dominated by Cy3 emission is diminished to 
some extent because of two factors: direct energy transfer between Pacific Blue and 
Cy3, and energy transfer between fluorescein and Cy3. The emission from Cy3 also 
increases with increasing YO concentration, with approximately 0.35 and 0.5 end-to-
end FRET efficiency at 0.2 and 0.4 YO per base pair, respectively (Figure 8.7B). Just as 
in the case of the photonic wire comprising the fluorophores Pacific Blue, YO and Cy3 
(vide supra), the excitation energy that is transferred between Pacific Blue and Cy3 is 
mediated by YO in a diffusive manner. The difference is that the fractal dimensionality 
of the hexagonal assembly contains more stray paths where excitation energy can be 
lost, than the one-dimensional wire, where the excitation energy only can travel along 
the path connecting the initial donor and the terminal acceptor. Therefore, there needs 
to be a strong connection, i.e. rapid diffusive energy migration, for end-to-end energy 
transfer to be efficient. Thus, compared to the wire, the hexagon requires high loading 
of mediators for successful Pacific Blue to Cy3. 

In addition to the fluorescence measurements, the multi-chromophoric system was 
also investigated using the Markov chain model described above. As with the photonic 
wire, there is good agreement between experimentally determined energy transfer 
efficiencies and simulation results. The simulations show that the energy transfer 
behavior of the system is distinctly different at different YO concentrations. The arrival 
rate of excitation energy at Cy3 shows a strong dependence on the mediator loading 
with almost immediate steep increase excitation energy at Cy3 at 0.4 YO per base pair. 

Figure 8.6. Emission spectra for different network constructs. 
Without YO present, system emission comes from Pacific Blue and 
fluorescein. When YO is added, Pacific Blue is quenched and Cy3 
emission is enhanced.
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In contrast, at 0.1 loading ratio, there is a 1 ns lag time before excitation energy starts 
to arrive at Cy3. Furthermore, there is concentration dependence in the variance in 
energy migration kinetics. The difference between the slowest and most inefficient 
conformation and fastest and most efficient conformation is largest for the intermediate 
loading ratio (0.2 YO/bp). In order to explain this, we travel with the excitation energy 
migrating through the system. At low YO concentrations, excitation energy starting 
out at Pacific Blue is first transferred to a proximal mediator unit. Once there, the 
probability that there is another intercalator within energy transfer distance is low, 
especially if we want the next energy transfer step to take the excitation energy closer 
to Cy3. Here, escape from the system through emission from YO becomes probable. 
Contrastingly, at high YO concentrations, YO to YO energy transfer is efficient. That 
means that the excitation energy can travel around the network, probing the energetic 
landscape. Even if it migrates far away from Cy3, it has a non-negligible probability 
to find its way back. Here, the exact placement of the intercalators is not important, 
because they communicate efficiently anyway. It is in the intermediate regimes where 
we can find certain conformations that communicate the excitation energy efficiently 
towards Cy3 and others that do the same thing, but away from Cy3, hence the large 
variability in energy migration kinetics.

Our example shows how the concept of the photonic wire can be incorporated into more 
complex assemblies to introduce new functionalities. The photonic network is designed 
to control of directionality of the flow of excitation energy through the positioning of 
fluorophores in the DNA assembly. However, the added complexity can also be used 
to include functions that relate to the output and usage of the transferred excitation 
energy, as well as the design of systems for maximizing the influx of excitation energy 
to specific positions. 

This photonic network also illustrates the drawback of using random positioning of 
mediator fluorophores.  The random positioning entails that there is no direct path of 

Figure 8.7. A. Difference between extracted fluorescein emission and extracted Cy3 emission. Without YO, fluorescein emission 
dominates. As YO is added, Cy3 emission increases and becomes dominant. B. Experimental and simulated Pacific Blue to Cy3 
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intermediate fluorophores guiding the excitation from the initial donor to the terminal 
acceptor. Instead, systems based on random positioning have to rely on high mediator 
loading (implying efficient mediator-mediator communication) ensuring that there is 
little probability for the excitation to be lost before it reaches the terminal acceptor. 
It can be of interest to compare this system with the origami-based one presented by 
Tinnefeld and co-workers119, which was discussed in section 5.2. Compared to the 120 
base pairs of the DNA hexagon, the DNA origami structure is much larger with its 
more than 7000 base pairs. Incorporating the YO-based wire in such a system would 
simply not be possible. There are too many binding sites for YO, it would demand a 
much tighter packing of intercalators than is practically possible. However, it might 
also be argued is such a large and complex system as a DNA origami structure is 
actually needed. After all, the linear end-to-end distance is less than 10 nm and the 
rectangle is 70 × 100 nm2.

8.2 DNA-based artificial antenna (paper III)
The designs of the different varieties of photonic wires were all inspired by how 
natural light harvesting complexes utilizes multi-step energy transfer to direct 
excitation energy to a specific target. However, as we discussed in section 5.3 there 
are several examples of structure designs that go even further in mimicking natural 
light harvesting by arranging donor fluorophores around a single acceptor. In the work 
of Liu and co-workers, the ability of DNA to arrange fluorophores in an antenna-like 
fashion was highlighted.139 Also drawing inspiration from photosynthetic systems, 
Börjesson et al. have constructed a supramolecular assembly for energy and electron 
transfer comprising a donor fluorophore and a porphyrin, both covalently linked to a 
DNA scaffold.217 Here, the porphyrin does not only act as an excitation energy acceptor, 
but also as a functional group capable of performing photo-induced electron transfer. 
A drawback with these systems is that the covalent linking of donor fluorophores is 
difficult to combine with high donor concentrations. 

In order to create an antenna system that overcomes the limitation associated 
with previously assembled systems, we look towards non-covalent means of donor 
association. Armitage and co-workers have shown how high excitation concentration 
can be achieved in a DNA-based system by using intercalating fluorophores such as 
YO-PRO-1 or YOYO-1.48, 121 Based on the DNA-porphyrin arrangement, we have 
designed an antenna system using YO-PRO-1 as donor. In the case of the photonic 
wires, we saw that the use of homo-FRET dyes comes with some inherent problems. 
One being the excitation scrambling caused by diffusive, non-directional, energy 
transfer through the wire limiting its applicability in larger systems. This effect is not 
nearly as detrimental in antenna systems where the homo-FRET dye is directly excited. 
As excitation energy does not travel from a defined point A to a defined point B, there 
is less of an optimum path in the same way as in the wire systems. Instead, homo-FRET 
can play an important role by allowing donor fluorophores that are distal from the 
acceptor to partake in the light gathering.
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Our light harvesting system, 
presented in paper III, consists of a 39-
mer DNA with a porphyrin moiety, 
connected through a phenyl-ethylene 
linker, attached at the central base 
pair position (Figure 8.8). Aside from 
being an energy transfer acceptor, the 
porphyrin also anchors the assembly 
to a lipid membrane, positioning the 
porphyrin in the hydrophobic part of the 
bilayer. This way, the antenna assembly 
creates a system that facilitates phase 
transition and compartmentalization 
by shifting the excitation location from 
fluorophores in the aqueous phase to the 
porphyrin in the confined lipid phase. 
The linking moiety consists of either 
two or three phenyl-ethylene units. In 
the original work, a single unit was used 
to connect the porphyrin to DNA.217 

However, more recent work has shown that hybridization on liposome surfaces is more 
efficient using longer linkers, most probably because the short tinker positions the 
DNA strand too close the liposome surface.218 Using QCM-D, Woller et al. have shown 
how porphyrin anchored duplexes can be melted and re-annealed without loss of the 
bilayer association.219

We evaluate the system performance by probing the emission at 700 nm while varying 
the excitation wavelength for assemblies with different YO concentration. At 700 nm 
there is almost exclusively emission from the porphyrin. By varying the excitation 
wavelength we can compare the emission intensity due to energy transfer from YO with 
the one due to direct excitation of the porphyrin. From this it is possible to calculate 
an effective extinction coefficient. Using equation 5.2 we can also calculate the antenna 
effect. Figure 8.9A shows excitation spectra for different YO concentrations. Without 
added YO, we see a peak at 510 nm. This corresponds to emission from the porphyrin. 
As YO is added to the system, a peak around 480 nm appears and grows. This shows 
that it is not only possible to excite the porphyrin using FRET from YO, it is also more 
efficient than exciting the porphyrin directly at its absorption maximum. The inset 
shows the effective extinction coefficient. At the mixing ration of 20:1 YO:porphyrin, 
an extinction coefficient of 290 000 M-1cm-1 is reached. This corresponds to an antenna 
effect of 12. The emission spectra presented in Figure 8.9B show that there is hardly any 
fluorescence from YO at 700 nm. Further, no direct excitation of the porphyrin can be 
detected when exciting at 483 nm.

As previously mentioned, homo-FRET might have en important influence on 
the energy transfer behavior, and thereby also the efficiency of the antenna system. 

Figure 8.8. Light harvesting system consisting of a DNA scaffold for 
intercalated donor fluorophores, anchored to a lipid bilayer through a 
porphyrin moiety. The porphyrin also act as FRET acceptor.
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We investigate this both using energy 
transfer simulations and time resolved 
fluorescence measurements. To simulate 
energy transfer efficiency, we employ 
the same Markov chain simulations 
as for the photonic wires. Figure 8.10 
shows the experimentally determined 
YO to porphyrin energy transfer 
efficiency compared with energy transfer 
efficiencies obtained from simulations, 
with and without the presence of YO to 
YO FRET. Simulations show more or 
less constant energy transfer efficiency 
for all mixing ratios. This is in agreement 
with experimental results. The fact that 
the efficiency is constant, rather than 
increasing which would be the expected result when the YO-to-YO distance decreases, 
is due to increased self quenching as the YO monomers come closer together. In 
simulations not allowing homo-FRET, the transfer efficiency decreases, indicating that 
this process plays an important role in channeling excitation energy to the porphyrin 
acceptor.

Using TCSPC, we also investigate the impact of homo-FRET for the different 
linker lengths by measuring the fluorescence decay of YO at different concentrations 
for systems with and without acceptor. Because donor fluorophores insert randomly 
along the DNA strand, the system cannot be characterized by a single donor-acceptor 
distance. Instead, fluorescence decay curves have to be fitted using a distribution of 
distances using the expression in Equation 8.2,

Figure 8.9. A. Excitation spectra for antenna system recorded at 700 nm where the porphyrin emits. As more YO is added, 
porpyrin emission increases due to excitation energy transfer from YO. The inset shows the effective extinction coefficient for the 
porphyrin as a function of YO concentration. B. Emission spectra for excitation at 483 nm. The YO-porphyrin system (green) 
shows quenched YO emission compared to the YO only system (blue). Porphyrin emission can be dectected as a peak around 700 
nm.
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Figure 8.10. Experimentally determined FRET efficiencies compared 
with simulation results with and without YO-to-YO FRET.
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Figure 8.11 Donor acceptor distribution obtained from TCSPC measurements for light-
harvesting assemblies having long (A) or short (B) linker between DNA and porphyrin. 
C. The differences in distribution are explained by the fact that, for the short linker length, 
more donor fluorophores are within direct FRET distance of the porphyrin. Therefore, 
the system with the short linker relies less on homo-FRET than the system with the long 
linker.
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here, g(t) is the instrument response function, Rmin and Rmax are the minimum and 
maximum donor-acceptor separations respectively, P(R) is the distance distribution 
function, ai and ti are the intrinsic donor amplitudes and lifetimes respectively, R0 is 
the Förster distance. To represent the donor-acceptor distance distribution we use a 
one-dimensional Lorentzian distribution, Equation 8.3, with the linker length as the 
center distance,
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where I and γ are the height and width of the 
distribution, respectively. Th e terms R and RL denote 
the donor-acceptor distance and the linker length, 
respectively. In this example, RL is inserted as Rmin in 
Equation 8.2

Since there is no preferred binding site along the 
DNA strand, all possible donor-acceptor distances 
are equally probable (that does not mean that energy 
transfer effi  ciency is equal in all sites though) in a 
system where there is no homo-FRET. When this is 
the case, we expect a uniform distance distribution. 
In the results presented in Figure 8.11, we see that 
this is the case at the lowest mixing ratio for both 
linker lengths. Th is means that, at this binding ratio, 
excitation energy is transferred to the porphyrin 
almost exclusively through direct, one-step FRET. 
When the mixing ratio increases we see a shift  to 
distributions more dominated by the short donor-acceptor distances. Th is is an eff ect of 
increased importance for homo-FRET. Donors that are positioned far from the acceptor 
have a lower probability for direct FRET than the more proximal ones. Th erefore, they 
have a proportionally higher probability for YO-to-YO FRET. Th is result in a shift  in 
the excitation population favoring YO units positioned close to the acceptor, who then 
partakes in FRET with the acceptor. We see that this eff ect is more pronounced for the 
system with the long linker. Th is makes sense because with a short linker, more YO 
molecules are within direct FRET distance of the porphyrin, decreasing the need for 
multi-step FRET.

Th e closer the donors are positioned to the acceptor, the more effi  cient an antenna 
system is. In this respect, an antenna system built from a linear DNA strand is far from 
ideal. Armitage and co-workers brings up this question by describing the increasing 
system compactness when creating assemblies with one, two or three-dimensional 

Figure 8.12. Schematic structure of hexagonal DNA 
structure presented together with experimental and 
simulated FRET effi  ciencies.
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architecture using the same number of base pairs. Recently, Börjesson constructed a 
hexagonal DNA assembly, anchored to a liposome through one, two or three porphyrin 
moieties.220 Based on this design, we created a more complex antenna system, consisting 
of the hexagonal assembly and one anchoring porphyrin unit. Experimental and 
simulation results from this structure are presented in Figure 8.12. Because the hexagon 
is larger than the linear assembly (100 bp compared to 39), the overall energy transfer 
efficiency is lower. However, more base pairs also mean more donor fluorophores and a 
potentially higher antenna effect. This is the case for the hexagon which has an effective 
extinction coefficient of 395000 M-1cm-1, which corresponds to an antenna effect of 18.

In their 2009 work, Börjesson and et al. also demonstrate another property 
of the porphyrin unit: its ability to partake in electron transfer reactions.217 In their 
work sequential energy transfer and electron transfer experiments were performed 
using 2,6-di-t-butyl-p-benzoquinone (BQ) buried in the lipid bilayer quenching zink 
porphyrin (ZnP) emission through electron transfer. The quenching process was 
initially studied using direct excitation of the DNA-ZnP without any attached donor 
fluorophore. The benzoquinones were shown to effectively quench the ZnP fluorescence 
having a diffusion-controlled bi-molecular quenching constant of 1.8 × 109 M−1s−1. The 
complete system, where a fluorescein donor is excited instead of the porphyrin, showed 
approximately the quenching results as for the porphyrin-only experiments. Thus, the 
quenching of porphyrin fluorescence is independent of whether the excitation energy 
comes from FRET or from direct excitation. In a related work, a system consisting of 
two closely spaced anchors are shown to be able to coordinate a number of different 
electron accepting bidentate ligands showing that it is also possible to assemble 
porphyrins into binding pockets.221 These last examples highlight the versatility of the 
porphyrin anchor. Being so much more than just an inert reporter unit, porphyrins 
enable the creation of functionalized structures on the nanoscale.

8.3 A platform for nanochemical assembly (paper IV & V)
Creating solutions for detection and control of molecules and molecular assemblies 
has led to a development of a large number of low volume techniques confining 
components into e.g. pico- or femtoliter volumes222, 223, single droplets178, 224  or lipid 
vesicles184, 225. These designed systems for compartmentalization all rely on enclosure in 
three-dimensional volumes.

In paper IV we want to explore the interactions between two reactants that are both 
confined to a two-dimensional liquid film. The system of micro- and nanofabricated 
hydrophobic structures developed by Czolkos et al. enables the controlled formation of 
lipid monolayers films by means of multilamellar vesicle deposition.143, 197 This platform 
functions both as a model system for molecular interaction in biological membranes 
and as a “device” for controlled assembly of supramolecular structures.

In DNA nanotechnology, most of the created structures are studied either in solution 
or deposited onto mica surfaces for AFM detection. From a device perspective it is 
of interest to attach the constructed DNA assemblies to a surface that allows a wide 
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range of functionalities. Surface incorporation in deposited lipid fi lms instead enables 
the creation of dynamic systems allowing the diff erent entities to interact and react. 
For these reasons, we decided to use our lipid monolayer platform to study DNA 
hybridization. However, the design is not limited to DNA. Other interesting study 
objects involve e.g. protein-protein interaction.

In order allow incorporation into the lipid fi lm, we modify the DNA strands  with 
a C16 lipophilic anchor. Th e DNA strand is separated from the lipid anchor and thus 
also the surrounding lipid fi lm by a hexa-ethylene-glycol spacer (HEG). Figure 8.13A 
shows the structure of the modifi ed DNA oligomers with the diff erent components 
highlighted.

Th e hydrophobic substrates are constructed from the photoresist EPON 1002F. Th e 
material is fashioned into a shape consisting of a large central mixing domain with 
four auxiliary circular patches connected to the main body through narrow lanes. Th e 
structures rest on top of a gold layer that prevents the lipid fi lm to spread outside the 
designed pattern (Figure 8.13B). 

Complementary strands of 10-mer DNA were incorporated in separate lipid vesicles 
which we place in separate ends of the EPON 1002F structure using capillary pipettes. 
When the vesicles are placed on the surface, they start to form a lipid monolayer fi lm 
displacing the water proximal to the hydrophobic surface. As the wetted area increases, 
the two lipid fi lms coalesce allowing their contents to mix (Figure 8.13C). When the 

Figure 8.13. A. Modifi ed DNA oligomer comprising a hydrophobig moiety enabling incorporation in lipid fi lm and a 
hexaethylene glycol spacer. B. Micropatterned EPON 1002F structures on gold substrate. C. Deposition of multilamellar vesicles 
enables content mixing through lipid fi lm formation. Th is process is monitored through FRET.
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lipid films merge, a concentration gradient emerges, going in opposite direction for the 
two complementary DNA strands. This then allows mixing by diffusion to occur. From 
FRAP measurements (Fluorescence Recovery After Photobleaching) we estimate the 
diffusion coefficient for lipid-DNA molecules moving in the lipid film by diffusion to 
be 0.65 µm2s-1. In the mixing process, there is a chance that two complementary strands 
meet, enabling duplex formation to occur. The probability for this to occur is highest in 
the completely mixed system. 

Using energy transfer between Cy3 and Cy5 positioned on the different stands, 
we are able to follow the accumulation of formed duplexes. In order to make sure 
that emission from Cy5 is associated with duplex formation we perform the same 
experiments with the same energy transfer set-up using non-complementary strands. 
Moreover, we also investigate emission from samples containing only one of the 
single-stranded species. For all experiments, we prepared DNA-lipid mixtures with 
three different DNA:lipid ratios: 1:1500, 1:4610, 1:15000. Emission from the samples 
was detected in the centre of the structure where mixing of lipid film components was 
complete. Our results, presented in Figure 8.14, show a significant increase in Cy5 
emission for complementary strands compared to the other tested strand combinations. 
The emission from Cy5, which is proportional to the amount of formed product, 
increases with increasing concentration of DNA molecules. This result is of course 
not surprising since a higher concentration of reactants means a higher probability for 
them to encounter each other and react. Aside from the increased emission from Cy5, 
the fluorescence measurements also show substantial background fluorescence from 
the EPON 1002F substrate. The exact cause of this emission is not known. However, 
it is likely to be caused by residual processing chemical from the structure fabrication. 

The micro- and nanofabrication techniques allow for a great variation in potential 
structure geometries and sizes. Lipid monolayer spreading has previously been shown 

Figure 8.14. A. Sample acceptor emission traces for complementary and non-complementary strand 
combinations. B. Average emission intensities for single stranded DNA (ss1, c-ss1, ss2) and DNA 
duplexes (non-complementary, complementary).
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possible in lanes constructed from SU-8 as narrow as 25 nm197. Assuming a lipid size of 
approximately 60 Å2/molecule226, this corresponds to a width of about 30 lipid molecules.  
By directing lipid flow through narrow lanes it is possible to obtain conditions suitable 
for single molecule detection even from high concentration samples. In a second 
structure design, two lipid deposition patches are joined in a mixing junction that 
extends into a tapered lane, with a width the decreases in discrete steps from 1000 nm, 
through 500 nm and finally to 200 nm. When the DNA-containing lipid vesicles are 
deposited onto the two separate patches, the lipid films start to spread thereby flowing 
into the mixing junction where the complementary strands are allowed to meet and 
hybridize. The flow is then directed through the tapered lane where the emission is 
recorded. At these widths, the lanes contain approximately 1200, 600 and 240 lipid 
molecules in one “row” of lipids for the 1000, 500 and 200 lanes, respectively. The row 
thickness is approximately 10 Å. Using a DNA:lipid ratio of 1:1500 DNA:lipid this 
results in 0.8, 0.4 and 0.16 DNA molecules per row. The results show similar emission 
intensities for all lanes 1000 and 500, with a lower intensity for the 200 lane. This is 
again not surprising as both the 1000 and the 500 lanes are wider than the focal spot, 
while the 200 lane is smaller. 

The work presented in paper IV shows that it is possible to use lipid film mixing to 
promote and control chemical reactions between molecules confined to a surface. This 
is a step towards a system where supramolecular structures can be created not only in 
solution, but also in a dynamic surface environment where components can meet and 
assemble in the two-dimensional liquid crystal phase. However, the study only shows 
that reactions between surface associated DNA molecules are possible. It does not tell 
us anything about the mechanisms behind the process. In paper V we take a closer look 
at the actual hybridization event.

In order for two surface-associated molecules to react with each other, a number of 
criteria have to be fulfilled simultaneously.XII First of all, the molecules have to come 
within a reactive distance of each other in order for any reaction to be possible. When 
they do so, they need enough thermal energy to overcome any energetic barriers. 
And finally, the formed product need to be stable enough so that external forces, e.g. 
convection, do not revert the process.

In paper V, we investigate the hybridization mechanism of the C16-HEG-
DNA molecules using single molecule fluorescence spectroscopy. As in paper IV, 
complementary DNA strands are incorporated in separate multilamellar lipid vesicles. 
The vesicles are deposited onto a hydrophobic surface distal from each other allowing 
isolated lipid monolayers containing either of the two strands to form. In this work we 
use a glass slide coated with Teflon AF to facilitate lipid spreading. There are two main 
reasons for abandoning EPON 1002F for Teflon AF. The first reason is the monolayer 
spreading properties. Czolkos et al. report a spreading coefficient for lipid monolayer on 
Teflon AF of 12-20 µm2s-1.150 This value should be compared to a spreading coefficient 
of approximately 5 µm2s-1 for EPON 1002F.149 Diffusion is also faster on Teflon AF 

XII	 Here I use the word “react” in a wide sense, including formation of both covalent and non-covalent 
interactions.
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than on EPON 1002F with diffusion coefficient for phospholipids of 0.8 µm2s-1 and 
0.65 µm2s-1, respectively. Both these factors are relevant from a device perspective as 
they speed up the transport and mixing processes of the system, and thereby allow any 
process to occur more rapidly. The second reason has to do with fluorescence detection. 
As previously mentioned, EPON 1002F shows substantial background emission which 
makes it incompatible with single molecule detection. This motivates a shift to Teflon 
AF which does not suffer the same drawbacks due to radically different processing 
methods (for details on the structure fabrication, see work by Czolkos et al. on SU-8143, 
EPON 1002F149 and Teflon AF151). For these experiments we used homogenous Teflon 
AF surface without any structuring.

As before, lipid monolayer spreading eventually leads to film coalescence and 
thereby content mixing by diffusion. In order to follow this process on the single 
molecule level we label the complementary strands with the fluorophores ATTO 488 
and ATTO 647N. By simultaneous excitation of both fluorophores we are able to follow 
the diffusing DNA molecules either in their single-stranded variant (showing emission 
from either of the two fluorophores) or as duplexes (appearing as superimposed 
emission from both fluorophores moving in tandem). To accomplish this, we excite 
the samples with the laser lines 488 nm and 641 nm using wide field illumination. The 
emission is split into two images, each corresponding to one of the fluorophores, and 
was imaged simultaneously on a CCD chip. The images were later overlaid creating 
two-color image showing the different complementary strands in different color 
(Figure 8.15A).

In order to obtain a notion of the reaction procedures we wanted to investigate whether 
the length of the DNA moiety has any influence on the hybridization rate, i.e. is the 
reaction procedure dictated by molecular affinity or does only depend on the diffusive 

Figure 8.15. A. Fluorescence micrograph of DNA molecules anchored to lipid film. The image consists of two channels 
corresponding to emission form ATTO 488 (green) and ATTO 647N (red) that have been false-colored and overlaid. Single strands 
appear as red or green dots and duplexes as yellow dots. B. Tandem motion of two complementary DNA strands as indicator for 
hybridization. The numbers show the current 30 ms time frame.
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encounter of the reactants? We therefore created two different C16-HEG-DNA 
constructs, one with a 20-mer DNA strand and one with a 40-mer DNA strand, both 
with mixed base compositions. When the lipid films containing complementary DNA 
strand had coalesced we traced the mixing process by tracking the diffusive migration 
of individual DNA molecules. We then analyzed the traces for instances of co-migration 
between the two channels and used that as a marker for hybridization (Figure 8.15B). 
From this analysis, we indeed see higher hybridization rates for the 40-mer DNA than 
for the 20-mer. As the absolute number of formed duplexes with time depends on 
the number of DNA strands present in the measurement, direct comparison between 
experiments is not possible. We therefore performed lattice diffusion simulations 
using the distribution of DNA strands at the start of the corresponding measurement 
as input data. For these simulations, the probability for duplex formation following 
superposition of complementary strands was used as a variable parameter. This model 
is similar to the one used by Boxer and co-workers used to investigate docking of 
membrane tethered vesicles.192 Figure 8.16A shows an example measurement trace 
(black) together with simulation outcomes for different reaction probabilities.

Comparing experimental results with the simulations we find reaction probabilities 
of 0.03 and 0.09 for the 20-mer and 40-mer, respectively (Figure 8.16B). From the 
simulation results it is evident that the same input parameters can generate large 
variations in outcome (accumulated duplexes). This means that we have a variability 
that is not due to the reaction probability. This phenomenon can be seen as a combined 
effect of both the rate of diffusion (and hence the collision rate) and the reaction 
probability. Consider the case of a very fast diffusion rate. If that were the case, 

Figure 8.16. A. Accumulation of hybridization events. Experimental results (black) are displayed together with 
simulation outcomes for different reaction probabilities. B. Average reaction probabilities for 20-mer and 40-mer DNA 
strands.
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reactants would encounter each other oft en having many opportunities to react. Th en, 
reaction rates would only be directed by the reaction probability. Consider then the 

case where the reaction probability is the same for both strand length, then of course, 
we would only see an eff ect of the diff usion rate on the system. Over time, the system 
will converge to an equilibrium rate showing no stochastic behavior. However, at the 
onset of the reaction, the total number of reactive events is few enough for this eff ect to 
be apparent. How fast the system converges depends both on the reaction probability 
and on the rate of diff usion. Th e higher they are, the faster the system converges.

What produces the diff erences in reaction probability that we see? To understand this, 
we need to take a closer look at the process of duplex formation. Th e fi rst thing that 
forms is a nucleation site consisting of a two base pairs. Following this, the duplex 
can close in a zipper-like fashion. Before the second base pair has formed, the two 
strands can dissociate and associate rather freely. Th e time between the formation of 
the fi rst and second base pair is on the order of 0.5 and 1 ns.227 During this time, very 

little lateral strand movement is possible. Th is means, 
that when two strands have started to form base pairs, 
it is likely that they stay within base pairing distance 
giving a high probability for a stable duplex to form. 
Because the DNA moieties of our C16-HEG-DNA 
molecules protrude into the solution, they have a fairly 
large conformational freedom. Th is means that they 
are able to probe their surroundings in a hemispherical 
volume producing a reactive space. As the size of this 
volume depends on the length of the DNA strand, 
the 40-mer has a larger reactive volume than the 20-
mer explaining the higher reaction probability (see 
illustration in Figure 8.17). Th e point here is that the 
reaction rate does not depend on the stability of the 
fully formed duplex, but on ability of the DNA strand 
to form nucleation base pairs.

In the presented work we only look at DNA 

Figure 8.17. Membrane-anchored DNA molecules probe hemispherical volumes 
in of the solution. Th e strand length determines the size of this reaction volume. 
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molecules with mixed sequences. Boxer and co-workers report higher probabilities for 
duplex formation for poly (A/T) sequences.192 In their case this is not surprising as 
they fuse two different bilayers together. When approaching from opposite directions, 
a mixed sequence would need (more or less) complete overlap for base pairs to form. 
The poly (A/T) sequence however need very little overlap making duplex formation 
more probable (see graphical explanation in Figure 8.18). For complementary strands 
confined to the same lipid layer, the benefit is not as apparent. However, this remains 
to be investigated. Furthermore, studies on the single molecule level on the effects of 
confinement to lanes might yield interesting mechanistic information.
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In this thesis, I have presented a series of different self-assembled systems. The 
fundamental functionality of these assemblies is derived from three different bio-
molecular frameworks: DNA, light-harvesting complexes and lipid assemblies. In our 
constructed systems, aspects of all three parts are incorporated in the design, resulting 
in new functionalities. In the first paper, we construct a DNA-based self-assembling 
photonic wire capable of linear transfer of excitation energy over distances of more 
than 20 nm. Here, DNA was used as a scaffold for three different fluorophores, which 
assembled in a way that resulted in a downhill flow of excitation energy. Keeping the 
same basic constituents, the wire design was expanded in paper II to a more complex 
meshwork comprising one input and two output fluorophore. The different dyes were 
positioned in a DNA hexagon, creating a branched system where the directionality 
was determined by the presence of the mediator fluorophore YO-PRO-1. In paper III, 
the goal was different. Here, intercalated YO-PRO-1 molecules were used to harvest 
excitation energy, delivering it to a membrane-anchored porphyrin, covalently attached 
to the DNA scaffold. Using both a linear DNA and a larger hexagonal assembly, effective 
light-harvesting was obtain resulting in an enhancement of the absorption coefficient 
of the porphyrin by a factor of 12 and 18, respectively. 

What can be done to expand the functionality of these systems? Currently, work is 
ongoing where the porphyrin anchors are incorporated in a rectangular DNA origami 
scaffold. It has previously been shown that it is possible to anchor DNA assemblies 
using multiple porphyrins220 and that multi-porphyrin systems can introduce new 
functionalities221. Moving to a DNA origami scaffold, range of possible modification 
patterns is expanded to a two dimensional matrix. This has been shown already for 
fluorophores119, gold nanoparticles57 and reactive chemical modifications53. Combining 
the addressability of DNA origami with surface incorporation through membrane 
anchoring, this might be a seed for a platform for photo-induced molecular lithography. 
However, several important challenges remain. How can a staple pattern be formed in 
a dynamic lipid system? What kind of substrate should be used to create a permanent 
pattern with this kind of system? The former question can perhaps be answered in part 

9. Concluding remarks
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by lipids with phase transitions near room temperature.150 The latter remains more open. 
Both the wire and the light-harvesting constructs rely on non-covalent association of 
homo-FRET dyes for their functionalities. Is this compatible with an origami-based 
system? We saw in case of the two different wire assemblies, that end-to-end efficiencies 
diminish with increasing size and complexity due to scrambling of excitation energy in 
the mediator part of the wire. It is likely that an origami substrate would not withstand 
the dye density that would be required for effective end-to-end transfer. Here, the 
approach taken by Stein et al. using a cascade of different fluorophores is better suited.119 
Sequence specific binding is another potential solution.211 For an antenna system, the 
situation is different. For high acceptor enhancement, high donor-acceptor ratio is 
needed, with the donors preferably being in close vicinity of the acceptor. This is more 
readily achieved with non-covalent association. Especially in a multi-acceptor system, 
it is likely that any intercalated dye is within FRET distance of at least one acceptor. Still, 
it can be worthwhile to look at other, more compact solutions. The design principle 
based on the assembly of smaller origami-like tiles recently presented by Yin and co-
workers represent an interesting alternative.228 A further pathway for functionalization 
is the introduction of reversible switching of energy transfer. This is, I think, mostly 
relevant for photonic wires or similar systems. An attractive means of switching is 
photoisomerization229, this because of the non-invasiveness of light. However other 
techniques such as toehold chemistry230 or triplex binding46 might also be of interest.

In papers IV and V we study the hybridization of membrane anchored complementary 
DNA strands. The duplex formation is driven by the mixing of separate lipid monolayer 
films formed on a hydrophobic support. Paper IV shows that duplex formation is 
possible in varied container geometry and that formed product can be detected in lanes 
approaching nanoscale width. In paper V duplex formation is followed in real time 
using single molecule tracking. Here, we show that the probability for duplex formation 
depends on the strand length, with the longer strand having higher probability. One 
development opportunity that appears is the possibility to, instead of just following 
duplex formation by dual excitation of both strands looking for co-migration, an ALEX 
scheme could be set up to monitor both this and the FRET efficiency. This way, it would 
be possible to know, not only if the strands move in tandem or not, but also to obtain 
an estimate of the linear separation of the two dyes. This could provide information 
on the strand structure, if they all are fully formed or if incomplete duplexes (having 
larger dye separation due to partly single-stranded) are capable of moving together. 
Furthermore, a natural question, since a large part of this thesis has dealt with complex 
DNA structures consisting of multiple DNA strands, is if it is possible to assemble 
structures more advanced than the single duplex using this method. The lithographic 
technique used to create the patterned hydrophobic support allows the creation of two-
dimensional container networks with arbitrary mixing pattern. A substrate could be 
designed so that, in the first mixing zone, two strands are allowed to meet and hybridize. 
The lipid film containing the newly formed duplex can than be directed towards 
a third strand which then would be added to the structure, and so on. However, for 
complex assemblies of DNA, having every strand anchored to a lipid layer is probably 
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not feasible. Instead, it is likely that strands would have to be added from solution. 
Rather than allowing the formation of complex assembly through controlled mixing, 
I think that the most important property of this platform is the ability to increase the 
effective concentration (defined as average molecular separation) of a target molecule 
through transition from three to two dimensions. Molecules attached to a lipid film can 
be directed through a two-dimensional flow cell to interact with a potential detector, 
which does not have to be fluorescence-based. Finally, it would be interesting to see 
how this platform could be used together with molecular assemblies other than DNA. 
One molecular family that comes to mind is G-protein coupled receptors.231
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