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Abstract

Stem cells have a great potential to bring about advancements in fields like developmental biology, drug discovery, cancer biology and tissue engineering. In order to be able to use stem cells to their full potential, it is important to have control over their behavior. In vivo cellular fate processes are controlled by the microenvironment around them and the many different factors in it. Cells communicate with their surrounding environment and shape it actively via cell-cell, cell-matrix and cell-liquid interactions. These interactions often happen on the cellular and subcellular length scale in defined time dependent sequences. Consequently, it is important to have systems that can provide different molecular cues with a high spatial and temporal resolution, in order to mimic cell microenvironments in vitro and study cells under controlled conditions.

This thesis focuses on cell-matrix and cell-liquid interactions and different ways to create cell niches in cell culture systems. The focus is on designing and characterizing microfluidic cell culture platforms and, in particular, systems that are capable of forming molecular gradients. Flow-based and diffusion-based microfluidic gradient generators were combined with substrates coated with biofunctionalized gold nano dots, chemical active molecules, or electrospun microfibers. Thus, it was possible to provide cells with topographical cues and a defined surface chemistry, as well as soluble molecular cues in a gradient manner, simultaneously. COMSOL Multiphysics simulations were used to assist the design process and characterization of the microfluidic systems, and also to study cell receptor binding interactions in great detail. The developed toolbox of COMSOL modeling, a liquid handling system, a variety of microfluidic networks, surface modification techniques and molecular gradients allows the formation of multifactorial microenvironments to now study induction of cellular fate process of different cell types in vitro.
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Preface

There are a few things, a few personal remarks that I want to say at the beginning of this book, because it is different from many other Licentiate theses. It is difficult to pinpoint why exactly I choose to write it in a different way – it just felt right this way. I wanted to tell the whole story of the first two and half years of my PhD studies and did not want to reduce it to the parts that worked and got published. Did I succeed to make a story worthwhile reading – I do not know, you as a reader are the only one able to judge, but I really hope you will enjoy it and keep reading beyond this preface and acknowledgement.

There is one point that I want to stress that is at the heart of all the work that I did and the reason why I do what I do – and that is curiosity. I think there is always something interesting, extraordinary and fascinating around us, we just have to look for it. I believe that it is important that we do not take anything for granted, that we try to attack a challenge from different directions and that we not limit ourselves by rationality, but use our imagination to find new solutions.

When I started my PhD studies, I thought it was exciting I really liked what I was doing and I actually still do. I really enjoy planning experiments and testing new ideas. I like to talk about my research both to people I am working with, but also to others. I even realized that it is important to write up things and find it ok now – I think I even like it. I love to supervise and guide people, see how they develop, to inspire them, give them a feeling that they belong to something bigger, something wonderful. I also enjoy teaching, to explain something very complex in a way that people will understand, to see how they follow the lecture - to see how their eyes light up when they start to understand something they did not know before. I think it is fascinating how some people are able to talk to an audience, capture their attention, take them into a world they might not even know existed before and give them an amazing time. Like the ability to give a one hour talk where people afterwards think that it only took a couple of minutes. I really would like to learn and master that skill. Those things might not be the ones that are highest on the list of being a successful PhD student, but they are very rewarding for me. I enjoyed talking at the Science Slam at the Gothenburg science festival. I learned a lot from the other people presenting there and I hope I will get the chance to participate again at some point in the future.

I am driven by curiosity and by the wish to understand why things work in the way they do. I need to see the relation and connections between different parts, and I need to see a goal that I find worthwhile pursuing. This goal might be very far away, the research I am doing only a very small part of the puzzle and it does not need to have a direct application, but there must be a larger aim. At the beginning of my PhD I really struggled to define a scientific question and formulate it in a proper way. However, looking back to my application for the position, I think it was actually not that bad:

“It is incredible with which speed and precision cells can respond to a wide variety of stimuli, cell-cell and cell-surface interactions.”

It is very vague and a rather large area, and it was not even formulated as a real goal, but it served well as one at the beginning. I lost this initial idea or question a little bit during the first year of my PhD studies trying to figure out if I was more a "method-de-
velopment-guy” or a “cell-biology-guy” – I still do not know, but it probably does not matter so much. I think it might even be limiting to define you as one of the two. It took me a while to figure that out, but now I think that I will need both skills, if I want to succeed with my original aim. I will need the ability to design a system (“method-development-guy”) that is capable of studying cellular fate processes in microenvironments (“cell biology guy”). The original question has developed over time and is now more refined than before:

“Using microfluidic systems in combination with different materials to generate combinatorial multifactor gradients to create defined microenvironments in vitro.”

It still is a large area, but there are certain questions which I have formulated in more detail to have something to work with on a day to day basis. It was not always easy to pursue with my work, but I never lost my curiosity and the dream to see something that nobody else had seen before. Things will change, but I believe as long as you are curious and passionate about what you are doing, everything will work out at the end.

I want to thank Julie, my supervisor and mentor, for all the things she has done for me. I know it was not always easy, but she did a fantastic job. I remember when I started my PhD studies my project was not very defined, but Julie took me with her to the kick-off meeting for the two EU projects I would be working on and I was able to get an idea what they were about. On the flight back, we discussed what I could work on and how it would fit into those projects. I am very grateful for all the opportunities Julie gave to define my own questions, work on things I thought were interesting and most of all the chance she gave me to develop as a person. Thank you Julie.

I also want to thank Fredrik my co-supervisor and examiner for giving me the opportunity to work at the division of Biological Physics, the interesting discussions about how life started and that he asked me to teach at a workshop for architecture students in Stockholm.

Another person who made a big contribution to this work is Elin Bernson and I am very happy that we have the chance to work together. It was great to have such an enthusiastic master thesis student to supervise and work with. And it is even better to have her as a colleague now.

There are a lot of people that I have been working with and will continue working with in the future and I am very happy to have the chance to do so. I want to thank: All the people at the machine shop at Physics and Chemistry, all partners in the European projects and the Vinnova project, Samuele at SuSoS, Michael at Q-Sense, Carl, Björn and Johan from Bionanosystems, Laurent, Hossein and Francesco from Biological Physics, and Nina E, Georg and their students at the Center for Brain Repair and Rehabilitation.

All students I had the pleasure to teach, it was not always easy, but it was rewarding most of the time and their questions made me think, made me improve the way I prepare my lectures and present them. We also did some very interesting research together in the Tissue Engineering course.
I also want to thank all my colleagues at the division of Biological Physics for the great discussions about science and other things in life, all my other colleagues that I have met at courses, summer schools, meetings and all the other occasions. In particular the people at Surface Chemistry, who I really enjoy playing innebandy with every Wednesday. Furthermore, I would like to thank the people at technical service, administration, and everybody else who takes care of all the things around the research and are always of great help.

Finally, I want to thank my wonderful wife Maria for all her support, being there for me when I need her and everything else. You are wonderful. I am looking so much forward to our child and being the three of us in October.
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Embyrogenesis

Often when we talk about science, we talk about very complicated experiments, but we easily forget that some of the most interesting questions are very simple and that everybody, kids, teens and adults, can ask questions that carry us to the border of human knowledge. I think it is rather fascinating how most of us are born with two arms and two legs, 5 fingers on each hand and all the other small details. There are a lot of differences as well, some are female, some are male, some are taller, some are smaller,...but all those variations take place within the boundaries that define us as humans.

One particular striking example of similarity is the position and form of our heart. It is normally situated slightly to the left side in the thorax and has four chambers. Deoxygenated blood passes through the right atrium into the right ventricle, gets pumped through the lungs, where it gets oxygenated, enters back into the heart via the left atrium to the left ventricle and finally gets distributed through the whole body from the aorta. This is true for 99,992% [1] of all humans, but there are a few people who have a condition called "Dextrocardia situs inversus"; their heart is positioned slightly to the right in the thorax and mirrored, thus blood enters through the left atrium and gets pumped out from the right ventricle [2]. What I think is amazing is the fact that there are not more people with this condition; there is no clear disadvantage of having your heart on the right side [1], but still the position is defined and not random. This means there must be strong directional cues already very early on during development [3–5]. The heart starts beating around 22 days after fertilization and the four chambers and their function can easily be visualized by ultrasound in week 16.

Each one of us consists of 50 to 75 trillion cells [6] and those cells can be classified into more than 210 different cell types [6], each having a particular task and position within the body — resulting in a tremendous complexity, but still it all starts with an egg (ovum) and a sperm in the right environment of the uterus. Some basic, but very interesting, questions that arise then are: how does the zygote (fertilized egg) give rise to all the cells in our body and develop into all the different cell types, even though each cell has the same genetic information, the same DNA? There are five fates a cell can pursue (see "BOX 1.1" on page 3): how does a cell know what to become or do? How does a cell know where in the growing embryo it is located? Why is the heart situated slightly to the left and how are the cells controlled to achieve this? Fortunately a lot of research has been done to answer those questions in the field of developmental biology and, although we still do not understand all details, we have a fairly good idea about the main processes [7].
Cellular fate processes

There are five basic cell fates: quiescence, self-renewal, migration, differentiation and apoptosis. Each fate is associated with the expression of a different subset of genes and consequently, specific cell morphological and phenotypic features.

Self-renewal is the symmetric division of cells. The cell is going through the whole mitotic cycle; it is doubling its genetic information and eventually divides in two similar cells. This self-replication is likely to be the process that distinguishes biological life most from other things. [6], [8]

Cell differentiation is the phenotypic change of a cell towards a more specialized type and is achieved by an alternation of the gene expression pattern. A cell can either differentiate through asymmetric division, similar to self-renewal, but instead of two similar cells the two daughter cells have different gene expression patterns. Or it can differentiate in the response to external stimuli received through cell receptors. [6], [8]

Cell migration is the movement of a cell. The movement can be directional along a gradient that is sensed by the cell or it can be random. Cell migration is needed for cells to move from one part of the body to another, for example during wound healing. Cell migration is described in more detail in chapter 4. [6]

Quiescence is the resting state of a cell. In this state, the cell is neither preparing nor undergoing cell division. However, cells in the quiescence state are still performing their tasks and a large number of final differentiated cells are in this state. For example Muscle cells that allow us to move our arms, are finally differentiated and cannot self-renewal. On the other hand, there are cells that are only temporally quiescence. These cells are normally not finally differentiated, but are progenitor cells that wait in a special niche environment until they get reactivated. [6], [8]

Apoptosis is controlled cell death, in contrast to necrosis, which is the uncontrolled death of cells due to trauma or toxins. During apoptosis cells undergo a preprogrammed sequence of events and eventually disintegrate; the remains are encapsulated and degraded. The effect on the surrounding tissue is minimized. Apoptosis plays an important role in many processes and is for example responsible for the formation of fingers on the hand during early development. [6], [8]
Cell microenvironments

It was found that one very important factor that influences cellular fate processes is the context in which the cell is present, the environment that surrounds the cell; this is often referred to as the cell microenvironment [9–11] or stem cell niche [12–14]. Cells are sensing and interacting with their surrounding by cell-cell contacts ("BOX 1.2" on page 5), cell-matrix interactions ("BOX 1.3" on page 6), soluble factors ("BOX 1.4" on page 9) and specific physicochemical cues ("BOX 1.5" on page 10), all those properties are tightly controlled and location specific. Each cell is not only controlled by their microenvironment, but at the same time they are changing and modifying it. Figure 1.2 shows a schematic of a complex, multifactorial cell microenvironment, defined by several basic parameters: surface topology, surface chemistry, matrix stiffness, mechanical stress, shear stress, molecular liquid composition, and physicochemical are presented to the cells in the form of a gradient, rather than in an on/off like manner and I will come back to this fact later.
Cell-Cell interactions

In vivo, cells are surrounded by other cells and normally form direct contacts with each other through different cell junctions. This kind of direct communication via cell-cell contacts is referred to as juxtacrine signaling. One large superfamily of cell-cell junctions are called cadherins (calcium depended adhesion), which can be further classified into classical, desmosomal, protocadherins and unconventional. [6] For each of these four groups many different variants of transmembrane proteins have been identified and it is cell type and location specific which proteins are expressed by a cell. Endothelial cells, for example, form pre-dominantly VE-cadherins (vascular endothelial or CD144) between themselves, but are attached to the underlying cell layer of pericytes mainly through N-cadherins [15]. This means there is a high degree of spatial organization and an individual cell can respond differently on its borders in response to the surrounding.

Another important type of junction between cells is called tight junctions. This type of junction brings cells in very close contact to each other to form a nearly impermeable barrier between them. For endothelial cells who are forming the inner lining of blood vessels and are situated at the interface between the blood and the surrounding vessel, this is a very important mechanism, because it ensures that blood cannot pass the layer of closely coupled endothelial cells. [16] For endothelial cells these tight junctions are mainly formed by the transmembrane protein claudin-5 [15].

There are many more ways of how cells make contact which each other and are able to communicate. One particular important pathway, especially for cell fate and stem cell differentiation, is the notch signaling pathway. It is a key pathway in pattern formation and the spatial organization during embryogenesis found nearly all tissues and through out the animal kingdom [17], [18]. It plays an important role in early orientation and is partially responsible for why the heart sits slightly on the left side in the body. Notch signaling can be either restrictive, it hinders two cells from pursuing the same fate, or it can be endorsing, it induces neighboring cells to follow the same fate. In this way, it is possible to control populations and limit the amount of cells of a specific type, and to form boundaries.

There have been many different approaches to study cell-cell interactions in vitro and various platforms have been used. With the development of microfluidic cell culture systems, people have been able to precisely place individual cells close to each other to study their interactions. Jean-Philippe Primet et al., for example designed a system to place two cells, either of different or similar type, next to each other and study how they behave and communicate. Each chip contained 200 traps that could be studied simultaneously and they reached up to 70% successful co-culture pairs. [19] Another approach is to mimic a cell by selective functionalization of a lipid bilayer and placing a real cell on top. This allows very controlled conditions and detailed studies of temporal and spatial organization [20], [21]. The approach is described in more detail in “Supported lipid bilayers” on page 23.

Figure 1.3
Notch signaling pathway showing restriction and induction
Cell-Matrix interactions

Cells in native tissue are normally situated in extra cellular matrix (ECM) with which they interact and attach to. It gives cells a structure to attach to and grow on, and it is essential for tissue formation. The ECM is providing cells with a specific topology, as well as chemical composition, both are important cues for cells and are regulators in cellular fate processes. The ECM consists of many proteins like collagen, elastin and laminin, and also different glycosaminoglycans including heparan sulfate and hyaluronic acid. Collagen gives the ECM its structure by forming long fibers and it stiffens the matrix to allow cells to exert forces on the ECM. Elastin on the other hand provides elasticity to the ECM and lets it stretch and relax depending on outer forces or the cells themselves. Laminin, in contrast to elastin and collagen, forms interconnected meshes instead of long fibers and adds tensile strength to the ECM. The glycosaminoglycans have various functions, for example to keep the ECM and cells hydrated, regulate cell attachment, and function as a depot for other molecules like growth factors and hormones that can be released in response to certain events and thus quickly change microenvironments, amongst others. [6], [22], [23]

The ECM composition, the amount and organization of its different components, is specific for each tissue and provides cells with informational cues on where in the body they are located and induces the progression of cellular fate processes [24], [25]. This is achieved by various, highly conserved molecular motifs within the ECM proteins and glycosaminoglycans. Cells interact with these motifs via special receptors, in particular integrin receptors, a family with more than 20 known receptors [22], [26], [27]. Integrin receptors are heterodimers with two distinct subunits called ALPHA and BETA subunit, these can be combined in different ways to bind to specific motifs, for example ALPHA_5 BETA_1 binds to fibronectin [28], ALPHA_5 BETA_1, to laminin [29] and ALPHA_5 BETA_2, as well as ALPHA_5 BETA_2 to RGD (amino acid sequence Arginine-Glycine-Aspartic) [30], [31]. The receptor binding triggers a whole cascade of internal signaling pathways that enables a cell to respond to the external stimuli by changing or maintaining its current cell fate. This signal transduction is a multicomponent system where different integrin receptors bind to their motifs and other molecules bind to their receptors resulting in an integration of the signal to respond to a specific condition. For example, cells are unable to respond to endothelial growth factors (EGF) and platelet derived growth factors (PDGF) if they are not attached to the ECM via integrin receptors. [32], [33]

Integrin receptors can assemble into different forms of multi-protein complexes that link many integrin receptors together and connect them with the intracellular cytoskeleton [34]. The complexes differ in size and attachment strength and are depending on the cell fate, a highly migratory cell will form different attachment complexes compared to a cell that does not move [35]. The first adhesive assemblies are called nascent adhesions [36], they link the dendritic actin network, a highly branched actin network found in lamellipodia [37], [38], to integrin receptors and are very small. Nascent adhesions are highly transient and either mature or disappear quickly. If they mature they form focal complexes which are larger and depend on myosin II [39]; they are highly transient as well. Both nascent adhesions and focal complexes are predominantly present in migratory cells and their fast turnover rate allows cells to quickly move. If the attachment matures further, cells are slowing down and eventually will stop. During maturation of focal complexes more and more integrin receptors
are linked to the actin filaments to increase the strength of the attachment, this can be observed as focal complex elongation along actin filaments [40]. These fully mature cell attachments are called focal adhesions; they are linked to large actomyosin and actin bundles to strongly anchor the whole cell within the ECM [41]. The link between integrin receptors and the cytoskeleton is achieved with different linker proteins, mainly talin [42], [43], ALP detoxin [44] and vinculin [44], [45] and cell signaling is governed by paxillin [46], zyxin [47], tensin [48], tyrosine kinase FAK and SRC [49], amongst others.

It is very challenging to mimic both the exact structural and chemical properties of the ECM in vitro. This is one of the reasons why decellularization of native tissues and re-seeding with stem cells is such a promising approach for tissue engineering, because it solves the technical challenging task of designing a very complex structure de novo [50–52]. If the aim is rather to study cell behavior in controlled microenvironments instead of generating whole tissues, there are different ways to mimic ECM properties. These approaches can be either focused on the topography of a substrate [53], the chemistry [54] or both [55]. The aim can be either to mimic native ECM properties as closely as possible or to test different artificial features and observe and characterize, for example, cell morphology and gene expression patterns.

For the fabrication of substrates with specific nano- and micro-structure electrospinning and microfabrication amongst other offers many ways to control in vitro surface topolgy. Electrospinning is an interesting technique, because it allows the batch production of substrates that structurally mimic fibrous components in the ECM [56]. The ability to easily produce large amounts and coat large substrates is a big advantage of electrospinning in comparison to other microfabrication techniques. The advantages of lithographic based techniques, on the other hand, are the high degree of control and the ability to pattern topographical features in the nanometer regime [53].

To mimic the chemical properties of the ECM in vitro there are two main ways, either surfaces are coated with a complex mixture derived from solubilized native ECM or specific molecules are used. Complex mixtures have the advantage that they mimic the in vitro situation more closely, but compositions might change from batch to batch and isolation of a particular signaling pathway is difficult [23], [54]. When using engineering principles for molecular functionalization there are basically three main ways to influence surface chemistry: the bulk chemical composition of the substrate material, covalent bonding of a molecule to the surface (chemisorption) or physical adsorption caused by van der Waals forces (physisorption). Stephan Dettinger et al. generated surface adsorbed gradients of laminin by poly-L-lysine (PLL) pre-coating and competitive adsorption of laminin and bovine serum albumin (BSA) [57]. Rico Gunawan et al.
produced surface immobilized laminin gradients as well, but used covalently coupling of laminin to a previously formed self-assembled monolayer of carboxylic acid-terminated alkanethiols on a gold substrate [58]. Marco Arnold et al. took this approach even further and used gold nano dots spaced in a hexagonal pattern with inter particle distances in the nanometer regime. They functionalized these substrate with cyclic RGD peptides, a highly conserved amino acid sequence (Arginine-Glycine-Aspartic) found in many ECM proteins. Thus, they were able to have very good spatial control in the distance between individual cyclic RGD integrin binding sites. [59] This approach is described in more detail in chapter 4.

One thing that is important to note that surface chemistry can be influenced by surface topology, especially at and below the nanometer length scale. This might be on purpose, like with the gold nano dots. However, the chemistry might change unintentionally during the processing needed to achieve the right topology. Nonetheless, careful experimental design allows the separation of the two in in vitro culture systems. This opens the possibility to discriminate between them, look at their effects on cellular fate processes individually and fine tune properties. [27], [60]

Another parameter that is defined by the ECM composition and structure in native tissue is the stiffness of the surrounding matrix which varies greatly between different tissues and even within the same tissue. Brain tissue has an elasticity between 0.2-1 kPa, muscle tissue around 10 kPa and pre-calcified bone of 30-40 kPa. It has been shown that by merely adjusting the substrate stiffness mesenchymal stem cells can be differentiated into these three tissues in vitro, illustrating the importance of substrate stiffness for cellular fate [61], [62]. The most common way to adjust the stiffness of a cell culture growth substrate is to use polymers with different cross-linking densities, often in the form of hydrogels. The advantage of using polymers is that the chemical properties are not dramatically changed and the effect of stiffness can be investigated independently from chemical composition.

An additional function of the ECM is the transduction of mechanical stresses. In some tissues cells residing in the ECM are exposed to different forms of mechanical stress, which will influence their behavior. Cells can be subjected to mechanical loading normal to their surface and the loading can be either in the form of compression or tension resulting in normal stress. Compression forces are normally found in e.g. bone and cartilage tissue, whereas tension forces can be seen in e.g. muscle tissue. If the force does not act normal to the cell surface, but instead parallel the cell will experience shear stress. One specific example of shear stress is caused by liquid flow above cells which plays a key role in development of tight endothelial layers. In most cases cells encounter a combination of normal and shear stress, which can be either statically or changing with time.

All four parameters - substrate topology, chemistry, stiffness and mechanical stress - are important to consider both for in vitro model systems and also in the design of scaffold materials for tissue engineering. The aim is to match native properties as closely as possible to get a more reliable in vitro model or improve host integration of the implanted scaffold.
Cell-Liquid interactions

Cells are not limited to direct communication via cell-cell contacts, but can also signal each other over longer distances by using molecules. This kind of intercellular communication can be further divided into three parts depending on the distances.

1) Autocrine signaling is the process when a cell is both the source and the target of a signal, but in contrast to intracrine signaling the molecule passes through the plasma membrane and binds to a receptor on the outside of the cell membrane. [6]

2) Paracrine signaling is limited to the close proximity around a cell. The distance between a source and target cell, which can be of the same or different type, can differ between a few micrometers up to several hundred micrometers. The distance is greatly influenced by the half-life time of the molecule, the extra cellular matrix surrounding the cells (“BOX 1.3” on page 6) and the size and composition of the molecule. [6]

3) Endocrine signaling enables cells to communicate over much larger distances and throughout the whole body. In endocrine signaling, the source cell is located in a gland and releases molecules into the bloodstream, which are received by the target cell. The response in this case is rather slow, because the molecules have to travel through the whole blood circulation system. [6]

Although, microfluidic cell culture systems have been used in many areas, one of the main areas is still to study cell-liquid interactions. As described in detail in chapter 3 and 4, microfluidics offer unique possibilities to control liquid environments and to form molecular gradients. Elisa Cimetta et al. for example used a microfluidic gradient generator to study effects of Wnt3a on cell fate [63]. The Wnt signaling pathway plays a very important role in embryogenesis and cancer [64]. During embryogenesis, this paracrine signal is present in a gradient manner and in this way helps in the spatial organization of cells; thus, it is also part of the mechanism that ensures that our heart sits slightly to the left [65]. My work is not focused on Wnt, but on other paracrine signaling pathways (see chapter 4) and how to mimic gradient conditions with the help of microfluidic chips.
Physiochemical conditions

The temperature in humans is regulated and kept at 37°C and long term deviations will have severe health effects. However, short term elevated temperatures in the form of fever are common and normally not dangerous. The pH is also tightly controlled and kept between 7.35 and 7.45, several buffer systems are helping to maintain this pH. One particular example is the bicarbonate buffer system, where CO₂ and H₂O react to form HCO₃⁻ and H⁺, therefore coupling the pH directly to the CO₂ concentration. Furthermore, the amount of circulating CO₂ is actively regulated by respiration and thus the chemical equilibrium of the reaction can be shifted to maintain a stable pH.

Whereas temperature, pH and CO₂ are normally stable and only under special circumstances change, partial oxygen pressure differs between arterial blood vessels with oxygenated blood and a high partial pressure and venous blood vessels with a low partial oxygen pressure. Depending on the tissue, the distance from the nearest blood vessel, the blood oxygen level, and the partial oxygen pressure experienced by a cell can vary dramatically. This variation is often not considered in in vitro systems, but might have severe effects on cell behavior [66]. There are, however, systems that allow the control of oxygen levels in cell culture incubators [67]. Maciej Skolimowski et al. developed a microfluidic systems that allows them to create gradients of dissolved oxygen in media to study cell responses [68].

In most experiments, the aim is to keep physiochemical conditions similar to the ones found in vivo and keep them constant, but there are studies that investigate their influence in more detail. For example, Susan McKiernan et al. looked at the influence of several physicochemical parameters (temperature and salt concentration) on blastocyst development of hamster 2-cell embryos [69]. The variation of physicochemical conditions is also of interest for tissue models, where there is a large variation in those parameters either throughout the tissue (spatial) or time dependent (temporal) in the. During cancer for example, oxygen levels in the tumor decrease with disease progression (hypoxia) [70] and pH levels are lower than in healthy tissue [71]. The ability to mimic those disease conditions in vitro is interesting to gain a better understanding of the effects and implications and eventually to develop new treatments.
Tissue Engineering

Tissue engineering and regenerative medicine describe a field in medicine that aims at restoring, maintaining and enhancing tissue functions [85]. In order to achieve these goals, tissue engineering combines the expertise from many different fields and competences in basic cell biology, stem cell biology, physiology, medicine, surgery, material science, transport processes and legislation are needed to succeed. Tissue engineered products can be divided in three categories: hybrid products of biological and synthetic materials, products that induce a specific tissue response and cells that have been manipulated or expanded in vitro. [8]

The overall dream of tissue engineering is the ability to grow whole tissues in vitro that can be produced on demand, specific for each patient and thereby solve the problem of the mismatch between demand and availability of transplant organs. To achieve this goal detailed knowledge about cellular fate processes and the way tissues are formed is needed and systems to control all necessary parameters in vitro are necessary. They fall into categories: competent cells that can come either from the patient or another individual, scaffolds that cells can attach too and that mimic the extracellular matrix, chemical compounds like growth factors and hormones to steer cells in certain directions, and a bioreactor to maintain the cells and supply them with nutrition and oxygen. [85]

Even though the microfluidic systems presented in this thesis cannot directly be used to produce tissue engineered products, they offer a great tool to study and screen cells under defined conditions. The ability to change the microenvironment around a cell in a controlled manner is very important and the knowledge generated can be used to improve tissue engineering approaches. [86]
The knowledge about the significance of cell microenvironments and their composition in vivo is one important part to understand cell behaviour and cues in cellular fate processes. It helps us to answer some of the questions, like how does the cell know what to do and it also forms the foundation to mimic those conditions in vitro. The possibility to generate cell microenvironments in vitro that are similar to the ones in vivo is a crucial step for many application areas. The ability to manipulate all or some of the microenvironment parameters is needed to advance in many cell biology and biotechnology areas. For example, in tissue engineering and regenerative medicine ("BOX 1.6" on page 11), one controls microenvironments in order to create a well-defined stem cell niche in vitro, which provides key regulators for stem cell survival, self-renewal and differentiation. [10], [12], [72–75]. The importance of defined microenvironments is, however, not limited to stem cells, but extends to cancer research [76–79], drug screening [80], [81] and immunological studies [82], [83] amongst others.

The problem is that we are still limited in our capability to form well defined microenvironments. Many studies have been carried out to look at how isolated factors influence cellular fate, but it has become more and more clear that often the interplay between several factors is essential for a cellular response [10], [75], [82], [84]. Therefore, new ideas are needed to generate multifactorial microenvironments in vitro that can mimic several properties of an in vivo situation at the same time. This will ultimately lead to better in vitro model systems that can predict for example the response of the body to a certain drug. They will also help to understand stem cell behavior in more detail, which subsequently will hopefully lead to better tissue engineered products. From embryonic development (embryogenesis), we know that stem cells are capable of forming functional tissues and it is only a matter of putting them into the right conditions. The cell itself is the only real tissue engineer [10].

Microfluidics and microfabrications can be used to achieve a better control of microenvironments. The goal for in vitro cell culture system is normally to recapitulate in vivo conditions as closely as possible and design an in vitro model that is of high biological relevance. On the other hand, the system needs to be simple enough to vary certain parameters individually to verify an initial hypothesis and to get reproducible and statistically significant data in a reasonable amount of time. Microfluidic devices have the potential to address both goals simultaneously: the high control of fluid properties can improve model accuracy and the physical dimensions help to develop systems that allow higher throughput with large reliability. A more detailed introduction and description of microfluidics is given in chapter 3 "BOX 3.1" on page 65.
This thesis

In the work that I have performed during the last two and a half years, I have been focusing on controlling the liquid composition around cells, the modification of the cell culture substrates and especially on the combination of both. At the beginning, the focus was more on the cell culture substrates and using lipid bilayers to stimulate cells. This work never really reached its final goal for several reasons as described in chapter 2 and I went away from this approach to move more towards microfluidic systems. In order to work with microfluidics, I needed a liquid handling system and in the beginning, I worked a lot on technical issues, because nobody at Biological Physics had used microfluidics for cell culture applications previously. Thus, it took some time to set up everything, test different protocols and approaches. I learned a lot from all the mistakes that I did on the way and was finally able to perform real cell experiments. This way is described in chapter 3. It was not always easy, but I think it was very interesting and I was always having the goal in mind to build a setup that is capable to form defined liquid microenvironments around cells to study how they influence cell behavior.

Chapter 4 is focusing on two cell studies; the first one still focused more on the technical development of a model test system and the second one more towards a particular cell fate. In the first study [87], which was published in June 2012 (paper 1), we describe a new method to integrate electrospun fibers with microfluidic networks. The developed platform is capable to form gradients of soluble cues that are either in the same direction as the patterned aligned electrospun fibers or perpendicular. In this way, it is possible to study the interplay between cell contact guidance by the fibers and chemotactic influence by the gradient. The second study is currently ongoing and is focused on endothelial cell migration. The main question in this study is, if cell migration speed is influenced by cell adhesion ligand density on the surface and if there is an optimal spacing for cell migration. Cell migration is stimulated by a gradient of vascular endothelial growth factor (VEGF) which is formed by a diffusion based gradient generator, different from the gradient generator used in the first study. Additionally, the interactions of VEGF with the cell receptor have been investigated with a finite element model as described in paper 2.
Chapter: 1 Introduction

The projects

I am involved in three different projects to a varying amount, two European projects which account for most of the time and one local Swedish project. Both European projects started when I started my PhD studies in January 2010 and run for four years. The Swedish project started in 2009 and will be finished in November 2012.

The first European project is called “Nanopatterned scaffolds for active myocardial implants”, abbreviated as NanoCARD. The NanoCARD project is funded by the European Union Seventh Framework Program (FP7/2007-2013) under grant agreement n° NMP3-SL-2009-229294 NanoCARD. The project is coordinated by Joachim Spatz at Max Planck Institute for Intelligent Systems, Stuttgart, Germany, and involves eight academic research institutes and four companies.

The aim of the project is to design, fabricate, characterize and evaluate a biomimetic heart implant to form myocardial tissue in vitro. By tailoring material properties to present cells with specific biochemical, topographical and mechanical cues, stem and progenitor cells should selectively adhere, proliferate and differentiate on the scaffold to form myocardial tissue. The project covers the optimization of each parameter and its evaluation in vitro using cell culture and high-throughput screening. The acquired knowledge will then be translated into the fabrication of the implant which will be tested in an animal model.

The second European project is called “Nanoscopically-guided induction and expansion of regulatory hematopoietic cells to treat autoimmune and inflammatory processes”, abbreviated as NanoI. The NanoI project is funded by the European Union Seventh Framework Program (FP7/2007-2013) under grant agreement n° NMP4-LA-2009-229289 NanoI. The project is also coordinated by Joachim Spatz at Max Planck Institute for Intelligent Systems, Stuttgart, Germany, and involves ten academic research institutes and five companies.

The aim is to develop new approaches to control cell differentiation and proliferation of hematopoietic cells by using advanced nanofabricated surfaces, chemical modifications and microfluidics. In particular, differentiation and proliferation of regulatory immune cells will be investigated to treat diverse inflammatory diseases and autoimmune disorders. The cell culture platform developed within the project will allow the ex vivo generation of microenvironments that closely resemble in vivo conditions in specific organs. It will allow detailed investigations and high
throughput screening of cell-cell and cell-matrix interactions, as well as the effects of soluble cues. Cells produced in this in vitro platform will be used for in vivo experiments in an animal model and the generated knowledge will be translated into human cell applications.

The third project local Swedish project is called “Scaffolding nanomaterials for stem cell proliferation, migration and neural differentiation”. The project is funded by Vinnova under grant agreement number 2008-02948. The project is coordinated by Georg Kuhn at University of Gothenburg Center for Brain Repair and Rehabilitation, Gothenburg, Sweden and involves four academic research groups and one company.

The aim of this project was to combine nanotechnology and stem cell biology to find new treatments for neurodegenerative diseases. The key to increase the self-healing potential in the brain is to gain deeper knowledge about the specific conditions found in the brain stem cell niche. This project will explore the possibility to use biocompatible nanofibers to create an artificial stem cell niche in vitro that allows detailed cell studies. The aligned nanofibers mimic radial glial cells which act as important contact guidance cues in the developing brain to guide neural progenitor cells from the proliferation zone to their destination. By using nanofibers with the right chemical modification it should be possible to stimulate stem cells to proliferate and migrate along the fibers. The knowledge about the underlying processes will help to design treatments with injectable fiber material to stimulate proliferation and migration of adult brain stem cells to cure neurodegenerative diseases.
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Chapter 2

Mobile and immobile cues for cells
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I started my PhD by traveling to the kick-off meetings for the NanoCARD and NanoII European projects (page 14), which I would be involved in, together Julie. During the meetings Julie and I came up with a couple of ideas what we could contribute to the projects and what my research project should be about. In the next couple of weeks, we refined those ideas and decided that I would start to work on a system that Julie had a lot of experience with and I also had been working with before. We wanted to combine supported lipid bilayers ("BOX 2.1" on page 24) with gold nano patterned surfaces from Joachim Spatz’s laboratory ("BOX 2.2" on page 26). The idea was to generate a special cell growth substrate that provides cells with laterally mobile, but also with immobile cues (Figure 2.1). On such a substrate a cell can rearrange and change the distribution of one cue dynamically and in dependence of its state, but on the other hand it is provided with a rigid, immobile part that it can attach to and exert a force on. Furthermore, the mobile part of the system not necessarily needed to be a cue to stimulate the cell, but could also serve as a reporter to study the accumulation of a certain cell receptor at the interface between the cell and the substrate [1].

**Supported lipid bilayers**

Julie had worked on using supported lipid bilayers as cell culture substrates for a couple of years, mainly to study initial attachment of neural progenitor cells to peptide functionalized bilayers [2]. I also had some experience with the system from my work with Nina Tymchenko which we were about to submit as a communication to Journal of the American Chemical Society. We worked on understanding the processes of cell attachment to a laterally mobile substrate and tried to show if the lipid bilayer was still intact and mobile underneath a cell, or if it was disrupted and cells were attaching to the underlying glass surface [3 manuscript.

![Figure 2.1](image1.png)

**Figure 2.1** Schematic showing the idea of combining mobile and immobile cues in an cell culture platform by using gold nano dots and lipid bilayers.
Supported lipid bilayers

Lipid bilayers play a very important role in biology and are essential for the life as we know it. The cell plasma membrane separates the inside of a cell from the surrounding environment and many intra-cellular compartments are formed by lipid bilayers. A lipid bilayer is a self-assembled thin membrane formed by two layers of lipid molecules this arrangement occurs due to the molecular properties of phospholipids. Phospholipids are amphiphilic molecules with a hydrophobic head group and a hydrophobic tail. This means that when lipids are placed in water they will assemble in a special way to minimize the contact of hydrophobic tails with water and thus may form a lipid bilayer sheet, where the tails are buried at the inside and the hydrophilic head-groups are facing the aqueous environment on both sides. Other molecular structures to minimize free energy include micelles, compact round structures with the tails facing inwards and the head groups outwards towards the water, and liposomes, a closed lipid bilayer structure which can vary in size from a several nanometers to a few micrometers in diameter. [13]

One way to study lipid bilayers and their properties in vitro is to form them on a solid substrate, so called supported lipid bilayers. They can be formed by vesicle adsorption; first intact lipid vesicles will adsorb on the surface until they reach a critical coverage, subsequently the vesicles will start to rupture and form a lipid bilayer at the surface [14]. The lipid vesicles used in this method are normally unilamellar and 70-150 nanometer in size, they can be formed from different lipid mixtures with a variety of properties.

Lipid behavior is defined by its molecular composition; in particular, the head group and two fatty acid tails play an important role. There are more than 500 different known forms of fatty acids (tails) and they can be either saturated or unsaturated; unsaturated fatty acids have one or more carbon-carbon double bonds. Fatty acids found in phospholipids in the cell membrane normally have acyl chains that are between 10 and 24 carbons long, and are either saturated or mono-unsaturated, poly-unsaturated fatty acids occur, but are less common in the membrane. The length and number of double bonds in the fatty acid chains of phospholipids defines their melting/phase-transition temperature and thus lateral mobility and overall membrane elasticity. Below the melting temperature lipid bilayers are in the gel state where the acyl chains are ordered and mobility is limited, upon rising the temperature above the melting temperature lipid bilayers enter the liquid crystalline state where lipids can rotate more freely and mobility is higher, which can be measured with fluorescence recovery after photobleaching (FRAP) "BOX 2.4" on page 31. The melting temperature increases with increasing chain length, due to higher van der Waals forces between the chains, and decreases with an increasing number of carbon-carbon double bonds. The kink formed by a double bond increases the occupied volume and hinders van der Waals forces between neighboring chains. The lipid head group on the other side is responsible for the lipid bilayer charge, with lipid head groups that are anionic (net negative), zwitterionic (net neutral) or cationic (net positive).

In addition to the lipid composition, the surface plays an important role and will greatly influence bilayer formation [15], under normal conditions lipid bilayers can be formed on SiO2 [15], glass [16], mica [17], TiO2 [18] and oxidized PDMS [19]. The bilayer formation can be followed by for example quartz crystal microbalance with dissipation monitoring (QCM-D) measurements "BOX 2.3" on page 29.
## Table 2.1

Table showing the different lipids used in this thesis with their name, chemical structure, composition, charge and transition temperature.
Gold nano dot structured surfaces

Joachim Spatz published 2003 in Nano technology [20] a way to produce surfaces with defined nano structures, using the self-assembly of diblock copolymer micelles. Block copolymer micelle nanolithography is a powerful technique to control the distance on the nanometer scale between small (2-8 nm) particles on a surface by changing the molecular weight of the block copolymers. Figure 2.2 illustrates the general principle. The method is very interesting for cell culture substrates, because it allows control in the nanometer range from 15-300 nanometers, thus mimicking length scales found in native extracellular matrix and at the same time it is possible to coat large surface areas of a couple square centimeters due to self-assembly.

Substrates with different spacings have been used in many different studies to investigate mainly focal adhesion formation in cells in response to different inter particle distances of gold nano dots functionalized with a cell adhesion peptide. The results show that different cell types prefer different spacings and that focal adhesion formation is very tightly controlled in response to changes of a couple of nanometers. The optimal range for focal adhesion formation is between 50 to 70 nanometers [21], which is in correspondence with typical binding epitope spacing found in vivo, collagen and fibronectin binding epitope periodicity is around 65 nanometer [22], [23]. For larger spacings (above 100 nanometers) cells show delayed attachment, a faster turnover of focal complexes, rapid changes in cell morphology in the form of extension and retraction and higher cell mobility [24]. Thus, cells are definitely able to distinguish between different spacings and sense their environment on the nanometer length scale. Through signal integration within the cell, this ability will eventually result in global changes in cell gene expression patterns and cell fate determination, effecting cell differentiation, proliferation, migration and apoptosis [21].

Figure 2.2
Schematic of the production process for glass slides with gold nano dots by dip coating. The glass slide is slowly retracted from a container filled with block co-polymer micelle solution. The polymer ensures an equal spacing between particles and is removed with a plasma treatment in the second step. The end product are glass slides with equally spaced gold nano dots in a hexagonal order.
in preparation]. Others had demonstrated the potential of supported lipid bilayers to mimic cell-cell interactions by decorating the lipid bilayer with different ligands and molecules to simulate a cell [4–12] and we wanted to extend on that research.

In particular, the work of Michael Dustin and Jay Grooves should be highlighted here. They focused on using supported lipid bilayer and cell interactions to study the formation of immunological synapses [1], [10], [12], [25]. An immunological synapse is formed between a T cell and an antigen-presenting cell; it is a very important part in the antigen recognition process of T cells. It involves various receptor-ligand interactions including T Cell Receptor (TCR) binding to peptide-major histocompatibility complex (pMHC), as well as leukocyte function-associated antigen-1 (LAF-1) on the T cell binding to intracellular adhesion molecule-1 (ICAM-1) present in the cell membrane of antigen-presenting cells. The ability to provide a cell with certain cues by functionalizing the supported lipid bilayer with molecules is of importance because it enables studies to mimic cell-cell interactions and study them in more detail. By using particular molecules, interactions can be separated from each other and underlying mechanism can be investigated to explore cellular pathways. Grooves and Dustin together with co-workers did a lot of work on bilayers functionalized with peptide-major histocompatibility complex (pMHC) and intracellular adhesion molecule-1 (ICAM-1) to understand how antigen recognition in a T cell works [10], [25]. The supported lipid bilayer is also a very practical system to study the dynamics of such interactions and the time dependent formation and reorganization of immunological synapses [12], [26], something that is very difficult to study when looking at real cell-cell interactions with two cells.

I was a bit hesitant at the beginning to use lipid bilayers in combination with gold nanostructured surfaces as cell culture substrate. Despite that I thought that it would be really interesting, I was not convinced that it would work so well. The advantage of working with immune cells and the formation of the immunological synapse is that those cells do not apply large lateral forces on the substrates, and that experiments normally do not last longer than a couple of hours [10]. In contrast, we wanted to work with attachment dependent cells like cardiomyocytes or endothelial cells, which are known to exert lateral forces and wanted to study them over several days. From my previous experience I did know that it was a difficult system to work with and I was still unsure from our previous experiments, if the lipid bilayer was intact and mobile and if spreading cells were attaching to the bilayer or penetrating through it - a question that would follow me over a long time and even today we are not sure what the answer is. There were
a lot of uncertainties about this system and results varied even on the same substrate depending on the cells, their current state and their density. It was not a reliable system at the time. On the other hand, it was a very exciting project and both Joachim Spatz and Benjamin Geiger were very positive to the idea. The plan was to test some approaches in our laboratory and develop a robust protocol, once that was available I would go down to Israel and work in Benny Geiger’s lab to study cell attachment to these substrates in detail. I was enthusiastic to have the opportunity to work together with Benjamin Geiger on this project, who I think is a great scientist and also a great person. This is how my first project started.

We decided to first focus on the formation of support lipid bilayers on substrates with gold nano dots without any functionalization. The main question at this early stage was if it is possible to form a bilayer at all and if the bilayer would cover the gold nano dots or form around them. For our future application, it was necessary to find a way to form the bilayer exclusively around the gold, leaving the nano dots accessible to present immobile cues. Roiter et al. had shown 2009 that a lipid bilayer could be formed around silica nanoparticles, when the particles were between 1.2 and 22 nanometer in diameter, once the particles became bigger or smaller the bilayer would envelop them [27]. Although, silica particles were used in that case, it offered a starting point for us and I was hopeful that it would work with gold nano particles as well.

I was also planning to look into different ways to functionalize the lipids at the same time, something which had been done before in our group and was supposed to be fairly straight forward. I thought it would be good to start working from both ends simultaneously to reach the goal of a complete platform presenting mobile and immobile cues to cells, faster. Things, however, proved to be more difficult than I had first imagined when I eagerly started.

**Bilayers around Au dots**

I wanted to study bilayer formation with two different techniques, quartz crystal microbalance with dissipation monitoring (QCM-D) and fluorescence recovery after photobleaching (FRAP). QCM-D is a surface sensitive technique that monitors the change in hydrated mass on a surface, for a more detailed description of the technique see "BOX 2.3" on page 29. With QCM-D, it is possible to follow vesicle adsorption to the surface until reaching full coverage and subsequently rupture of vesicle and formation of a supported lipid bilayer. In this way, QCM-D gives you data about the process of bilayer formation over a large
Quartz crystal microbalance with dissipation monitoring

Quartz crystal microbalance with dissipation monitoring (QCM-D) is a label-free surface sensitive technique that can detect mass changes down to 0.5 ng/cm² on a sensor surface (one sensor with a sampling rate of five seconds). If all 4 sensors of an E4 are used the sensitivity is 2 ng/cm² at sampling rate of one second. The sensor is a piezoelectric quartz crystal (14 mm in diameter) and by applying an alternating electrical potential across the crystal, it will start to oscillate at its resonant frequency (typical 5 MHz for Q-sense crystals). Upon mass increase on the surface this resonant frequency will decrease which can be detected, and thus changes at the interface can be followed. The detection depth, the distance from the crystal surface where changes are still measured, is approximately 250 nanometers, but is depending on the film structure. For rigid films that are closely coupled to the sensor surface the penetration depth is deeper. [28], [30]

The coupled mass can be calculated using the Sauerbrey model, which describes the linear relation between changes in frequency caused by changes in mass. This model is valid as long as the film on the sensor is fairly rigid (low dissipation) and closely coupled. If the film is too soft or high the frequency is no longer linear related to the mass, an addition have new molecules to the sensor will not generate the same frequency response as the first ones or the overall mass of a molecule is underestimated, because it is not closely coupled.

\[ \Delta m = -\frac{C \cdot \Delta f}{n} \]

C = 17.7 ng Hz⁻¹ cm² for a 5 MHz quartz crystal.

n = 1,3,5,7 is the overtone number.

Therefore, QCM-D does not only measure the frequency shift, but can also monitor energy dissipation by stopping the excitation of the crystals and following the decay in amplitude. The energy dissipation contains interesting information about the viscoelastic properties of the layer on a sensor surface. A rigid layer will that is closely coupled to the sensor will have less energy dissipation than a soft layer over the same time. The mass and thickness of soft films that do not fulfill the requirements of the Sauerbrey equation can be modeled with the Voigt-Voinova model [31] to give adequate results.

Because QCM-D is a surface sensitive technique, no labels are required and measurements can be followed in real-time, it is very suitable to study bilayer formation and the different steps associated with it. A typical measurement for POPC lipid vesicles on a SiO2 crystals resulting in bilayer formation with a final frequency shift of -25 Hz and dissipation below 0.5.
part of the sensor surface without the requirement of any labels in the lipid vesicle solution. Because the technique was developed in our laboratory in 1995 [28], [29] and has been used tremendously to monitor bilayer formation [15], there is a lot of knowledge how to interpret the data.

Whereas QCM-D tells you something about the processes occurring during bilayer formation, FRAP is used to look at the bilayer quality and mobility. In order for FRAP to work, a small portion of the lipid molecules need to be labeled with a fluorophore. Once the bilayer is formed, images are taken with a fluorescence microscope, a small spot in the center of an image frame is bleached with a high-intensity light source and subsequently images are taken for a couple of minutes to follow recovery of the bleached spot. Recovery is possible, because the lipid bilayer is mobile and new fluorescence molecules diffuse into the bleached spot. The technique is described in more detail in "BOX 2.4" on page 31. The image data is analyzed to calculate the mobility of the lipid bilayer. If the lipid molecules in the bilayer are mobile the black spot in the center of the image will disappear over time, because other fluorescently labeled lipids will diffusive into the area. The time it takes for the spot to disappear will be depending on the diffusion coefficient of the laterally mobile lipids and is therefore a measure of their mobility. It is, however, important to keep in mind that FRAP is mainly a measure for the mobility of the labeled lipid and does not measure the unlabeled lipids.

In the first experiments to study bilayer formation on gold nano dot surfaces, I used a lipid mixture with 2% NBD-PC lipids and 98% POPC lipids and vesicles were approximately 90-100 nanometer in diameter. The fluorescently labeled lipid was even used in the QCM-D experiments, so results could be directly compared. I first started with Rhodamine head group labeled lipids, but switched to NBD tail labeled lipids very early on, because the Rhodamine was causing problems which I will come back to later.

For FRAP measurements I used glass slides coated with gold nano dots on one half of the sample and plain glass on the other half. The aim was to have an internal control and compare bilayer properties in the same dish, on the same glass surface with and without nano dots. For the QCM-D measurements the entire SiO₂ crystal was coated with gold dots. All surfaces were prepared at the Max Planck Institute for Intelligent Systems in Stuttgart by Yvonne Schön from Joachim Spatz group. Two different inter particle distances were used in this phase of the project, 65 and 250 nanometer, to see if the spacing between gold dots would influence the ability to form a bilayer. The gold nano particles themselves were around 6 to 8 nanometer in diameter and 4 to 5 nanometer high.
Fluorescence recovery after photobleaching

FRAP stands for fluorescence recovery after photobleaching and is a technique that can be used to measure lateral lipid mobility in bilayers. It requires having a fluorescence label on some of the lipid molecules, commonly 1 to 2 weight percent is sufficient, but with more sensitive cameras lower concentrations are possible. It is important to keep in mind that FRAP is only able to detect the fluorescence lipids, therefore it is important that those lipids behave similar to the rest of the lipid matrix to extract data that is relevant for the whole bilayer. FRAP measurements use bleaching, the destruction of fluorophores due to illumination, and the subsequent recovery to extract the diffusion coefficient of a lateral mobile lipids, a typical FRAP series is shown in Figure 2.3.

In a first step, a couple of images are taken. This data is later needed to calculate the overall change in intensity over time due to general bleaching. In a second step, a spot of several tens of micrometers is illuminated with a higher intensity to locally quench the fluorophores in the center of the sample. It is important to use the maximum intensity to bleach the spot as fast as possible and achieve a sharp bleach spot. If it takes too long time diffusion will become significant even under the bleaching and the data will be more difficult to analyze. For this reason lasers are commonly used for bleaching, however we do not have a laser setup for the microscope I used for my FRAP measurements. The third step is the actually measurement. Images are taken in short intervals (5 seconds) over the whole field of view with low illumination power for 3 or 4 minutes to follow the recovery of the bleached spot. The lipid bilayer is present on the whole surface the entire time, but during bleaching the fluorescently labeled lipids are locally depleted, but due to diffusion and the lateral mobility within a bilayer this area recovers and an equal distribution of fluorescent lipids is reestablished.

The diffusion coefficient can be calculated from the intensity changes over time. During the recovery fluorescence lipids will constantly diffuse into the area and the intensity in the bleached spot will increase. By analyzing this change of intensity in the whole image sequence, one can get the coefficient. Peter Jönsson, a former group member, wrote a matlab program to automate this kind of analysis, which allows to quickly getting diffusion coefficients. In a first step, the program calculates the circular average with respect to r (distance from the center) to minimize spatial noise and afterwards transforms the data into the frequency domain, using a Hankel transform. The program also corrects for temporal noise and drift; drift occurs due to unintended photo bleaching during monitoring recovery of the intentional bleached spot. The advantage of this program is the robustness of the analysis to variations of the size or shape of the bleached spot, temporal drift, and spatial noise. The fact that only isotropic diffusion can be monitored is not limiting for lipid bilayer analysis, because diffusion in lipid bilayers is normally direction independent. [32]

Figure 2.3
Example of a typical FRAP image series for a recovering bilayer, showing selected images
I started with fluorescence microscopy experiments, because it took some time before I got coated QCM-D crystals and I thought that it would be easier to get an idea about bilayer formation by looking at the samples with fluorescence microscopy.

From the first experiments, it was obvious that there was a difference between the glass surfaces and surfaces covered with gold nano dots. Figure 2.4 shows two fluorescence images at the border between the glass side of the sample and the side coated with gold nano dots, either with an inter particle distance (IPD) of 65 or 250 nanometer. The illumination power (32.8 mW/cm² with FITC filter [33]) was the same for both images and the fluorescence intensity on the glass side is comparable between both samples, however, the intensity on the modified side is highest for the short spacing, but is also increased for the wider spacing. There is a bright line directly at the border visible on the 250 nanometer spacing sample, this is most likely an effect from the production process and is attributed to a higher density of gold nano dots directly at the dipping edge. Furthermore, the image is much more homogenous on the glass side compared to the gold structured part.

At this point, I had two possible explanations for this effect, either the gold was influencing the fluorescence signal in some way or more fluorescence lipid material was present on the structured side. Taking into account that the fluorescence on that side was much more inhomogeneous compared to the glass side, it could mean that lipid vesicles were adsorbing intact on the gold structured surfaces. This theory was further supported by the fact that the surface with more gold dots (IPD 65 nm) was brighter than the one with fewer dots (IPD 250 nm). If the vesicles would adsorb on the gold dots, there should be a relation between lipid material and thus fluorescence intensity and the number of gold particles per area.

After getting this initial data I wanted to look at the system in more detail and try to understand if my theory was right or if there was something else happening. I also wanted to know if
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**Figure 2.4** Fluorescence micrographs of NBD lipids at the border between the glass substrate and gold nano dot coated substrate, for both 65nm IPD and 250nm IPD.
there was a bilayer forming at all, although vesicles were adsorbing on the gold nano dots, there was still a possibility that a bilayer was formed in between the dots as well.

In order to test those ideas, I performed FRAP measurements both on two different gold nano structured surfaces, as well as on glass. I used 4 samples for each surface and the results are summarized in Table 2.2. The diffusion coefficient is very similar for all three surfaces, but lower on the gold structured part. The data was analyzed with a student's t-test and the resulting p-value is p=0.001 (glass - 250 nm spacing), p=0.02 (glass - 65 nm spacing) and p=0.008 (250 nm - 65 nm spacing). It is important to note that even though statistical significant the difference is very small. The diffusion coefficient reported in literature varies and values depend on lipid composition, fluorescence label, FRAP setup, analysis approach and surface properties, amongst others [34], [35]. The values presented here are comparable to values measured previously on glass substrates under the same conditions with the same procedure between.

Overall, this is interesting data, because it means that a mobile lipid bilayer is formed even on the gold nano dot structured surfaces, where I thought I was observing intact lipid vesicles before. One explanation would be that, although intact lipid vesicles are adsorbing on the gold nano dots, which has been observed by others [14], there is a bilayer forming on the glass surface between the dots too, which recovers after bleaching.

All the fluorescence microscopy data pointed towards the fact that I did have a mixture of absorbed intact vesicles and lipid bilayer on the gold nano structured surface. This was not optimal for the final application, but it was also promising to some extent. At least, I could show that the lipid bilayer remained mobile between the gold dots and that offered a starting point to improve the system further. The task was to find a solution to avoid vesicle adsorption.

At this point, I felt that I needed another experimental technique to validate the results I got from the fluorescence microscopy measurements. I had gotten the gold nano structured SiO2 crystals by now and was ready to test my theory with QCM-D. In the first measurements, I focused on the densely packed gold nano dots with an inter particle distance of 65 nanometer, because from the previous experiments I thought that the effect would be larger for those samples and therefore would be easier to measure with QCM-D.
Both control samples and samples with gold dots showed the same qualitative behavior typical for bilayer formation (see Box QCM-D), but values differed. The control sample without any modifications had a frequency shift of 25 Hz and a dissipation shift of 0.3 which is expected for bilayer formation. On the other hand, the sample with gold nano dots (Figure 2.5) had a frequency shift of 40 Hz and a dissipation shift of 4.5. The increase in the frequency shows that more mass is coupled to the sensor surface, but more significant is the increase in dissipation, which is related to a higher viscoelasticity.

The qualitative similarity of the data for plain crystals and crystals with gold nano dots suggested that a bilayer is formed on both surfaces. The typical signal increase at the beginning showing intact vesicle adsorption until critical coverage is reached, followed by rupture of the vesicles and formation of a bilayer. It also fitted well with the FRAP data I had measured previously. The higher dissipation pointed towards the presence of intact vesicles, because vesicles are much more elastic and seen as a substantial increase in dissipation [36].

Everything seemed to come together nicely, the fluorescence microscopy measurements, the FRAP data and the QCM-D experiments all supported the theory shown in Figure 2.6. The only problem was that this was not what I was really aiming for. I needed the gold dots to be accessible for functionalization to present immobile cues to cells that I wanted to culture on these substrates. With all the vesicles still sitting on the surface, there was little chance the system would work in the end. Thus, I needed to get rid of the vesicles but keep the bilayer. I had previously tested to flush away the remaining vesicles by rigorous rinsing or later with high flow rates in the QCM-D liquid cell, but it did
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not really help. After talking to some other people in the group, I learned that you can use buffers containing multivalent ions to assist vesicle rupture and I thought this is exactly what I should try.

I took the same lipid composition as before, but diluted the vesicles in a buffer containing 10mM MgCl₂, which should have the strongest promoting effect in bilayer formation [37]. Figure 2.7 shows the QCM-D results and it looks like bilayer formation is considerably improved by the addition of magnesium cations. At the beginning, the behavior is similar to the measurement before, but upon rinsing the frequency shift decreases to 26 Hz and the dissipation shift to 0.3, which is within the range for a normal bilayer. Especially, the large decrease in dissipation shift from 2.7 without the magnesium ions to 0.3 with them confirmed that the number of absorbed vesicles was highly reduced.
Bastien Seantier and Bengt Kasemo, who work on the same floor as we, have suggested that Mg$^{2+}$ divalent cations interact with the phosphate in the lipid head group and converting it from a dipole into a positive monopole [37]. They, furthermore, showed that fewer vesicles need to adsorb on a surface before bilayer formation starts in comparison to conditions without magnesium cations. The conversion of the lipid headgroup leads to a stronger vesicle-surface interaction, because the vesicles are now positive and the surface negative charged. Another effect that they described in their paper is that the repulsion forces between vesicles will increase, due to the fact that both are positive charged. This second effect is very interesting in my particular case. My idea was that vesicles will adsorb on the small nano dots, this interaction will most likely be very weak because the gold nano dots are only 6 to 8 nanometer in diameter and are hopefully surrounded by a lipid bilayer. If the repulsion force between lipids increases only slightly that might be enough to break the weak interaction between the vesicles and the gold, thus vesicles will no longer adsorbing on the nano dots.

So, I did know from the QCM-D measurements that there was a chance that Mg$^{2+}$ or divalent cations in general could help in getting rid of the vesicles on the gold nano dots. The next logical step would have been to go back to the fluorescence microscope and re-run the experiments to see if I could observe the same beneficial effect there and how the FRAP data would change. I do not remember why I never went back and did those experiments, but I did not do it. Probably, it was because at that time other projects were advancing faster and I did not have the time and peace to just go back and do the re-runs. Looking back at it now, I think it would have been good and worthwhile to do them.

There was, however, one additional problem. It was very difficult to evaluate if the bilayer was forming around the gold nano dots or if it was covering them underneath. I thought of two different ways to explore where the bilayer was forming, atomic force microscopy as a direct method or the adsorption of something to the gold as an indirect method.

With atomic force microscopy, it would be possible to measure the height and see if there were any bumps on the surface where the bilayer was formed on top of gold nano dots. This technique would have been great and I still think that it is required to clearly understand where the bilayer is formed. The problem was that I did not know enough about atomic force microscopy and could not run it on my own, and it was difficult to find someone who could run it for me.
Therefore, I tried to use an indirect method and couple something to the gold. At the end of the day, that was what I was aiming for in the first place. As long as it was possible to couple something to the gold, it would allow us to use the substrate for its intended purpose. Instead of going directly to a thiol-gold coupling chemistry, I assumed it would be easier to adsorb proteins on the gold. My idea was, that a POPC bilayer is inert to protein adsorption [38], [39], hence if I would see a signal with QCM-D by introducing protein solution it would mean that the bilayer was not covering the whole surface. It is possible to argue that this not necessarily needed to be attributed to the gold nano dots, but that the bilayer in itself could have a lot of defects, but taking all the data into account I thought it would be worthwhile doing those experiments. I did know that I eventually needed to show that it was possible to covalently couple something specifically to the gold, but the protein approach offered me a simpler entry point to the problem.

I formed the bilayer with buffer containing magnesium chloride to avoid vesicle adsorption on gold structured crystals with 65 and 250 nanometer spacing. After successful bilayer formation bovine serum albumin (BSA) was injected at a concentration of 1 mg/ml for 15 minutes and subsequently rinsed with buffer. Figure 2.8 shows the QCM-D data for the bovine serum albumin injection. The signal for frequency and dissipation increases upon injection of the protein solution, but returns to its original value after rinsing; the response is very similar for both inter particle distances.

It was a bit difficult to interpret the data, the problem was that QCM-D measurements are not only sensitive to the effects directly at the surface, but are also influenced by the bulk solution up to a couple of hundred nanometers above the surface [36]. This so called bulk shift, will result in a reversible shift in frequency and dissipation. It is difficult to distinguish between a weak interaction with a transient adsorption of BSA to the gold and a bulk shift, but there are two parts that were pointed more towards a bulk shift. If BSA was adsorbing on the gold, a difference in amplitude should be visible between the two different spacing. The number of gold dots and possible binding sides on the sample with 65 nanometer spacing are much higher than a sample with 250 nanometer inter particle distance. The other consideration was that the gold nano dots are very small (6-8 nm) and that the BSA (5-7 nm in diameter) might not even be able to adsorb on the gold in this case.

Overall the QCM-D experiments gave me some additional information about what was happening on the surface, but there still
were open questions. It was possible to get rid of the adsorbed vesicles with bivalent Mg\textsuperscript{2+} ions, or at least this is what the QCM-D measurements suggested, the ultimate test would be to use this approach with fluorescence microscopy as mentioned previously. If the bilayer under this conditions was forming over or around the gold nanoparticles was still unclear to me at this point. My experiment with the BSA adsorption was not really successful and in retro-perspective, it was not well designed from the beginning to answer this question. I did not have enough knowledge about surface chemistry and molecular surface interactions at this point to design a proper experiment. I did not consider the fact that the interactions between BSA and gold might be too weak on such small nano dots. Looking back, I should have coupled a thiol-biotin to the gold dots and afterwards detect successful coupling by injection of a large streptavidin molecule that binds to the biotin.

Taking into account both the fluorescence microscopy and QCM-D data I was still positive that the system could work, but I never went any further with this approach, because other things happened in the meantime to which I will come back at the end of this chapter.

Lipid tubes

At the beginning of all the bilayer experiments, I considered to use rhodamine head-labeled vesicles instead of the NBD tail-labeled lipids that I used in the end. Rhodamine is known to promote cell attachment [40] and I thought it would be interesting to see if rhodamine head-group labeled lipids would have a similar effect. The reason why I did all experiments with NBD-PC in the end were the initial results that I got with the Rhodamine label - I saw something that looked a little bit like fluorescence grass (Figure 2.9) on the lipid bilayer upon bleaching. I and other in the group had observed this kind of lipid structure previously, and we normally did everything to avoid getting them in our samples. Thus, I switched to NBD labeled lipids and could run my experiments without this problem. There was, however, some literature available about this kind of lipid structures and even people in our own group had been working on this previously. All of these approaches used some kind of special molecule to form lipid tubes, for example the polyunsaturated long fatty acid docosahexaenoic acid [41] or antimicrobial peptides temporins B and L [42], [43].

I have to admit that I was not really aware of this literature when I started my experiments, I was just curious to know what caused the formation of those lipid structures, under which conditions they are formed without intentional adding certain molecules and
what the underlying principle was. Figure 2.9 shows a schematic of one possible way what lipid tubes could look like and how they could assemble. There were different opinions ranging from surface contamination over liquid contamination to bilayer ageing, but all the options could not really explain what I saw in my measurements. So, I started a little side project to look into this issue in more detail and tried to understand what was happening.

The effect was very much limited to the bleaching area and I was able to change the size by varying the spot size (Figure 2.10). I could even place several spots next to each other by multiple exposures. So for me, it was clear that the effect was triggered by fluorescence light in combination with the gold nano structures, because I could not observe anything on plain glass substrates. I did, however, have no idea what the underlying principles could be and what I was actually seeing. Although, I did not have any particular application or use for such lipid structures, I thought it would be worthwhile to spend some time to investigate where they were coming from.

Figure 2.9
Schematic of lipid tube formation and an possible explanation for their formation. On the right: Lipid tubes formed on an gold nano dot coated substrate with Rhodamine-PE containing vesicles after bleaching.

Figure 2.10
Effect of variations in bleaches spot size and position on lipid tube formation. Micrographs taken with 40x magnification of bilayer containing Rhodamine-PE lipids on gold nano dot structured substrates.
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The first thing I considered was if the effect was in any way related to the time between bilayer preparation and measurements. I incubated gold structured surfaces with an inter particle distance of 65 nanometer with 2% Rhodamine-PE 98% POPC containing lipid vesicles for one and a half hours, before I rinsed them with PBS. I kept the samples in PBS after rinseing for 90, 150, 240 or 330 minutes before measuring. I found no correlation between the age of a bilayer and the formation of lipid tubes; they formed on all samples with gold nano dots independent from the time in buffer, but did not form on any of the plain glass surfaces. I did not check if even longer times in buffer solution in the range of days would have any effect, but the data showed at least that there was no influence within hours.

Another argument that is often brought up when bilayer formation is impaired in some way, is contaminations. Lipid bilayers are very sensitive to contaminations on the surface, as well as, impurities in solution [15]. In my measurements, I used glass surfaces were half of the area was modified with gold nano dots and the other half was empty. I could only observe the formation of lipid tubes on the gold structured side, because the liquid covered the whole surface including both sides, this meant that liquid contamination was highly unlikely. I could, however, not exclude that the surface itself was contaminated during the gold deposition process. One possibility to investigate surface contamination further would have been to use for example x-ray photoelectron spectroscopy to look at the atomic composition at the surface. 

But, I thought before going into such an extensive analysis, it would be better to see if there were other factors that influenced tube formation.

The next parameter on the list was the light itself. I was wondering if the wavelength of the light would have any impact on lipid tube formation. I used the same light source for all experiments, but selectively choose only parts of the spectrum for illumination during bleaching (Table 2.3). After the bleaching the bilayer was always imaged with a lower light intensity in the Rhodamine channel to be able to see the lipid bilayer and if present lipid tubes. The results showed that lipid tube formation was not an effect of light in general, but rather an effect that was only observed

<table>
<thead>
<tr>
<th>Channel</th>
<th>Excitation wavelength [nm]</th>
<th>Bleaching?</th>
<th>Lipid tubes?</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAPI</td>
<td>Bandpass 360-370</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>FITC</td>
<td>Bandpass 450-490</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Rhodamine</td>
<td>Bandpass 540-550</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Brightfield</td>
<td>Full spectrum</td>
<td>YES</td>
<td>NO</td>
</tr>
</tbody>
</table>

Table 2.3 Experimental scheme for different light excitations and their effect on bleaching and lipid tube formation.
when the sample is illuminated with a high intensity of the excitation wavelength of the rhodamine labeled lipid head groups. One part that was surprising with this data was that even brightfield illumination did not show the same effect; bleaching was observed, but not tube formation. This result was unexpected, because brightfield illumination contains all wavelengths including the part of the light that was used in the rhodamine channel. I still do not have any good explanation for this behavior and it would be good to repeat those experiments to confirm the results.

Once, I did know that lipid tubes were formed only during excitation in the rhodamine channel, the next logical step was to explore how different durations of illumination would correlate with tube formation. I was not only interested in the pure illumination time, but also if there were differences when light was entirely given at once versus the same amount given in chopped up intervals. The experiments included two different cumulative bleaching times, 10 seconds or 60 seconds. The illumination was either given at once or in intervals with 1 second of illumination and 4 seconds darkness, thus illumination in intervals was spread over 50 seconds instead of 10 or 300 seconds instead of 60.

But importantly the amount of light was similar for the "interval" and "at once" condition. Katarina Logg et al. showed in a completely different context that light-induced stress in yeast cells is related not only to the amount of light, but also to temporal scheme in which it is delivered [44]. Therefore, I thought it would be interesting to look if this could also be observed for my system. The samples were imaged 2 minutes after bleaching and the results are shown in Figure 2.11.

![Figure 2.11](image_url)

Effect of single or interval illumination of lipid bilayers on gold nanodot coated substrates for two different accumulative exposure times.

Obviously, there is a difference depending on the exposure duration, more extensive lipid tube formation can be observed for 60 seconds than for 10. The images also show that there is a difference between samples illuminated a single time or in intervals. For the samples were the illumination is chopped up with short 1 second pulses of light and 4 seconds of darkness lipid tubes are longer and more numerous. One problem with this experimental scheme was that I had observed previously, lipid tubes grow over time even in darkness, because the bleaching procedure took differently long, lipid tubes in the "interval" condition had more time to grow. One possibility to address this problem would have been to image the samples at many time points after bleaching and compare the results accordingly.

My initial thought that the lipid tube formation was connected to fluorescence illumination was more and more confirmed, but I still had no idea about the underlying process. It could be that the illumination itself was causing the effect, but it could also be
a secondary, more indirect effect of the illumination. I did know that the energy concentrated on a small part of the sample during illumination was quite high and that this would also lead to local heating. Since, the extent of lipid tube formation was related to illumination time and the effect was stronger when energy was delivered in intervals, I thought that local heating was one likely cause for tube formation. In order to test this hypothesis, I needed to decouple illumination and heating from each other in the next experiment.

I used an on-stage incubator that allowed me to step-wise increase the temperature in a petri dish which contained a lipid bilayer sample. I used both gold nano dot substrates, with interparticle distances of 65 and 250 nanometer, and a glass surface as control. The bilayers were formed at room temperature and the temperature was afterwards increased from 30°C to 50°C in two degree steps. Images were taken at each temperature point with low illumination power to minimize effects from the light.

Figure 2.12 shows fluorescence images at different temperatures for all three substrates. At room temperature (22°C) no lipid tubes are present, and even increasing the temperature to 30°C does not change the behavior of the lipid bilayer. Increasing the temperature further to 34°C, lipid tube formation begins to become visible on the glass substrate and the structured surface with 65 nanometer inter particle spacing, but not for the large 250 nanometer spacing where the first lipid tubes are visible at 36°C. At even higher temperatures the amount and length of lipid tubes increases for all samples, but there are fundamental differences in shape and length of lipid tubes between the glass surfaces and the gold nano structured surfaces.

On the glass, there are two distinct populations of lipid tubes. The first population of easily visible long tubes, which can reach lengths of several hundreds of micrometers and are unevenly distributed over the sample. The other population is more difficult to see in the images (Figure 2.12 Glass 44°C), but are composed of small (1-2 micrometer) tubes that are evenly distributed over the entire surface. The situation on the surfaces with gold dots is different, here only short (3-15 micrometer) lipid tubes can be observed. These tubes are longer than the small ones on glass surfaces, but do not reach the length of the long ones and they are fairly evenly distributed over the whole surface. There is no significant difference between the two inter particle distances, it might be that the average length is slightly longer for 65 nanometer spacing, but it is difficult to judge from the available images.
To me this data clearly showed that an increase in temperature would lead to lipid tube formation and that the transition temperature was around 34°C, but the underlying principle was still unclear. I thought that the difference in tube length and distribution could be a starting point, especially the two populations on glass substrates were unexpected and very interesting in this context. One observation at 34°C on the glass substrate (Figure 2.12) was further shaping an idea I got previously. The lipid tubes in Figure 2.13 are all originating from a straight line, which suggests a surface defect. It is quite common to have scratches on the glass surfaces that I used resulting in vesicle adsorption at those places instead of bilayer formation. Under normal circumstances, this does not pose any problems for bilayer experiments, but under my special conditions it was a very exciting fact.
From all the data and different experiments, I came to the conclusion that three important preconditions needed to be fulfilled to see lipid tube formation, the presence of vesicles, energy in the form of heat and the right lipids. I observed tubes only with rhodamine-PE containing vesicles, but not when I used NBD-PC as a fluorescence label.

This could either be due to the fact that the rhodamine in general behaves differently or maybe more likely that the rhodamine label is sitting in the lipid head group. Due to its location the rhodamine can easily interact with the substrates and in particular the gold nano dots. For very close distances (100-150 Ångström), surface energy transfer (SET) between rhodamine as a donor dipole and the free conduction electrons of the gold nano dots might occur and the electromagnetic field might further enhance interactions [45]. Furthermore, the rhodamine is attached to a PE lipid. It is known that DOPE can undergo a phase transition from lamellar to hexagonal phase and form lipid tubes, in a pH-, composition- and temperature-dependent manner [46]. There are no reports on the composition that I used in my experiments, but other studies report 40°C [47] and 56°C [48] as a phase transition temperature. This is around the temperature I saw lipid tube formation in my system.

Heat could either be delivered to the sample directly as shown with the last experiment or it could be a consequence of high intensity illumination and the associated local heating on the substrate. This effect might be further increased by the gold nano dots, gold nano particles are known to adsorb light at specific wavelengths, depending on their size and shape [49], and are used for localized heating in cancer therapy [50]. The reason why I thought that intact vesicles were needed was supported by several small observations. During the illumination experiments, I was not able to get lipid tube formation on the plain glass substrates where I had a smooth bilayer without intact vesicles, conversely, I did know that I had adsorbed vesicles on the gold nano dots where I saw tubes. For the heating experiment the long lipid tubes all originated most likely from defects in the lipid bilayer where lipid vesicles had not ruptured, meaning that intact vesicles were always present when lipid tubes could be formed.

The tube length in itself is also interesting to consider in this context, my assumption was that additional lipid material was required, in order to form lipid tubes. A scratch on the glass that will effect bilayer formation and can be observed with fluorescence microscopy is likely to be at least a few micrometers wide. This means that there is enough space for numerous vesicles to adsorb, in comparison to gold nano dots where the maximum
is one vesicle per dot, which is most likely not even reached due
to weak interactions. Thus much more lipid material is available
at a scratch, allowing longer lipid tubes to be formed. Because
scratches on the surface are individual, unconstrained defects the
long lipid tubes are not evenly distributed over the whole sample,
but are clustered in areas with scratches. On the other hand the
gold nano dots are present over the entire area and will therefore
result in a more even distribution of tube lengths.

There is a fourth precondition, which I think needs to be fulfilled,
but I do not have direct experimental prove that this is the case.
I think besides energy, intact vesicles and the right lipids, a sup-
ported lipid bilayer is required as well and that the tubes are con-
ected to the bilayer on the surface. During the bleaching ex-
periments, I observed that the fluorescence intensity in the tubes is
increasing. The bilayer spot is completely bleached and over time
bright fluorescent tubes are appearing which are limited to the
area of the black spot. In order for this to happen, labeled lipids
need to diffuse from the surrounding lipid bilayer and accumulate
in the tubes. Similar to normal FRAP experiments were the mo-
bility of the lipid bilayer is proven by the recovery of the bleached
spot, the intensity increase in the tubes can be seen as a proof for
the ability of lipids to pass from the bilayer into the tubes. The
reason why I am not able to say that this third precondition needs
to be fulfilled for lipid tube formation in general is that I do not
know if it is required or optional. One simple way to prove this
would be to adsorb intact lipid vesicles for example on a titanium
oxide surface and increase the temperature similar to the exper-
iments described here. Because only intact vesicles and no lipid
bilayer will be present on this surface, I would be able to answer
the question if a surrounding bilayer is a necessity or an option,
but I have not performed this experiment yet.

Another interesting observation was made when cooling down
samples after heating them to 50°C. During cooling the lipid
tubes collapsed and formed large lipid blobs on the surface. I was
fascinated when I saw this effect for the first time under the mi-
croscope, how the lipid tubes started to roll up from one end and
within a few seconds completely collapsed. I quickly took several
movies and Figure 2.14 shows a time sequence of what was hap-
pening on the surface. Interestingly, this was not observed for the
small evenly distributed population of lipid tubes on glass sub-
strates, which just disappeared without any signs of accumulation
of lipid material. These tubes contain much less lipid material and
once the temperature is lowered the bilayer might relax and the
short tubes disappear without leaving anything behind. On the
other hand the long tubes contain so much lipid material, that
they collapse and the extra lipid material is accumulated on one
spot resulting in bright lipid assemblies.
I, now, had a pretty good idea how lipid tubes could be formed, that three necessary preconditions were energy in the form of heat, intact lipid vesicles and the right lipids and that there was a fourth precondition of a surrounding lipid bilayer where I was not sure if it was necessary or optional. This way is systematically different from the methods described previously to form lipid tubes, because no additional molecules are needed and lipid tubes can be patterned with light. There were several experiments I thought needed to be done to get further insight into the underlying principles, but the main problem was that I still had no idea about the molecular effects. I was almost certain that some form of simulation, either molecular dynamics [51–53] or Monte Carlo [54], [55], was needed to fully understand how the lipid tubes were formed. So, I decided to present my data, during a group meeting to get some input from others — with limited success. During an additional meeting with Fredrik Höök, I was discouraged to continue to work on the lipid tubes, because I did not have any application for them in mind and I was told to focus on the original questions of forming a bilayer around the gold nano dots and the functionalization of the lipid bilayer. I thought it was a bit sad, I had come quite far, but I also realized that I could not continue the work on my own, since I lacked the knowledge to further investigate the molecular mechanisms behind tube formation. In general, I still think it was worthwhile to work on this side project, it was a project entirely driven by curiosity and even though I did not come all the way to a full explanation of the process and still do not have an application, I learned a lot during the process. I now know how to produce lipid tubes and developed a possible underlying theory. My curiosity was at least partially satisfied.
Lipid functionalization

Despite the fact that it was still unclear if the lipid bilayer formed around gold nano dots or over them, and the lipid tube side experiment took some time, I was still working on strategies to functionalize the lipid bilayer in parallel. One consideration was that in case I would not be able to form the bilayer on the gold nano substrates, I could still use functionalized bilayers on plain glass surfaces as cell culture substrates. We would not be able to reach our final goal of combining mobile and immobile cues on one substrate, but there were still a lot of interesting questions to investigate.

One main question that both we and Benjamin Geiger were keen to investigate was, if cells could form focal adhesions ("BOX 1.3" on page 6) on laterally mobile lipid bilayers. Other people had previously suggested that it was impossible for a cell to spread on a laterally mobile substrate and exert a force to it. They argued that in this case the cells were actually penetrating the lipid bilayer and attaching to the underlying glass substrate [4]. From our previous measurements, we still were not sure if that was the case and had come up with an alternative theory that cells are stabilizing the interface and cross-link the lipid bilayer to some extent [3 manuscript in preparation]. In order to answer this question, we decided to use the very common and well-studied attachment peptide cyclic RGD. Cyclic RGD is a small peptide sequence found in many extra cellular matrix proteins [56]. RGD is the one-letter amino acid code for Arginine-Glycine-Aspartic acid. The integrin receptors ALPHABETA1 and ALPHABETA3 found in many cells can bind selectively to the cyclic RGD sequence to form attachment points [57], [58].

Nearly independent of the molecule of interest, lipid bilayers can be functionalized by using different coupling chemistries, for example, maleimide-thiol [2], amine-coupling with N-Hydroxysuccinimide (NHS) [59] or biotin-streptavidin [60]. The independency of coupling chemistry to the molecule of interest is a large advantage, because although we were focusing on cyclic RGD for the first experiments, it meant that it would be easy to use similar protocols for other substances in the long run. It also meant that we could reuse old protocols from within the group [2] as a good starting point; unfortunately it was much more complicated than I first thought.

Julie and I decided to start with a maleimide-thiol coupling chemistry, which had been used previously in the group to couple IKAVAV peptides to lipid bilayers [2]. We had lipids with maleimide head-groups left from those earlier studies and got some
thiolated cyclic RGD from Horst Kessler's group in Germany. Everything was setup and ready and I started my experiments in July 2010, in the middle of summer vacation when everyone was away.

I used the previous data as a starting point and work with a mixture of lipids, where 5% are PE-MCC with a maleimide in the head group, 2% are fluorescently tail-labeled NBD-PC lipids and the rest were POPC lipids. While, I planned to study the coupling chemistry with QCM-D first, I thought it would be good to include a fluorescently labeled lipid again right from the beginning to easily correlate data with later FRAP measurements. Here it was even more important to use a tail-labeled lipid like the NBD-PC, because I wanted to study cell attachment to a specific peptide and did not want to have any other entity like head-group labeled lipids to interfere with this interaction.

I started to look at bilayer formation with QCM-D, because it is impossible to label the cyclic RGD with a fluorophore without compromising the binding properties. And we did not have any antibodies against the peptide, therefore, QCM-D offered a good way to follow first the bilayer formation and afterwards the subsequent coupling of the peptide.

There were some initial problems, because I could not form bilayers from lipid vesicles containing maleimide lipids. I tested different batches of those lipids that we had in the freezer, changed the amount of PE-MCC lipids in the mixture down to 1% and modified the cleaning procedures for the crystals. In the end, I remembered what I learned from the bilayer formation experiments on gold nano structured surface and after adding 10mM magnesium chloride things worked. This should normally not be required, but I was happy to get the bilayers after all.

The next step was to couple the thiolated cRGD peptide to the lipid bilayer and it did not really work. I was running several QCM-D experiments and was unable to detect any reliable signal upon injection of cRGD peptide solution. I expected a small but detectable shift of ~5 Hz similar to the IKVAV coupling [2]. There were two major obstacles at this time that complicated the whole situation. First, it was in the middle of summer and basically everybody was on vacation, so it was very tricky to ask other people for help. I did not have so much experience in chemistry and functionalization at that point to judge the importance of all the different steps and troubleshooting became a difficult task. Second, I had gotten a very limited amount of cRGD peptide from Benjamin Geiger's group and I did not want to waste it, but QCM-D measurements required quite a lot of material due
to the comparable large liquid cell. So, I was very limited in the number of experiments that I could run. In the end, it was probably due to thiol oxidation that I could not measure any response. One problem with with thiol-coupling chemistry is that disulfide bonds, the binding of two thiol groups together, can easily form by oxidation and exposure of solutions to air should therefore be reduced as much as possible. I did know that and tried my best working in a glove box under a nitrogen atmosphere, when preparing the solutions, but it did not help so much.

During this summer, I learned the hard way that some things are much more difficult than they look like, that it is very important to have other people around to ask for help and that you should do things either right or not at all. Because I did not have enough cRGD, I tried all different kinds of stuff for example to couple other thiols or to use reducing agents like TCEP (Tris(carboxyethyl)phosphine HCl) to open up BSA proteins and use their cysteine for coupling. It was not really worth it, instead of doing and testing all these things, I should have sat down, read through the literature and plan experiments that had a chance to be successful. But at least I learned this important lesson during one summer and will always remember it.

After all the problems, I had with the maleimide-thiol coupling-chemistry, I thought it would be wise to use a more robust method and after summer I discussed this with Julie. Julie was first hesitant to switch to a Biotin-Neutravidin-Biotin sandwich chemistry, because she was worry about the mobility of the bilayer and that the neutravidin might interfere with cell attachment. In the end, we agreed to give it a try to see if it was in general a possible route to go.

For this coupling chemistry the bilayer contains a low amount of biotinylated lipids, once a bilayer is formed neutravidin is coupled to the biotin in the lipids head-groups, because the neutravidin has four binding sites one of the remaining binding sites can be used to couple a biotinylated cyclic RGD on top in a subsequent step. There is no covalent bond formed between biotin and streptavidin, but the binding affinity is very high (Kd ~ 10^-14 mol/L) [61] and remains stable for conditions used during cell culture [62].

I used two different concentrations of biotinylated lipids (Biotinyl PE) 0.1 and 1 % to investigate the effect of concentration on bilayer formation and lateral mobility. For the purpose to measure bilayer mobility, I again included 2% NBD-PC as a fluorescently labeled lipid in all experiments and used POPC lipids as a matrix.
This time the bilayer formation did not pose any problems and the two step functionalization could easily be followed with QCM-D. The data in Figure 2.15 shows the formation of the lipid bilayer at the beginning, followed by coupling of the large neutravidin molecule and binding of the peptide in the last part. I used three different conditions to make sure the observed effect was true, condition one had 1% biotinylated lipids and neutravidin was injected at a concentration of 25 μg/ml, condition two had 0.1% biotinylated lipids and neutravidin and condition three had 1% biotinylated lipids again, but instead of neutravidin pure buffer was injected. Under all conditions peptide solution at a concentration of 25 μg/ml RGD-Biotin peptide in PBS was injected in the last stage.

The data very nicely showed that the amount of neutravidin that was binding to the lipid bilayer is correlated to the amount of biotinylated lipids, as I was expecting, the frequency shift upon neutravidin injection was 36 Hz for the 1% condition, whereas it was only 11 Hz for the 0.1% condition.

Detection of the peptide coupling step was much more difficult, because the peptide is very small and thus will increase the overall mass only a little bit. Importantly a shift was clearly detected for
the 1% condition with neutravidin, but not without neutravidin, showing that the shift is due to successful coupling. If the neutravidin is not present on the lipid bilayer the peptide has nothing to bind to and thus there is no frequency shift. For the 0.1% condition, it was a bit trickier to distinguish between noise and signal drift and successful coupling of the peptide. I assumed that the system worked even for this condition and that it was only difficult to probe the effect with the setup I used. I still think that is reasonable, because the control condition clearly showed that it worked.

After successful QCM-D measurements, I wanted to characterize the system further and see if the bilayer mobility was influenced by the large neutravidin. The small fraction of fluorescently labeled lipids allowed me to monitor the overall bilayer mobility using FRAP and I extended this approach by adding CY3-labeled streptavidin at a low concentration to the neutravidin solution to measure its mobility at the same time. Neutravidin and streptavidin are very similar, but streptavidin has an isoelectric point of 5 whereas neutravidin has a near neutral isoelectric point and thus basically no charge in cell culture conditions. The only reason to use labeled streptavidin was that we had that in the fridge, but did not have any labeled neutravidin. Because the cyclic RGD is coupled to both of them I assumed that the mobility for the peptide and the linker would be the same and, therefore, could get information about the diffusion coefficient of the part I was most interested in.

One problem when translating the experimental protocols from the QCM-D measurements to FRAP was that I normally used standard petri dishes to form bilayers on glass substrates or SiO2 crystals and looked at them with an immersion objective. This process required several ml of solution for each step and it was difficult to wash the surfaces efficiently, since I was limited to partial exchange of the liquid to keep the bilayer wet at all times. The QCM-D liquid cell had the advantage of being a closed system, where liquids could be injected in a simple manner and rinsing was not a problem. For some unknown reason I did not use the liquid chamber that our lab had designed for this particular situations. Instead, I worked on a microfluidic channel to minimize the liquid volume needed for each experiment down to a couple of microliter. At the same time, it was important that the bilayer in the channel was large enough to allow multiple and reliable FRAP measurements. The channel I used in the end was not optimal and I exchanged liquids with a pipette always trying to avoid air bubbles, but it worked and I was able to run the measurements. It, also, was the starting point to get deeper into microfluidics (see Chapter 3 & 4).
Table 2.4 shows the diffusion coefficient calculated from the FRAP measurements for all different steps. I used 0.1% biotinylated lipids in this experiment and measured the lateral mobility both for the lipid bilayer and the linker after each step of the functionalization. There was no substantial difference for the diffusion coefficient of the lipid bilayer and the neutravidin or any change during the whole procedure. The value went down a little bit for the last measurement after peptide coupling, but it was still within the same range. Overall the values were lower than in previous measurements on larger glass substrates, but this is most likely attributed to the small channel size with limits the ability for recovery as illustrated in Figure 2.16. On the glass substrate, lipid material can diffuse freely over the entire surface which is several square millimeters. In the microfluidic on the other hand, the area is much more restricted, especially in one direction; the distance from the center to the channel wall is only around 400 micrometers. This constriction limits free diffusion in the lipid bilayer and has most likely an effect on the measured diffusion coefficient, but since the main objective was to compare diffusion coefficients for the different functionalization steps under similar conditions, this should not be a problem.

Important is that the measured values do not change during binding of the neutravidin and that the linker is as mobile as the rest of the bilayer. In a previous experiment, I had used 1% biotinylated lipids and under those conditions I saw a severe reduction of mobility upon binding of the neutravidin. Chengfei Lou et al. reported that streptavidin forms crystals at biotin-lipid concentrations over 1.5%, but that already before mobility was reduced for 1% biotinylated lipids compared to 0.75% in their study [63]. Thus, the measured difference in mobility that I saw between 0.1% and 1% biotinylated lipids is reasonable.

So this seemed to work, both the FRAP experiments and the QCM-D experiments showed promising results and I thought, great, finally I have a system that I can use in combination with my cells. When we were in Israel in June 2010 I had gotten transfected HeLa cells from Benjamin Geiger, which by the way is a very interesting story in itself how I transported those cells to
the lab alive in a flask, going through one of the most thorough airport security checks in the world at Ben Gurion international airport in Israel. Those HeLa cells, however, were transfected in a way that paxillin a small protein associated with focal adhesion formation ("BOX 1.3" on page 6) was tagged with a green fluorescence maker. I thereby could follow cell attachment and focal adhesion formation on lipid bilayers in living cells.

**Cells on lipid bilayers**

The last experiments with cells on bilayers, I did together with Nina T. and we were mainly focusing on the interaction of cells with lipid bilayers containing a small fraction of lipids with a positive charged head group. We looked at early attachment and spreading of cells happening within hours. As I mentioned before, we had some problems to get reliable and reproducible data with that approach, but were able to see a difference in cell morphology depending on the bilayer charge. When the bilayer was doped with positive charged head groups cells spread out, where as they were rounded on plain POPC bilayers.

Now that I had a working system to couple cRGD to a bilayer, I wanted to see how cells would behave on such a substrate. With the cRGD, we had a much more defined system than with the charged head groups; it was clear how cells interact with peptide and it was a direct interaction of cell integrins and peptide sequence. One problem though was to prepare the bilayers since the microfluidic channels that I had used before were not suitable for cell culture and I did not even have the equipment to maintain cells in microfluidic channels for longer periods, at that time. This meant I was forced to do run the experiments on normal glass substrates in wells and hope that everything would work. The major obstacle for that process was the large liquid volumes and associated with that the problem to wash the samples. In order to avoid de-wetting of the bilayer, the liquid could only be exchanged in partial rinses, which is very time-consuming and risk filled, because the liquid might not be completely exchanged or bubbles are destroying the bilayer.

Another problem was that the paxillin would show up in the green fluorescence channel, similar to the NBD lipid labeled that I normally used. I included the NBD-PC in the bilayer anyways, because it should be homogenously distributed in the bilayer and the focal adhesions would be localized having a much higher intensity. I hoped that I could still get some idea about both parts even though they were in the same channel. It would have been optimal to have a blue tail-labeled lipid, but I did not have that.
At the end I got everything to work and seeded HeLa cells on POPC bilayers (2% NBD-labeled PC) with 0.1% biotinylated lipids that were functionalized with cRGD via a neutravidin (5% Cy-3 labeled streptavidin) linker. The cells were incubated (37°C 5% CO₂) for 48 hours on the substrates and I just hoped that everything would work.

After the incubation I took the samples and looked at them under the microscope to see if the cells were spreading and if there still was a bilayer underneath them. Figure 2.17 shows a composite fluorescence micrograph with the cells in bright green (Paxillin GFP), the bilayer in green (NBD-PC) and red (streptavidin Cy-3). Cell morphology differs for the individual cells; the two cells in the center seem to be fairly spread out and the localized accumulation of paxillin is a clear sign for cell attachment and the

**Figure 2.17**
Composite micrographs of HeLa cells cultured on cRGD functionalized lipid bilayers after 48 hours. Red: Streptavidin linker molecule. Green: GFP-Paxillin in transfected HeLa cells and NBD-PC in lipid bilayer.
formation of attachment points ("BOX 1.3" on page 6). The other cells are much more rounded and it is difficult to judge if there is a higher local concentration of paxil in the outer rim of some of the cells or not. One very apparent fact is that the bilayer looks very different around the cells and far away from the cells. Directly next to the cells the fluorescence signal from the bilayer is fairly smooth and low in intensity, but far away the signal is much spottier and the overall intensity is higher. There is a clear boundary between those two areas with a thin line of even higher fluorescence intensity and a higher density of spots.

This result did not really look so promising; the bilayer did not seem to be intact after 48 hours in the incubator with cells seeded on top. An intact bilayer would have looked much smoother and homogenous, as the picture I took before during FRAP measurements. The samples with the cells looked more like intact vesicles adsorbed on the surface. This would also explain the two different areas and the rim at the border. If the surface was not covered with a lipid bilayer, but instead with intact lipid vesicles, a cell likely is able to attach to the underlying substrate and either internalize the lipid vesicles or push them away. During cell attachment, the cell will move and thereby creating an area with less vesicles larger than its own footprint, which can be seen as a smoother low intensity fluorescence signal in close proximity to the cells. Furthermore, the pushing of lipid vesicles could explain the formation of a rim, at the boundary where the cell has been pushed lipid vesicles will accumulate and be seen as a higher intensity rim.

The problem was just that this was not what I wanted. I needed an intact lipid bilayer to study how a cell could interact with it and what effect lateral mobility had on cell attachment, spreading and adhesion formation. I repeated this experiment twice, but got the same results again. Unfortunately, I did not look at the lipid bilayer prior to putting cells on top and thus was unable to know if there was a bilayer at the beginning or if there were vesicles from the start. I think one reason for the problems was the liquid handling and that I was not able to rinse efficiently enough between all the different functionalization steps.

I felt that I was not moving forward in this project, the problems were basically the same that I had already during my first experiments with cells on lipid bilayers together with Nina T. The system was not reliable, lacked the desired robustness and it was difficult to optimize it. In October 2011, Lohmüller et al. published a paper in NanoLetters which nearly exactly described what I had tried to achieve over the last one and a half years. It is a great paper and they characterized the system in a lot of detail,
functionalizing both the lipid bilayer and the gold nano dots with different proteins, testing different spacings of the gold nano dots and looking at cell attachment to those substrates. It really was precisely what we wanted to do, but did not succeed with. I was a little bit shocked at the beginning, but I quickly realized that they probably had better expertise, more resources, more people and a higher commitment for the project than we had. And I thought – it shows at least one thing, the idea that we had at the beginning was very good, even though we did not get it to work and others did. This paper also made it much easier for me to move away from lipid bilayers and I was happy about that. I was very eager to focus more on microfluidics which I thought was a fascinating field and the next chapters will tell you more about it and how to use them to study cells in defined microenvironments.
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After all the problems that I had with the lipid bilayers, my belief in that project was fading and I was looking for alternatives to form controlled environments on the cellular length scale. I was 10 months into my PhD and felt that something needed to change; I wanted to switch the focus of my research away from lipid bilayers. During those first months, I had worked a little bit with microfluidics on the side and used some simple channels in the bilayer experiments to reduce the liquid volume and simplify liquid exchange. There were a lot of problems with those channels and liquid handling was primitive and difficult, but I had a lot of ideas how to improve the system to get better results. I was fascinated by microfluidics with all their possibilities to alter fluid flow [1–3], control chemical mixing [4–6], the integration of sensors onto chips [7–13] and all the other things one could do. I really wanted to work with this kind of systems and concentrate my research in that area.

There were a few people in our division that were working with microfluidics, using small channels to drive bilayers [14], rapidly exchange liquid around lipid vesicles [15] or for sample handling in localized surface plasmon resonance (LSPR) measurements [16]. Although, those approaches were not very closely related to what I wanted to do, they helped me and offered a starting point into the world of microfluidics. So there was some base knowledge available nearby and I could easily get access to all the equipment that I needed to start working. However, there was no one who was working with cells in microfluidics channels in the division and the kind of systems that I was interested in. Julie had worked a long time ago, during her own PhD studies, with a shear flow cell which is the closest she had come to microfluidics, but I thought that the lack of background knowledge would not be such a big problem. I thought it would be worthwhile to invest some time to acquire the knowledge and build up all the necessary resources that I needed to perform experiments - and in the end Julie agreed. I was very optimistic and excited to start.

I started with reading the literature to get a better overview of what other people had done, what designs had been tested and what challenges people were facing. Basically, I needed to get an idea what the field of microfluidics was about and what was happening. I realized very quickly that there were a lot of articles in the area, at the beginning I was not so focused in my literature search and was reading articles that had to do with microfluidics in a very broad sense. I was overwhelmed by all the different things that had been already realized, and I thought it was difficult to come up with new ideas. Every time, I had an idea, that I thought was novel, I realized that people had already done it in some way. Looking back now, I think it was naïve to consider that
I would come up with something completely new within a couple of weeks without the experience from working in the field for some time. It was, nevertheless, a very interesting time and I am happy that I spend the time in getting into everything by reading all the articles, some more relevant than others, but at the end I had an idea what to do and where to start. I had not followed the same approach for my first research project on the lipid bilayers, because there was so much knowledge already available by the people working close to me that I never really sat down and went through all the literature. I think that was a mistake and things might have turned out differently with the bilayers if I had done a proper literature study first, but this time I did know better and I can say that it helped me a lot in my coming projects.

Microfluidic designs

There are different ways to produce microfluidic chips, but the most common procedure in academia, where small numbers of chips are needed and designs get changed often, is soft lithography with PDMS [17–20]. The process is described in detail in "BOX 3.2" on page 67, in general, you need a chrome mask with your channel design which is used to produce a SU-8 master. PDMS is molded and cured on the master, afterwards, the replicate in PDMS is detached from the master and bonded to a bottom substrate. This is a very convenient way to produce microfluidic channels and costs are limited, once you have an SU-8 master, which can be used over and over again, you only need an oven and plasma cleaner. Fortunately, our division has access to a PDMS lab with all the needed equipment and tools.

I have designed a variety of microfluidic channels in AutoCAD for different applications, most of them based on principles and designs from literature. For some of the channels, I did not have an immediate need, but thought they would be useful for future applications. Because the chrome mask is one of the expensive parts for microfluidic channels, I always tried to fit as many designs as possible on each of the four masks I have ordered until now. My idea was that, even though, the designs were often not very original, but rather close to designs others had used before, I could use those channels in a new context. For me it was also part of building up a library of different microfluidic networks that I and other could use in the future. The designs are shown and briefly describe in "BOX 3.3" on page 68.
**Microfluidic principles**

Microfluidics is a term used to describe systems that contain micrometer sized channels to transport liquids. Even though many different microfluidic systems have been realized and are used for a large variety of applications they all have some properties in common. Due to the small dimensions of the channels fluids behave differently at this length scale and microfluidic systems can take advantage of certain fluid mechanical properties not observed in larger liquid volumes. A common way to describe fluidic systems and their intrinsic properties is by using dimensionless numbers that give the ratio between two competing physical phenomena. The two most important numbers for microfluidic systems are the Reynolds number (Re) eq. 1 that gives the ratio between viscous forces and inertial forces and the Péclet number (Pe) eq. 2 that gives the ratio between convection and diffusion.[21]

\[
Re = \frac{U_0 \cdot L_o}{\eta} \quad \text{eq. 1}
\]

\[
ρ = \text{Density \(1 \text{ g cm}^{-3}\ \text{for water at 20°C}\)}
\]

\[
η = \text{Shear viscosity \(1 \cdot 10^{-2} \text{ g cm}^{-1} \text{s}\)}
\]

\[
U_0 = \text{Flow velocity \(1 \cdot 100 \mu\text{m}\)}
\]

\[
L_o = \text{Typical length scale \(1 \cdot 500 \mu\text{m}\)}
\]

At a typical length scale (L_o) of microfluidic channels that is between a few micrometers up to several hundreds of micrometers in diameter and flow velocities (U_0) in the micrometer to centimeter per second regime, the Reynolds number is normally below 100. This means that viscous forces are typically much larger than inertial forces in microfluidic channels and in many cases the nonlinear effects of inertial forces completely disappear. Therefore, microfluidic fluid systems can often be described with linear Stokes equations eq. 3 and fluid flow is predictable and deterministic. Another important effect is that fluid flow in microfluidic channels is laminar without turbulences, the transition between laminar and turbulent flow occurs around a Re of 2000-3000. As a result, mixing of two parallel fluid streams in microfluidic channels is limited to diffusion at the interface between the streams. Such conditions are difficult to realize in larger fluid systems and offer some big advantages for cell biology applications of microfluidics as described in this thesis, but it also means that mixing is limited and might take very long time.

\[
Re = \frac{U_0 \cdot L_o}{D} \quad \text{eq. 2}
\]

\[
U_0 = \text{Flow velocity \(1 \cdot 100 \mu\text{m}\)}
\]

\[
L_o = \text{Typical length scale \(1 \cdot 500 \mu\text{m}\)}
\]

\[
D = \text{Diffusion coefficient}
\]

\[
Z = \text{Length traveled down stream}
\]

\[
w = \text{Length traveled along the width of the channel}
\]

The relation between convection, by which molecules in a fluid are travelling with a certain velocity in one direction and diffusion, by which they randomly travel in all directions, is given by the Péclet number. It can be used to estimate how long a channel needs to be in respect to its width to achieve complete mixing for a certain flow velocity and diffusion constant. For example Pe of 100 means that complete mixing within the channel is achieved after a distance that is 100 times the width of the channel. Péclet numbers can vary significantly in microfluidic systems depending on the molecule of interest, channel size and flow velocity and

\[
\nabla p = \mu \nabla^2 u + f \quad \text{eq. 3}
\]

\[
p = \text{Pressure}
\]

\[
\mu = \text{Dynamic viscosity}
\]

\[
u = \text{Flow velocity}
\]

\[
f = \text{Body forces acting on the fluid}
\]

\[
\nabla = \text{Vector field operator}
\]
are important to consider during the design process to either reach complete mixing between different streams or to avoid diffusive mixing in other systems.

The small dimensions of microfluidic channels, furthermore, result in a large surface area to volume ratio which means that surface properties become very important. The boundary conditions at the interface between the liquid and the channel wall have a severe effect on flow properties and the effect of hydrophobic walls will be much larger in a microfluidic system than in a large tube. Therefore, special measures need to be used to reduce the hydrophobicity of PDMS, a common material for microfluidic systems; most commonly oxidation of the surface via plasma treatment is used to get a hydrophilic layer on the PDMS and the channels are filled with water immediately afterwards to maintain hydrophilicity. An area of microfluidics that actually exploits the large surface area to volume ratio is electrokinetics, like electro-osmotic driven flow or on-chip electrophoresis. In electro-osmotic driven flow, ionized liquids move relative to a charged surface (channel walls) when an electric field is applied [22]. In on-chip electrophoresis on the other hand, charged particles or molecules move relative to a stationary liquid in response to a electric field [23].

Besides the fact that fluid mechanical properties change at the small dimensions of microfluidic system, it also means that sample volumes are very small and are normally in the nanoliter or low microliter regime. The ability to control these volumes with high spatial and temporal resolution allows for experiment otherwise difficult to conduct. The use of microfluidic chips allows the delivery of a variety of signaling molecules to the cells in a highly controlled manner [1], [3], and the precise delivery allows generation of defined and controllable microenvironments [21], [24], as discussed in this thesis. Furthermore, reagent volumes are much smaller with is for example important when working with rare samples, to minimize waste, and to reduce costs.

Relating of surface to volume in different sized channels

\[
\begin{align*}
\text{Area} & = 5000 \\
\text{Edge} & = 300
\end{align*}
\]
**Microfluidic chip production**

**BOX 3.2**

1. Spill PDMS mixed 1:10 with curing agent and degassed for 20 minutes.
2. Degassed PDMS on master; if necessary, cure PDMS at 90°C for at least 1 hour.
3. Carefully remove the cured PDMS from the master.
4. Cut the chip to an appropriate size and punch holes in the bottom and outlet ports.

**Microfluidic chip**

- Clean the PDMS.
- Activate the surface of the PDMS and glass in air plasma for 30 seconds.
- Bond the PDMS to the glass. Bake the chip at 90°C for 10 minutes to increase the bonding strength.

**Microfluidic chip**

- Connect tubes to the microfluidic chip and use it for experiments.
- If desired, cool it filled with water at 4°C.

**Instructions**

- Spin coat the silicon wafer.
- Develop the master for 11 minutes. Afterward, the unexposed SU-8 can be easily removed.

**Production of a chrome mask**

- Expose the mask using UV light.
- Develop the chrome mask using SU-8 developer.

**Electron beam Lithography**

- The thickness can be adjusted by the spin speed.
- Soft bake at 65°C for 2 minutes.
- Soft bake at 95°C for 5 minutes.

**Silicon wafer**

- Clean the silicon wafer.
- Spin coat the silicon wafer.
- Soft bake at 65°C for 2 minutes.
- Soft bake at 95°C for 5 minutes.

**Materials**

- SU-8 negative photore sist
- Electron beam Lithography
- UV exposure
- Development of chrome mask

**Additional Notes**

- The process can be repeated for multiple chip productions.
Microfluidic designs

Channel 1 is a simple straight channel with one inlet and one outlet and a large cell culture area (2x14.4 mm). The cell culture area is supported by pillars (octagon shaped with a span of 60 μm) spaced 200 μm (center-to-center). The pillars can also be used for increasing the integrity and stability of an in situ cross-linked hydrogel, but this has not been tested so far. Similar pillar structures have been used and published previously for the aforementioned reasons [25], [26].

Channel 2 is a modified cross-channel with three inlets and one outlet, however inlet and outlet configurations can vary and connected as needed. The main channel is 300 μm wide and 7 mm long before, whereas the inlet channels are only 100 μm wide. Four small structural features outside the microfluidic network are used as markers. Different revisions of the general channel layout have been produced, one with an improved outlet channel that is kept at a width of 300 μm all the way, and one with three rows of pillars (50x50 μm with 20 μm openings in-between) at the beginning and end of the main channel that were used as sieves. The universal design of a cross-channel has been used in many different applications and in this work was used in the image-based feedback microfluidic experiments (page 82) and for early cell culture experiments.

Channel 3 is a straight channel with one inlet and one outlet. There are five main channels each 800 μm wide and 30 mm long. At the inlet a pillar structure with varying pillar dimensions is used to trap obstacles and air bubbles [27]. The main aim with this channel was to design a microfluidic network with a maximum surface area that could easily be operated using a pipette and avoid air bubbles as much as possible. To support the large surface area the main channel was divided into five channels to avoid a collapse and
binding of the PDMS roof to the glass bottom. The channel was mainly used for lipid bilayer functionalization experiments (page 47) and simple cell experiments.

Channel 4 is a flow-based gradient generator microfluidic network, adapted from Noo Li Jeon's design [28]. It has three inlets which allows the formation of complex gradients, six mixing stages and nine outlets after the last stage of the gradient network. These outlets are combined into a single probing channel that is 400 µm wide and 5 mm long. The outlet channel becomes narrower towards the end (100 µm), the inlets are 50 µm wide, as are the serpentine in the gradient network, but the mixing channels of the network are 100 µm wide. This design is discussed in more detail in chapter 4 ("Electrospun fibers in microfluidic channels" on page 102).

Channel 5 is a flow-based double gradient microfluidic design. The gradient generating network is similar to the one of channel 4, but with only two inlets each, five mixing stages and seven outlets from the gradient networks. The outlets from the two gradient networks are combined perpendicular to each other in a square sized main chamber (2x2 mm) and liquids leave the network through two outlets (500 µm wide). Pillars (100x100 µm) are placed in the main chamber at a distance of 650 µm (center-to-center) to support the roof. This channel design was developed and used by the Tissue Engineering course students 2011, supervised by me (Patric Wallin). The aim was to have system where a surface-bound gradient can be applied in a first step and afterwards a second soluble gradient can be applied perpendicular to the first one. It is important to note that the two gradients cannot be applied simultaneously. The general microfluidic design of this chip worked and it might be used again in future studies ("Surface immobilized gradients of molecules" on page 120).
Channel 6 is a diffusion based gradient generator microfluidic network, similar to the one used by Amir Shamloo [29]. It has two inlets, one for the source and one for the sink channel, which each has two outlets. In addition, the main cell culture chamber (14x2mm) can be accessed via four universal ports. The main chamber is supported by a single row of pillars (120x120 μm) spaced at 1mm (center-to-center). The sink and source channels are connected to the main cell culture chamber through small channels (50x50x500 μm); the rest of the channels has a height of 200 μm. The design and application of this microfluidic network is described in detail in chapter 4 ("Cell migration and ligand spacing" on page 122).
Liquid handling

The first thing I decided to do was to improve the liquid handling, the way to control fluid flow in microfluidic channels. Until then everybody in our division working with microfluidics used either syringe pumps, peristaltic pumps or vacuum suction to drive liquids through channels. I wanted a system that was more suitable and adjusted to the demands of microfluidic cell culture, a system with better control of flow rates and a system that could be automated and controlled by a computer.

I first looked into commercial systems that offered completely integrated solutions adapted for microfluidic channels, the most advanced systems are normally based on pressure driven flow (MFCS series, Fluigent, France or Mitos P-Pumps, Dolomite, UK). In these systems, the liquid reservoir is pressurized to pump fluids; solutions can only get out through the tubes connected to a microfluidic chip. The flow rate is controlled by changing the pressure above the liquid and in the most advanced systems a flow meter is coupled into the fluid flow between the reservoir and microfluidic chip to have a feedback control. It is similar to gravity driven flow, where a large amount of liquid is placed higher than a connected channel and thereby creates a pressure that drives the fluid [30], [31]. You can think of water towers that do the same thing in the macro world, they pressurize the water supply and make sure water is coming out of your water tap when you open it. The benefit of systems like the ones from Fluigent and Dolomite is that the pressure above the liquid can be controlled and changed very fast to adjust flow rates, in comparison to gravity flow, where alteration of flow rates is more difficult.

Pressure driven flow has certain advantages over using syringe or peristaltic pumps due to the design. Especially its pulseless pumping performance is important to generate smooth liquid flows in microfluidic channels which are difficult to achieve with other systems. In syringe pumps for example, a stepper motor is used to slowly compress the syringe to drive the liquid, because a stepper motor has discrete steps the resulting flow will pulsate. This pulsation is dampened by tubing and elastic PDMS microfluidic channels, but can still cause problems in certain application areas. [31–33] In pressure driven systems, the pressure can be adjusted continuously and thus pulsation is eliminated [3], [31].

On the other hand, the available pressure driven systems have certain limitations and disadvantages. One main limitation that those systems share with syringe pumps is that restricted access to the liquid reservoir; you cannot refill nor change the solution during continuous operation once the system is loaded and started.
This is particular limiting for long term cell culture experiments, even though the channel volume is small, larger volumes are needed for continuous perfusion or if you want to recycle cell culture media to keep cell produced cytokines in the system [34–36]. Furthermore, quick exchange between different solutions is not possible in the same way as with other systems using selections valves to control the feeding solution. There are certainly ways to solve that problem for example by briefly interrupting perfusion to exchange or refill solution, but it is nonetheless a restriction that might cause problems for certain experimental schemes.

For me not only the performance itself was important to consider, but also the price for a whole setup and its flexibility. I wanted to have a system that could be adapted to different kinds of microfluidic platforms, from long term cell culture, over short term cell stimulation, to integrated microfluidic biosensing, covering flow rates from a few nanoliter to a couple of microliter per minute. I started to read all the specifications from the different manufacturers and got quotes from both Fluigent and Dolomite. I have to admit that I was a surprised to learn that a Fluigent system with the ability to control 4 channels individually was around 200,000 SEK, when I got the quote in 2010. I did not think it was, or is, worth the money, it is a very good system with many advantages, but it has its limitations.

I was, therefore, looking for an alternative and in the meantime, Julie had talked with her husband, Michael Rodahl, about our wish to buy a liquid handling system. Michael he was testing some pumps for Q-Sense at that time. He suggested that I could come to his office and take a look at one of the pumps we was working with, because he thought it might be suitable for our application. I am very grateful for his advice and help, because it laid the foundation for my current liquid handling system and I probably would not have known about the pumps I am now using without his recommendation.

The pump that Michael had in his office was a milliGAT pump from GlobalFIA (Global Fia, Inc., USA) [37] and I did know right from the beginning that I wanted to use this kind of pump for my microfluidic chips. The milliGAT pump can be operated continuously, the feeding solution can be changed and refilled during operation, it offers a wide range of flow rates from 30 nanoliter per minute up to 10 milliliter per minute and even though pulsation is not eliminated, it is minimized. The underlying technique used in milliGAT pumps is described in “BOX 3.4” on page 73.
milliGAT pump

The milliGAT pump (Global FIA Inc., USA) is a computer controlled bi-directional rotating four piston pump. Each pump consists of a pump head with fluid connectors, a stepper motor and gearbox, a stepper motor controller and a power supply. The milliGAT pump is a self-priming pump, it can tolerate gas in the fluids lines and remains operational.

There are two different versions of the pump, with different gear boxes, a low flow (LF) version and a high flow (HF) version. In our system, the LF version is used, which displaces 100 microliter under a full turn of the stepper motor. A full turn has 200 steps, 1.8° per step, and each step is further divided into 256 micro-steps, thus the resolution is 51,200 steps per turn, because the of the 4.75x gearbox each micro step equals 0.4 nanoliter. The stepper motor controller (MicroLynx, Schneider Electric Motion, USA) has a velocity resolution of 0.0005 full steps per second and an acceleration resolution of 0.711 full steps per second². The acceleration and deceleration type can be changed between linear, triangle, s-curve, parabolic, sinusoidal s-curve or user-defined; in this setup a linear type was used. The controller communicates via RS-232 with a computer.

The milliGAT pump is based on a very special pump head design, which insures that liquids can be pumped continuously and with minimal pulsation. The head contains four liquid compartments with pistons, similar to small syringes (Figure 3.1). Each compartment has a volume of 25 microliter for the LF version. All four syringes are rotating around the center of the pump head. During this rotation the pistons are moved upwards for the releasing compartments and downwards for the drawing compartments. Continuous pumping is achieved, because there are four syringes and at least one is always connected to the outlet and one to the inlet. The small volume of each compartment enables the high precision and slow flow rates.

Figure 3.1
Schematic of the operation principle of the milliGAT pumps, in a two-dimensional representation and a second representation to show how the actually pump head looks like.
I discussed all the different options with Julie and we decided to go for a self-made system built around milliGAT pumps. It was clear that it would take some time to put everything together and get a working setup, but we both also felt that we would gain by having a flexible system that could be adjusted to our needs and was nevertheless cheaper than a commercial one. The material for the final design included four milliGAT pumps and three selection valves that all could be controlled from a computer was around 115,000 SEK at the end. The idea was to build the setup in a modular way and to include more pumps and valves if needed later on, but four pumps and three valves would be sufficient for the beginning. I placed the order for the pumps at GlobalFIA in the end of October 2010 and thought everything would go smoothly, but I greatly underestimated the bureaucratic complexity of the whole thing. I was in constant contact with GlobalFIA and Chalmers financial department until mid-December before everything was sorted out. In the end, everything was fine and I got everything that I needed.

**Software for liquid handling system**

One of my main wishes was to control the pumps from a computer and automate the whole liquid handling. I thought that automation could help to increase reproducibility, simplify operation and allow for more complex experimental schemes. Fortunately, GlobalFIA provided LabView (more information “BOX 3.5” on page 75) drivers both for the pumps and selection valves. This was great and saved me a lot of time, because I could start with high-level programming right from the beginning, instead of having to program the RS-232 comport interface to the pumps from scratch. I had been programming with LabView previously, and it felt good to be able to use some of the things I learned a long time ago when I studied mechanical engineering in Hannover, but it took some time to get used to it again. By programming everything myself, I was able to fit the software exactly to my needs and demands, which I regarded as an advantage over the other pump systems that I looked into, where this was not possible to the same extent.

In the first version of the software the main aim was to simply interface the pumps and see if I could get them to pump liquid at different flow rates. An example of the LabView code for a single pump is shown in Figure 3.2. In the first step, the pump is initialized with its comport and address to start the communication between the computer and the pump. Afterwards, the program enters a while-loop in which it remains until the stop button is pressed to ensure continuous operation. The slew-command is used to tell the pump to pump liquid at a given flow rate until it
Labview

LabVIEW is a development environment from National Instruments based on the visual programming language G and stands for Laboratory Virtual Instrumentation Engineering Workbench. It is specially designed for data acquisition, instrument control, test automation, signal processing, industrial control and related tasks, and offers a wide variety of pre-defined elements to support the user in the design of those tasks. [38–40]

Every LabVIEW program has two parts: the front-panel with the user interface and the back-panel with the executable code. In LabVIEW Virtual Instruments (VIs) represent subroutines for specific tasks or might even represent more complex operations; they consist of a block diagram on the back-panel and a front-panel element. Data can be either supplied or retrieved via the front-panel element by the user. On the back-panel all the different VIs forming the LabVIEW code are connected by wires to propagate variables and information from one VI to the next VI. The LabVIEW library has many different predefined VIs for all sorts of tasks, from simple mathematical operations to complex signal processing, all to facilitate data acquisition, processing and control. This library can be further extended by the user, who can combine several low-level VIs to solve a specific task and save the routine as a new VI, thereby greatly improving the ability to re-use code during the development process. The large amount of available VIs, the graphical programming approach and the extensive support to interface laboratory instrumentation hardware helps the user to quickly program powerful applications even with limited programming background knowledge. Furthermore, it is possible to compile code into standalone executable programs that can be distributed and do only require the free LabVIEW runtime engine to work on any computer.

One fundamental element in LabVIEW programming is the State Machine. It is a very useful architecture to interface systems that progress through different states, for example, initiation, idle, user interaction, operation and close-down. Each state gets input either from the user, configuration files or previous states and leads to the execution of the next state. The ability to add new states during the development of an application is a very helpful and keeps complex algorithms readable.

LabVIEW has been used to control microfluidic systems in several experiments, one example is the work from Sahai et al. who used a custom made LabVIEW program to control the pressure of fluids and opening and closing of microfluidic valves to form temporal and spatial concentration gradients. One positive effect of using LabVIEW in our setup was that Global PIA is providing the necessary VIs to interface and operate the milliGAT pumps and Valco selection valves, thus they can be easily controlled from a LabVIEW program.

National Instruments offer also a large variety of data acquisition systems (DAQ) and input/output (I/O) interfaces. The NI USB-6008 and NI USB-6501 are two very interesting in the product range, because they offer low cost interfaces. The USB-6501 (979 SEK) is a digital I/O interface with 24 channels and the USB-6008 (1699 SEK) has 8 analogue inputs (12-bit, 10 kS/s), 2 analogue outputs (12-bit, 150 S/s) and 12 I/O channels. Even though, other microcontrollers are even cheaper, the big advantage of the National Instruments DAQ systems is the seamless integration into LabVIEW. It is, therefore, straightforward to incorporate measurement and control tasks into each application. The I/O ports for example could be coupled to a very simple sensor to detect if there is still fluid in the main reservoir and otherwise stop the pumps and inform the operator.
receives a new command, this is the main operation mode: you tell the pump at which flow rate to operate and it does it until you tell it to change flow rate or stop. The last part is to stop the pumps before the program is closed, it is important to close the connection between the computer and the pump before shutting everything down to avoid undefined operational states. Once the stop button is pressed the case-structure changes to the true-state and the connection is stopped by the stop-command. Throughout the whole code, errors are passed on from the initialization to the pumping to the close down and are displayed in an error interface to assist in trouble shooting and error detection. Error handling is an essential part in all programming and is particular important in an application which heavily interacts with users and the environment. Each error needs to get an individual code and be reported on. Fortunately, LabVIEW has some powerful tools for error handling which helps to automate those processes. [38-41]

In subsequent versions of the program, I incorporated more and more functionality to run more complex operations. I added the ability to control pumps individually as well as all together, a better user interface which shows how much liquid has been pumped and graphs monitoring flow rate changes and I also added the selection valves to be controlled from the computer. Selection valves are initialized in the same way as pumps and a “Go-2-Port” command is used to select a particular port of the valve. Furthermore, I developed a special version which offered the possibility to use function generators to control the flow rate for each pump. I used this functionality to manipulate flows both spatially and temporally and to form different kinds of fluid plugs, Figure 3.3. Sequence 1 shows the formation of a small red fluid plug in a channel using a square function, whereas sequence 2 shows the alternating switching between two streams using a sine function.

I even used the remote control feature integrated in LabView to control the whole system via WiFi from another computer and tested possibilities to do this from my iPhone as well. I was just
curious what was possible and how much functionality you could add. Although, I had a little bit of experience in LabView programming, I had never used it to this extent and with all the possibilities that were available - I was fascinated by it.

After adding all kinds of functions and testing different alternatives, I realized that the final program had grown uncontrollable in all different directions and was far away from being user-friendly. At this point, I decided to make a very simple version with limited functionality, it could only control four pumps, and the flow rate could either be adjust for each point individually or for all at the same time (Figure 3.4). Even though, this version had limited capabilities it was exactly what I needed to run my first cell experiments, it was stable and running without problems. Furthermore, the operation was easy to learn for other people as well which become more important later and I will come back to that in chapter 5.

I learned that it is really important to keep a balance between mere amount of functions and usability, especially when programming something that might not only be used by you, but has potential for other people. It was, however, valuable to test the different options and see potential functions that could be integrated. I am still planning to go back and completely rewrite the LabView code to make software that is both user-friendly, even helping the user actively in parameter definition, and at the same time offers complex functionality. I truly believe that this is possible, but I am also aware of the fact that it will take time to find the right balance. The reason why I think it is necessary to rewrite the whole code is that I want to build it in a modular way using LabView state machines [42–44], see "BOX 3.5" on page 75.

![Figure 3.4](image-url) Labview block diagram for the pumpcenter application 1.4, a stable version to control four pumps simultaneously with a simple user interface.
State machines have the advantage that the resulting code is easier to maintain and extend; new functions can be added subsequently by still keeping the main framework intact. It might have been wise to use a state machine structure right from the beginning, but my main goal at the beginning was to get the pumps to work and I did not consider all options carefully enough when starting to program. Nevertheless, I think the experience that I gained when testing different functions and used them in combination with the pumps will be very useful, once I am reprogramming the whole software.

The plans for an updated version include automatic report generation of flow rates and other parameters, interactive user guidance to set up experiments and programmed sequences that will dispense different liquids at certain flow rates over a given time in a pre-programmed way. One example for such a sequence could be injection of cells, pause the flow for the cells to settle, perfusion with media, injection of a bioactive molecule for a given amount of time, fixation of the cells and staining. This is one of my dreams that you can plug in a microfluidic chip and all the solutions that you need and then you just need to press the start button and the whole experiment is performed in a highly reproducible manner [2], [45–47]. This ability in combination with interactive user guidance might be able to make microfluidics more accessible for cell biologist and other non-engineers to unveil the full potential of the technology [1], [48]. But I am also aware that this might be a task better left to companies who have already started this [48], because it does not offer much scientific value in itself. It might just be a very useful tool and enabling technology for other experiments. Right now, I think I will focus on using the pumps more than on programming a better software, because the current version works for me right now, but if other functions are needed down the road I will need to reconsider the options.

**Hardware of the liquid handling system**

I noticed quite soon after I got the pumps and valves and did my first experiments that I would need some kind of frame to keep everything together. It was horrible at the beginning, each pump or valve comes with its own controller box and power supply, plus the fact that I needed a converter from RS232-to-USB to connect everything to the computer. Taking into account the microfluidic chip itself, all tubes and solutions, it was just not very practical, especially when running experiments with three pumps. Therefore, I sat down and designed a metal frame (Figure 3.5) that could accommodate all the electronics and also add special holders for different types of liquid containers. I talked to Rune Johansson from our workshop, a person that I really appreciate,
I had been in contact with him previously during my master thesis and he really is extraordinary in manufacturing and building parts. Within a couple of weeks Rune produced all the parts and I finally had an organized, easy to use liquid handling system to work with. I was sad when I heard that he would retire in the beginning of 2012, he was a very valuable resource and is a nice person.

I was now at a point where I could finally run my first experiments with the pumps and it felt great. I, at last, had a liquid handling system that was capable of tightly controlling the flow rates of four pumps and was adjusted to my needs. It took some time and effort to get there, but it was a great feeling to see everything put together, working as expected and I think it was definitely worth the time.

**Lab-in-a-box dream**

Microfluidics has been a very promising technique for more than two decades and it has certainly lived up to some of the expectations in selected areas, but it did not had the anticipated large impact on a wide variety of fields [3], [48]. It has not yet transitioned into a technique that is easily accessible to end-user researchers that want to use it rather than develop it. There are two
main problems for this transition. First, the large expertise needed to use many microfluidic chips and trouble shoot problems during operation. Second, the high investment cost into equipment to operate microfluidic systems, like pumps and microscopes. [48]

During my experiments a dream was born, I thought it would be great to build a whole lab-in-a-box, something that could be carried around and contained all parts to perform a variety of cell experiments. People had shown how much different functionality could be integrated into microfluidic chips, for example Christopher J. Easley et al. built a setup to purify and amplify DNA from whole blood automatically in a microfluidic platform [47] and Chun H. Chen et al. integrated a fully functiona fluorescence-activated cell sorter (FACS) on a chip [49]. Other people had demonstrated different approach of portable, on-site microfluidic systems, but those were mainly focused on diagnostics, for example the work from George M. Whitesides laboratory on paper-based microfluidics [50], [51].

My dream was more to build a system that could work with different kinds of microfluidic channels, integrated a powerful liquid handling system, had capabilities to analyze experiments and was suitable for cell culture. I thought that this might not only be interesting for research, but also for education. If it was possible to reduce the cost to a certain amount, such a system could be used in undergraduate education and maybe even in high schools. Yolanda Pintschenko described in her paper how microfluidics could be integrated into education [52] and my system might be able to facilitate this idea.

I felt a desire to develop a setup that could help to connect education with research. I did not go that road much further, besides a few small side projects, because I was aware of the fact that I needed to run research experiments and produce results that I could publish in order to get my PhD at some point, but I still have this dream left. Maybe, I will go back to the idea later on, maybe when I am finished with my PhD.

**Simple image capabilities**

I did know that if I wanted to have a lab-in-a-box capable of running microfluidic cell experiments, which could be even used in education and other areas not working with microfluidics yet, I would need to integrate some kind of analysis, most appropriately something to look at the cells. In a research environment, we often take for granted that we have access to the required key technology to run and analyzed our experiments and tend to forget that infrastructure might differ significantly between different
places and equipment might be too expensive to purchase. Therefore, I played with some ideas to integrate at least some basic imaging capabilities based on mass produced parts and consumer electronics that are available at low costs.

My first approach was to use a USB microscope, those are available from as low as 800 SEK. The image quality was fine and it was possible to see microfluidic channels, but the problem was that the magnification was limited to 2.25 micrometer/pixel with 1280x1024 pixel. That was not really enough for me to see cells well and I wanted to increase the magnification, thus I started to play around with different types of lenses. I figured out that by using the eyepiece of an old microscope and an image sensor from a webcam, I could actually achieve fairly high magnifications (1 micrometer/pixel with 1280x720 pixel), when using transmitted light. The image quality was not great and illumination was unequal, but I could see cells during injection and how they adhere to the substrate, Figure 3.8. I thought it was actually quite good.

To improve the image quality and keep the cost under control, I tried to use a digital single-lens reflex (DSLR) system camera. The advantage of such a camera in comparison with other digital cameras is their large image sensor (25.1x16.7 mm for APS-C and 36x24 mm for full frame) and the ability to modify the lens. In order to get a magnified image my sample, I used combined two different principles. I, first, inverted the lens, I mounted it to the camera with the front element nearest to the sensor and the back facing the sample. Second, I put a bellows between the objec-
tive and the camera to adjust the distance to image plane. In this way, I was able to get magnifications of up to 0.65 micrometer/pixel on a 2304x3456 pixel image sensor. I thought this was great, because I could take images of things that I could not see by eye at home at my dining table with equipment that costs less than 8,000 SEK. I was fascinated by what you could do with everyday items and how far you could go by using your creativity. Sure, the microscopes that we have in the lab have better image quality, but they also cost way more.

In general, I think both the USB microscope based approach and the DSLR camera approach offer some great opportunities and by using mass produced items, it is definitely possible to build microscope setups for small amounts of money. The advantage is, they will get even better over time, because new generations of cameras are introduced regularly, pushing the limits of low light imaging and noise reduction further and further. The total amount of research and development money spend in this area is huge due to the large market in comparison to specialized microscopy companies. All this could help to realize my dream of a lab-in-a-box.

The USB microscope setup had even some benefits for my own research experiments, although, I had access to much better microscopes, the webcam microscope was a handy system that could easily be used and placed wherever needed. I used it quite often at the beginning to monitor cell injection into microfluidic chips and for quick confirmation that cells did attach and spread.

**Image based feedback control**

I also investigated the idea to use a USB microscope for online image recognition. Erik Miller et al. had used a closed loop feedback control with a high speed camera for the production of micro-droplets with a microfluidic network [53]. My idea was that if I have different color dyes in my solutions and was continuously monitoring the flow behavior in the channel, I could use a real time control algorithm that adjusts the flow rates in response to the image data. You would tell the software you want a stripe in the center that covers 70 percent of the whole channel and the algorithm sets the pump rates to establish the desired conditions. This was motivated by the same wish mentioned before, the wish to make microfluidics more accessible and operation intuitive.

I started to program some simple control algorithm in LabView. The first step was some image recognition part to detect the channel boundaries using an edge detection algorithm [54]. The boundaries were used to define a region-of-interest (ROI) in which the fluid stream was detected. I tested different real-time
image processing methods to increase the contrast in the image and thus the robustness of the detection. Most promising was to run a color separation filter over the image data and isolate the color of the center stream. This might not be necessary and there are certainly other ways, but it was an easy way to improve the detection and commonly used in machine vision [55]. In the filtered image a second edge detector was used to identify the center fluid stream and its properties were measured. The two main values were the size of the center stream in percentage of the whole channel and the position of the center stream as deviation from the center of the channel in percentage.

I tested two different control algorithms, a standard proportional-integral-derivative controller (PID) and a fuzzy control system (see "BOX 3.6" on page 85). I pre-filtered the two input signals from the image recognition part with a fifth-order low pass to stabilize the control routine. For me it was more important to have a robust controller, than very fast response times. The advantage of fuzzy controllers is that they rely on a set of empirical rules instead of a mathematical model and that they are easier to implement. I fine-tuned the PID controller gain constants manually and it did work under certain conditions, but for an optimized PID controller it would be necessary to mathematically model the whole systems and derive the gain constants from that model [56], [57]. The fuzzy controller approach offered an easier and more flexible way by defining the rules given in Figure 3.11. I was able to program a controller that worked, it was far from optimal, but it worked. One of the major problems was that both the PID and the fuzzy controller had problems when the stream

![Figure 3.11](image-url)

Figure 3.11
(Right) Screenshot of the fuzzy controller development environment with a graphical representation of the system. (Left) Definition of the Fuzzy controller with input variable membership functions, output variable membership functions and a set of rules.

**Rules**
1. IF 'Distance' IS 'Small' THEN 'output' IS 'Increase high'
2. IF 'Distance' IS 'Small ok' THEN 'output' IS 'Increase moderate'
3. IF 'Distance' IS 'Good' THEN 'output' IS 'OK'
4. IF 'Distance' IS 'Big ok' THEN 'output' IS 'Reduce high'
5. IF 'Distance' IS 'Big ok' THEN 'output' IS 'Reduce moderate'
properties were far off the desired ones. The algorithms were not able to approach the desired properties in a slow consistent way, but were often resulting in undefined states were one or several of the streams were completely stopped. The difficulty is that if the flow rate of one pump in relation to the other ones gets too high, the pressure in the whole channel network might be altered significantly and liquid flow is stopped in channels with a low flow rate. The whole system is easily destabilized, which is demanding for the controller [56], [58–60]. I tried to address this issue, by limiting the maximal change in flow rate per iteration and a restricted range in which the controller could change the flow rate. The challenging part was to find a balance here between limiting the algorithm, so it did not result in undefined states and a reasonable fast response time. Even though, it was not important to have a response times below a second, the stream should at least be adjusted within 10-20 seconds for the input parameter was changed.

Overall, I think it was an interesting approach and the developed feedback control system based on image recognition worked fine within given boundaries. One could argue that the system is not suitable for microfluidic cell culture approaches, because it is relying on a color dye to detect the different fluid streams. However, we are even today often using phenol red in cell culture media as a pH indicator, and it is probably possible to use some biological inert color dye for the purpose described here. Kevin R. King, for example, used food color dyes in his cell experiments without problems [61]. An image based automatic feedback mechanism might help to increase the number of people that feel comfortable using microfluidics, by simplifying the operation and user interactions; thus reaching out to people unfamiliar with microfluidics today.

**Microfluidic valves**

Already early on in my microfluidic experiments, I thought that it would be very helpful to open and close channels with valves. Microfluidic valves have been used in many different channel designs [2], [66] and the most common way to actuate those valves is by using a second PDMS layer, the control layer, that uses air pressure to trigger the desire valve, see “BOX 3.7” on page 87 for a detailed description of microfluidic valves. It is even possible to pump liquids by placing three valves behind each other to act as a peristaltic pump [66]. In this way, integrated liquid pumps that control and pump very small amounts of liquid can be realized.
Automatic process control

Automatic process control is the regulation of processes without or with only limited human involvement. Figure 3.13 illustrates the general concept in control theory, which is at the base for automatic process control. The user defines the reference input signal, the desired state of the system he wants to achieve. This value is compared with the current state, the measured output from the sensor. The difference between the desired and actual value, the measured error, is used by the controller to calculate the system input value which will result in the desired system output. In a closed-loop control system as shown in the figure, the controller constantly compares the measured signal with the reference and regulates the system via the input parameter to hold the reference signal, even if the system is influenced from the outside. A very simple example is a thermostat, where the user sets the desired temperature; the controller regulates the power of the heating element (system) and measures the ambient temperature (Sensor). If the system is disturbed by opening a window, the controller will increase the power of the heating element to maintain the ambient temperature at the reference point set by the user. [62]

There are several different control strategies that can be used to regulate a system, two very interesting strategies are the widely used proportional-integral-derivative controller (PID controller) and the fuzzy logic controller system, which is part of the intelligent control strategies. Both strategies do not need a complete mathematical representation of the system by its transfer function, but can be tuned empirically. Even though, they are not as optimized for a given system as mathematical developed controllers, they are much easier to setup, especially for systems with multiple inputs and outputs (MIMOs), where it is difficult to derive the transfer function. [62]

PID controllers are the most commonly used closed-feedback controller and the underlying algorithm involves three separate parameters: Proportional (P), Integral (I) and Derivative (D).

\[ u(t) = K_p \cdot e(t) + K_i \int_0^t e(\tau) d\tau + K_d \frac{d}{dt} e(t) \]

The controller output \( u(t) \) is defined by three terms: the first term with the proportional gain \( K_p \) describes the present error \( e(t) \), the second term with the integral gain \( K_i \) represents the accumulation of previous errors and the third term with the derivative gain \( K_d \) predicts future errors. A high \( K_p \) will result in a large proportional response of the system to the current value, a too high value might result in an instable oscillating system, on the other hand a small value will limit the response of the system to disturbances. The \( K_i \) constant can accelerate the controller by taken into account the accumulated error, for a high \( K_i \) this can result in a signal overshoot above the target value. In the last term, \( K_d \) limits the response by considering the error change over time and thereby limiting the overshoot and can improve overall stability, but differentiation of the signal will also amplify the noise and might under certain conditions result in destabilisation. [56]
All three constants need to be adjusted depending on the system to tune the PID controller and get optimal results. This is a complex task due to some degree of non-linearity in the system and the need to have both fast response times and high stability. There are several ways to tune a PID controller, the simplest way is to change the parameters and observe system behavior. This approach does not require any deeper understanding of the system, but personal experience is quite effective.

Table 3.1 [56] shows some basic information about the effects of the different gain constants. All other approaches, like Ziegler-Nichols, Cohen-Coon and other proprietary methods are based on some sort of mathematical representation of the system to find optimal gain constants. One way to generate a partial mathematical representation is by stimulating the system with a step function and monitor the output over time, but for certain systems it is very difficult to generate a step function.

Fuzzy controllers use a completely different approach based on probabilistic fuzzy logic to regulate systems. Instead of true (1) and false (0) as in digital logic a variable in fuzzy logic is represented by a value on a continuous scale from 0 to 1. For example, whereas a room can be either warm or cold with digital logic, it can be a little bit warm and slightly cold at the same time with fuzzy logic. The advantage is that this is more closely related to how we think as a human and therefore it is easier to design powerful controllers based on fuzzy logic. The transfer from empirical human knowledge and experience is much easier transferred and represented by a fuzzy controller than in a PID controller. Furthermore, many systems are simply too represent them fully and take all input/output parameters into account, fuzzy controllers allow for approximation, interferences and incomplete data. In many process control tasks, it is not necessary to find the perfect solution, but rather that the result lies within a certain range. [63–65]

There are three basic operating stages in each fuzzy controller: Input, Processing and Output. In the first stage, input variables are mapped to a set of membership functions (fuzzification). Membership functions can have different forms, but are most commonly triangular or trapezoidal and each input value is mapped on several membership functions, e.g. 0.2 on "cold", 0.6 on "warm" and 0.1 on "hot". This is very important that each value is represented by several membership functions, usually 3 to 7 per input variable. In the second stage, all logic rules (IF-THEN) are evaluated and the ones applying are used to calculate value on the output membership functions. Rules can be formulated and combined in different ways, for example:

IF temperature is "warm" then turn heater "low"

IF temperature is "cold" and outside temperature is "high" then turn heater "medium"

In the third stage, the output membership functions are mapped back onto output variables (defuzzification) to generate an output that can be used by the system. The most common way of defuzzification is to calculate the center-of-mass (centroid) of the combined output membership functions. [56–60]

<table>
<thead>
<tr>
<th>Rise time</th>
<th>Overshoot</th>
<th>Settling time</th>
<th>S-S Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_p$</td>
<td>Decrease</td>
<td>No trend</td>
<td>Decrease</td>
</tr>
<tr>
<td>$K_i$</td>
<td>Decrease</td>
<td>Increase</td>
<td>Eliminate</td>
</tr>
<tr>
<td>$K_d$</td>
<td>No trend</td>
<td>Decrease</td>
<td>No trend</td>
</tr>
</tbody>
</table>

Table 3.1 Effect of increasing each of the three parameters $K_p$, $K_i$ and $K_d$ on the system dynamics.
Microfluidic valves

A valve is a basic element in all liquid handling systems independent of their size, by opening a valve fluid is allowed flow through the channel and by closing it fluid flow is stopped. For microfluidic systems different types of valves have been developed and certainly one of the most popular versions was published by people from Stephen R. Quakes laboratory at Stanford in 2000 [66]. They used a new multilayer soft lithography approach to stack two PDMS channel layers on top of each other and used one of the layers for fluid transport and the other one as a control layer pressurized with air. The basic principle that they proposed for monolithic microfluidic valves is shown in Figure 3.14. A control channel with air is placed either above or below a fluid channel filled with liquid and by increasing the pressure in the control channel the fluid layer is compressed, because only a thin flexible membrane is separating the two. For very complex systems with many valves, it is even possible to combine both push-down and push-up valves in a three layer platform. This can help to increase the density of valves per area. [2]

By using a rounded fluid channel and a rectangular pressure control channel, it is possible to achieve nearly full closure of the fluid channel upon actuation. The amount of leakage depends on the design, material used and pressure applied. It is very difficult to achieve full closure with a rectangular fluid channel, because there will always be some leakage at the channel walls. The pressure needed to close a valve is depending on the dimensions and in particular on the thickness of the flexible membrane. This membrane is commonly between 20 and 80 micrometer. [66] At this thickness the pressure need to close the valve is still manageable and the membrane is thick enough to withstand normal processing procedures like casting, bonding and liquid flow.

Besides actuating microfluidic valves with pressurized air, there are other ways to open and close them. Elizabeth Hulme et al. described a method to use screws or push-type solenoids to open and close valves [68] and others used braille modules for actuation [36], [67]. The principle is the same as described before, but the actuation is achieved in a different way.

**Figure 3.14**
Schematic of monolithic microfluidic valves. Actuated by air pressure from a second PDMS layer either on top or beneath the fluid layer (on the left) or actuated by a braille pin (on the right).
Besides pressure actuated valves there is another very interesting approach to operate valves by using piezo-electric actors. Wei Gu et al. described in 2004 a system where they used braille modules to operate valves in microfluidic channels [67]. I thought that this was a brilliant idea, the braille modules could be controlled by a computer, there was no need for a second PDMS layer and connections could be limited to the essential fluid ports. It just seemed much simpler than using pressure channels to open and close valves. So, I decided to look into it and see if I could use a similar approach, I did not have a direct need for valves, but thought that it might be useful at some point in the future, as part of building a toolbox with microfluidic elements accessible for me.

It was more difficult than anticipated to find a supplier for those braille modules, companies were normally only selling the whole display that blind people could use to read. Those were quite expensive and I did not have any need to get a whole display. At the end, I decided to just send an email to the Dutch company Optelec, who produces braille displays, and asked were they got their modules from. I got in contact with Hans Vugts at the company and he, naturally, was very surprised by my question. I explained him my whole project and the idea to use braille modules to control flow in microfluidic channels. He thought it was very interesting and within less than a week he had send me over 15 braille modules for free to test my ideas. I am very grateful to Hans that he helped me in such an uncomplicated way, because he thought it was interesting and I think it also shows both how important personal relations are and that you need the courage to ask even if it is a very strange question.
I decided to directly test the braille modules when I got them. I asked Rune to make me a holder for the module so I could clamp the microfluidic chip on top and that worked very well. I did not have any special designed channels, but I thought for a simple test it should be fine to use one of the channels I had. I used very little PDMS to just cover the master and get as thin PDMS films as possible, spin coating would have been another option and should be used in the future [66] to achieve more homogenous thin films. Figure 3.15 shows the opening and closing of the channel by actuation of the braille pins. It worked actually better than anticipated, the channels did not closed completely, but that is most likely due to the cross-section geometry and could easily addressed with specially designed channels. A channel with a rounded cross-section would be better [2], but all my channels had rectangular cross-sections. Another problem that I had at the beginning was to operate the modules at all. I could not find the connector counterpart on the module. Thus, I was forced to solder wires directly on the back part of the module, which is not the best way, but at least it worked and I am still looking to get the right connector. The fact that the piezo-electric bimorphs used in the modules need a driving voltage of 200 Volts did not really simplify the whole task.

I never continued on to build an electrical circuit with transistors to use my National Instruments digital input/output (I/O) interface to control the braille pins from a computer with a LabView program. This should be a very straight forward task, I think, but the whole project did not have a high priority and all the development was done on the side. The early results, however, look very promising and I still believe in the potential of this approach, especially in respect to my lab-in-a-box dream.

**LSPR sensing**

My main aim was to use the liquid handling system and microfluidic channels for cell culture and rely mainly on microscopy techniques to analyze the results, which was one of the reasons why I wanted to integrate a cheap microscope into the setup. However, there are many other bio sensing schemes that can be combined with microfluidics [10], [11] and allow the characterization of cells in different ways. One interesting approach is to measure what cells are secreting and use this information to characterize them.

I worked together with Laurent Feuz (previously postdoctoral fellow at Biological Physics) during the fall 2010 and spring 2011 and we were investigating possibilities for real-time, on-chip,
Localized surface plasmon resonance

Bioanalytical sensing is essential to study cell responses and for example measure the concentration of cell secreted cytokines upon stimulation. There are many different biosensing systems available for example, fluorescence microscopy, QCM-D, or enzyme-linked immunosorbent assays (ELISA), each with its own advantages and disadvantages. Localized surface plasmon resonance (LSPR) based systems can also be used for biosensing and one of their major advantages is that they are label-free, thus no fluorescence probe or something similar is needed to detect the molecule of interest.

LSPR systems are based on the principle that free electrons in metal nano sized objects can be excited to collectively oscillate by light. The resonance frequencies to excite these localized surface plasmons depend on the material, shape and size of the nano particles, but are normally in the visible spectrum. The resonance wavelength is directly related to the refractive index of the medium around the gold nano particle. Therefore, it is possible to use localized surface plasmon resonance for measuring changes of the refractive index. The refractive index near the gold nano particle changes for example, when a molecule binds to the gold surface, thus the binding can be detected as a shift of the resonance wavelength peak. If the refractive index at the surface increases the resonance peak is shifted towards higher wavelength (red-shift) and for a decrease of refractive index it is shifted to lower wavelengths (blue-shift).

The setup for a LSPR sensing device is fairly simple, the surface with the gold nano particles is illuminated with white light in transmission mode, the transmitted light is analyzed with a spectrophotometer and the peak position is measured continuously to monitor changes at the surface. To improve the signal, we use a LabVIEW program to track the center of mass of the peak (centroid) instead of relying only on the absolute peak position.

One very important factor for bioanalytical sensing is that the nano plasmonic field is strongly localized at the nano particle and the decay length into the surrounding media is only in the range of tens of nanometers. This means that LSPR sensors are very sensitive at the surface interface, but not to the bulk properties of the surrounding media. In combination with a surface chemistry that allows specific binding of the molecule of interest and is inert to any other molecules, it is possible to use the highly localized LSPR field for high sensitivity sensing. The molecule specificity can be accomplished with antibodies for biomolecules like cytokines, whereas the passivation can be achieved with long polyethylene glycol (PEG) chains. Another advantage of using gold nano particles on silicon dioxide or glass is the material contrast and the ability to use different surface chemistries on both parts.
label-free cytokine sensing. The idea was to characterize and classify cells growing in a microfluidic chip not only by their response amplitude to a certain stimulus, but gain additional information by measuring the temporal response properties. This idea had come up during the second meeting for the NanoII project in discussion with Nir Friedman from Weizman Institute, Fredrik, Julie and 1. Instead of using ELISA (enzyme-linked immunosorbent assay) for detecting Interleukin-2 (IL-2) secretion from activated T-cells, we wanted to try to use localized surface plasmon resonance (LSPR, see “BOX 3.8” on page 90) and thought of a combined microfluidic system with upstream cell culture and downstream cytokine detection (Figure 3.16). The aim of the NanoII project (page 14) was to isolate and characterize a small subpopulation of regulatory T-cells and after expansion of the cells to reinject them as a therapy in autoimmune disorders and inflammatory diseases. We thought the temporal secretion pattern of cells might help to isolate a cell population that otherwise could not be identified and wanted to use IL-2 as a proof-of-principle cytokine to show that it was possible to measure secretion over time.

The first thing that needed to be done was to test if it was in general possible to detect cytokines with LSPR in microfluidic channels. Andreas B. Dahlin, previously at Biological Physics, had developed a LSPR setup that was capable of reading signals from an area as small as 10x50 micrometers by mounting a spectrophotometer on a light microscope [69] I was going to use this setup together with Laurent in combination with one of my microfluidic channels bonded to a glass substrate with nanoplasmonic features. We used gold nano discs that were 110 nanometers in diameter and 30 nanometer in height, which have a resonance peak around 780 nanometer. The microfluidic channel was a simple channel with 3/1 ports, we used one pump for the inlet and had three open outlets; the main channels was 300 micrometer wide 50 micrometer high. We characterized the sensitivity of the setup with glycerol steps of increasing concentration and calculated a sensitivity of 240 nanometer peak shift per refractive index unit, which is higher than for a bigger flow cell (160-170 nanometer).
In order to investigate the possibility to measure cytokines with LSPR, we decided to use recombinant Interleukin-2 from mouse (JES6-IA12, eBioscience, USA) in a first set of experiments, which is 17 kDa in size. This allowed us to inject a known and high concentration of cytokines, and we did not need to rely on cell secretion. As an antibody, we used biotinylated anti-mouse Interleukin-2 (JES6-5H4, eBioscience, USA), which has been tested for binding to the Interleukin-2 we used. In the first approach, we used thiol-biotin chemistry to couple IL-2 antibodies via streptavidin to the nanoelectronic gold discs and backfilled the area between the discs with PLL-PEG, as illustrated in Figure 3.17. The problem with this approach was that the distance between the gold nano disc and the antibody binding site was around 15-20 nanometer. For LSPR sensing this is a large distance and severely limits the signal strength, especially for a small, 17 kDa, Interleukin-2 molecule. It was basically not possible to detect any signal upon Interleukin-2 injection, even at high concentrations.

Laurent suggested using a different kind of binding chemistry to bring the antibody closer to the surface and we tried a PerfluoroPhenyl-Azide (PFPA) adhesion promoter from SUSOS AG (Switzerland). PFPA can be photo-activated by UV-light and the Perfluoro-Phenyl Nitrene formed after activation can insert into any C-H or N-H bond of close-by molecules. We used a mixture of 5% disulfide-PFPA and 95% 6-mercapto-1-hexanol to functionalize the gold surface and backfilled the silicon dioxide substrate with PLL-PEG 2000. The adsorbed IL-2 antibodies were covalently coupled to the gold discs via the PFPA upon UV-activation and we tested the system with recombinant Interleukin-2, similar to the experiments we did before. It did not work either and after some discussions with Laurent and Fredrik we concluded that it probably was very difficult to get the system to work at all. One option might have been to use antibody fragments to decrease the distance even further [70], [71], but we never tried that approach. It was great working together with Laurent. He had a lot

![Figure 3.17](image)

Schematic of the first surface functionalization approach with PLL-PEG and Biotin-Streptavidin.
Dark Blue: Glass substrate
Yellow: Gold nano disc
Pink: PLL-PEG passivation layer
Black: Thiol-PEG + Thiol-PEG-Biotin
Red: Biotin
Green: Streptavidin linker
Blue: Biotinylated antibody
Turquoise: Biomolecule of interest
of experience in surface chemistry and LSPR sensing. I learned a lot about different functionalization and passivation methods, so in contrast to my last encounter with surface chemistry during the experiments with lipid bilayers and gold nano dot surface (chapter 2), I worked closely together with someone with a lot of background knowledge and learnt very much during that process. [72]

Although, we failed with our original plan to detect cytokines with LSPR, we observed some very interesting phenomena during the experiments. As mentioned before, it was the first time I used the new liquid handling system for some real experiments. The first thing that we mentioned was some signal oscillation (Figure 3.18) when injecting solutions with different densities into the system like water, ethanol and glycerol. We could not explain this behavior at the beginning, but I analyzed the data and look at the power spectrum (Figure 3.18) of the measurements to check the frequency of the oscillation. The dominant frequency is around 4 and additional peaks are visible approximately 40 and 160; thus, all peaks are multiple of 4. I went back and looked at the descriptions and operation schemes for the pumps and everything fell into place. The problem was that the four, each 25 micro-liter large, liquid vessels in the pump which were not completely empty during operation and therefore mixing of the current and previous liquid solution appeared. The problem is much less pronounced when switching between liquids with the same density, but varying salt concentration, because those liquids mix much better and the residual liquid in the pump head gets exchanged faster. The reason we were able to measure those oscillations at all is the high refractive index sensitivity of the LSPR sensor.

![Glycerol steps in microfluidic LSPR setup: Signal oscillation](image)

Figure 3.18
(Top left) LSPR measurement data. Stepwise increase in glycerol concentration and the associated centroid shift, at the end change back to water. (Top right) magnification of the signal when switching back to water showing the oscillations. (Bottom right) Calculated power spectrum of the oscillations.
Another effect that we observed during our experiments was that the LSPR signal was changing, when the flow rate was altered. Figure 3.19. The peak shift differed in height and response time, depending on the flow rate change. For slower flow rates, the shift was larger but the response time was slower than for changes at higher flow rates. This was very puzzling at the beginning and Laurent and I consider all different kinds of effects. I even thought that we might be on to something, taking into account that the LSPR sensing depth was limited to the surface. I thought that we maybe found a new way to study fluid flow phenomena at interfaces. I read some articles about Stern layers [73], [74] and talked to Jan-Erik Löfroth at Chalmers Surface Chemistry to get a better idea what might happen in our setup. He told me that it was unlikely that we measured changes in the Stern layer, but the signal was reproducible and especially with ethanol very clear. After some additional literature research, I found a paper talking about temperature dependence of refractive index shifts for ethanol [75]. LSPR measures changes in refractive index and because the measurement is based on illumination local heating will occur. I quickly tested this hypothesis by using a small hand fan to cool the microfluidic chip and I could clearly see a response signal. Thus, I came to the conclusion that there was not anything new or interesting happing within the samples, the simple fact was that a higher flow rate would cool down the sample and the LSPR signal would change in response. At higher flow rates the equilibrium temperature would be reached faster, thus the response time was slower than for low flow rates were it takes some time for the substrate to heat up.

I did not discover any new measuring system to study Stern layers, but I learned something else. I learned that you have to be very careful when running experiments, you might not even be aware of certain parameters that can greatly influence your results.
This story could have finished completely different if we would have injected only the Interleukin-2 at a lower flow rate to save material for example and measured a signal, we would have attributed it to the cytokine without knowing that the flow rate was actually playing an important role. My point here is that one should be aware of the fact that some things might be more important than they seem and that well designed controls are always needed to reduce the risk of false-positive results.

The idea for real-time detection of cell secreted cytokines still exists and we still think that it is a valuable approach in order to improve cell characterization. It might just be the case that LSPR is not the right technique for the task and that another type of sensor is needed. I am not actively pursuing this path at the moment, but it would be interesting to incorporate a none-microscope based sensor my microfluidic systems in the future.

Figure 3.20
Schematic of an alternative idea to realize real-time sensing of cell secreted cytokines
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I had worked with microfluidics for a while and I was very happy about the liquid handling system that I had designed and build ("Liquid handling" on page 71). Now, it was time to apply the equipment and expertise to actually create cell microenvironments in vitro with the help of microfluidics. I wanted to explore the abilities microfluidics offered to influence cells in different ways and do things that I could not do with standard cell culture in a petri dish. One particular area that I found extremely fascinating were chemical gradients.

As I mentioned in the introduction most signals a cell is receiving in the body are not coming in an on/off manner, but are rather continuous shifts of concentration, stiffness, density, distance and other properties of the cell microenvironment. Therefore, it is important to have in vitro model systems that can mimic these condition and form gradients of different types to stimulate cells. Technologies to create such gradients with standard cell culture techniques exist and the first device was developed by Stephen Boyd in 1962 [1]. The principle is still used today in Boyden chambers, other techniques to study cell responses to chemical gradients include the Zgmond chamber [2] and the Dunn chamber [3], but they are all fairly limited in their capabilities due to large static liquid volumes [4–7]. The same holds true for the under agarose cell migration assay [8] or the agarose spot assay [9], and all offer limited control over the gradient shape, steepness and other properties.

Over the last two decades microfluidic systems have been established to fill this gap and provided new approaches capable of tightly controlling the formation of chemo-attractant gradients [6], [10–17]. Since mixing is limited to diffusion in microfluidic channels, due to the low Reynolds number, liquid flows can be controlled much better in those channels than in standard cell culture dishes [18]. I was very interested in microfluidic gradient generators, because it felt like it was something special and it was something that was not easily done without microfluidics. I thought it was great that microfluidics could be used to solve a specific problem by using its intrinsic properties and the physical phenomena occurring on these small length scales—and that was the beginning of a series of very interesting designs, challenges and experiments.

**Electrospun fibers in microfluidic channels**

The money that was paying my salary did not entirely come from the two European projects mentioned before, but there was a third, much smaller, project that Julie and I were involved in. This Vinnova funded project was about stem cell differentiation,
in particular neural stem cell differentiation into neurons, and
the effects of electrosyn fibers on this process (see page 14
for more details). Originally, our group was supposed to work on
different surface modifications and characterize surface properties
of electrosyn fibers, but it was not very clear and our part in the
project was not that big.

The idea to produce multifactorial microenvironments to steer
cellular fate processes had interested me for a long time. I thought
that if you are able to mimic most of the parameters a cell is ex-
periencing in vivo then it should be possible to get the same re-
sponse as in the body. Like I mentioned in the introduction (page
4), if you use the right cells they have all the potential needed.
The difficult part is to put them into the right context and give
them the right cues to do what you want them to do.

I thought it would be much more interesting to work on complex
microenvironments instead of functionalizing the electrosyn fib-
ers. My idea was to integrate electrosyn fibers into a microfluidic
platform to gain control both of the liquid composition around
the cells and the substrate underneath. I presented this idea way
back in February 2010 with a single image (Figure 4.1) during
one of the project meetings. Everybody thought that it was a very
interesting idea and worth pursuing. So, I started to work on it in
more detail.

Although, my main focus during that time was still on lipid bila-
yers and how to use them as cell culture substrates (chapter 2), I
really liked this project. It enabled me to work more in the direc-
tion that I thought was very interesting; towards the combination
of different factors to form complex microenvironments. I was,
however, limited in the amount of time I could spend on this

Figure 4.1
Schematic of a microfluidic platform
that allows the integration of electrosyn fiber pads with a microfluidic
gradient generator.
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project at the beginning and before I could start I needed to have a suitable liquid handling system, as described in chapter 3.

During the following month, the idea of how to use a microfluidic platform with integrated electrospun fibers developed more and more, and a scientific question became clearer. In the developing brain neural stem cells are migrating along radial glial cells to their target destination [19–22]; this process can be mimicked with electrospun fibers [23–25]. Contact guidance alone is, however, not enough for cell migration and axon outgrowth in vivo different neurotrophins are stimulating the process further [26, 27]. One cytokine that promotes neural stem cell migration is stromal cell-derived factor 1 alpha (SDF-1α) [28]. SDF-1α is secreted at pathological sides in the brain and forms a gradient in the surrounding tissue that cells migrate along.

The question that we wanted to investigate was how cells respond to different cues (topographical vs. chemical), if they are acting in the same direction or perpendicular to each other. In particular, we were interested in axon outgrowth of neurons and migration of neuronal stem cells out from neurospheres. The question was what would happen if electrospun fibers were aligned in the same direction as the gradient or perpendicular to it; would the cells respond more strongly to the fibers or the chemical cue; would the response be stronger if both were acting in the same direction. In order to answer any of those questions, we first needed to design a microfluidic network to produce gradients and develop a method to integrate electrospun fibers with microfluidics. The results of this project are presented in paper 1 (page 152).

Microfluidic flow based gradient generator

I was eager to start working on my new project and the first thing that I needed to do was to design a microfluidic network that could generate a gradient. I decided to work on a flow based gradient generator design, similar to the one presented by Noo Li Jeon in 2000 [29], for more information on flow based gradient generators see “BOX 4.1” on page 105. I do not really remember why I chose that type of design, but I think it was mainly for its flexibility and capacity to produce different kinds of gradients by adjusting the inflow parameters. This was the first time I designed a complex microfluidic network on my own and even though the basic design principles were already published, I was excited about this work. I designed the network in AutoCAD (Autodesk, UK) and performed computational fluid dynamics simulations in Comsol (Comsol, Sweden, “BOX 4.2” on page 106) throughout the whole design process to optimize the design and study its properties.
Flow based gradient generators

Various designs to generate gradients have been proposed in the literature, aiming at different applications and having specific advantages and disadvantages. In general, gradient generators can be divided into flow-based and free-diffusion-based systems (see “BOX 4.3” on page 123) [6].

One of the most common designs to create flow-based gradients was developed by Jeon et al. [29]. It relies on repetitive splitting and recombining fluid streams with different concentrations. A fluid stream with high concentration is combined with one of lower concentration and both are mixed in a serpentine channel resulting in an intermediate concentration which is again divided in half. At the end of the premixing network all fluid streams are combined to form a concentration gradient in a wide probing channel. This principle allows the formation of linear and parabolic gradients, as well as dynamic manipulation of the gradient by controlling the flow rate in each inlet individual.

Box 4.1

Derringer et al. [30] developed this principle further and showed that it is possible to create complex gradients by combining several premixing networks in one wide channel. Campbell et al. [31] and Amarie et al. [10] optimized the use of premixing networks and were able to create gradients with compact channel networks. Another alteration of the basic principle was proposed by Lin et al. [13], they used an additional premixing stage to create complex gradients that could be adjusted dynamically by changing the relative flow rates. One approach that slightly differs from the previously described principle was proposed by Irinia et al. they suggested to use parallel dividers in the direction of flow to generate nonlinear chemical gradients [11].

Figure 4.2
Simulation data of a typical flow based gradient generator with 3 inlets, 6 mixing stages and 9 outlets. Red: high concentration Blue: low concentration
Comsol multiphysics is a simulation software environment to model complex problems involving one or more physical phenomena. It uses the finite element method (FEM) to find approximated solutions for the modeled problem. FEM is a numerical method to solve algebraic equations, ordinary differential equations and partial differential equations that describe the model system to predict its behavior under given conditions. To achieve this complex problems are divided into small elements and the equations for each element are solved in relation to its neighbor elements. The division of the model into small elements is done with a mesh, for two-dimensional problems triangular mesh elements are commonly used and for three-dimensional problems tetrahedrons are often used for the mesh. Other shapes might be used particular problems and it is important to consider the nature of the problem and choose an appropriate mesh strategy with a suitable mesh element and size. The solution of the whole model should be independent from the mesh size and type to ensure that the results are adequate; this condition is referred to as mesh-independency. [32–34]

The Comsol multiphysics software environment integrates the whole process of setting up a model, defining the boundary conditions, meshing the model, solving the equations and visualizing the results in a single package. The model geometry can be either build up directly in Comsol or it can be imported from various computer-aided design (CAD) programs, including AutoCAD. The big advantage of Comsol over other FEM software packages is the ability to couple different physical phenomena together and thereby model more complex problems. For example, instead of only calculating the flow field for a given geometry, Comsol allows you to couple the results from the flow field equations to another physical phenomenon like the transport of molecule within the channel or heat dissipation. The software incorporates modules with predefined equations for electrical, mechanical, fluid dynamical and chemical problems, and own equations can be integrate either directly or via a MATLAB (Mathworks, USA) link. This ensures a fast setup time for a new model, but at the same time offering full flexibility to build a precise model representation of the problem at hand. [34]
I did not have a lot of experience with finite element method (FEM) based simulation, but I had been working with ANSYS (ANSYS, USA) a long time ago when I worked as a student research assistant in Germany. The good think about Comsol was that it is fairly straight forward to use and I was able to quickly make progress despite the lack of experience. Multiphysics FEM simulations are a very powerful tool for microfluidics, because they allow the evaluation and characterization of a channel network prior to its production. Thus, it is possible to test, fine-tune and optimize different parameter of the microfluidic channel geometry to generate the indentified conditions. This would be very time consuming and expensive to do with several hardware revisions. Furthermore, simulations can provide additional data that is very difficult to access otherwise, for example the shear stress at the cell-liquid interface.

My first Comsol model used the laminar flow module to model the fluid velocity field within the microfluidic network and the transport of diluted species module to model the concentration gradient. To couple both together, the velocity field was used as convective transport for the molecule. I varied the number of mixing stages in the gradient generator network and investigated different probing channel geometries to find conditions that formed linear gradients over the whole length of the probing channel. I also used the model to test different inflow velocities to define a range that would be useful for later experiments. It worked very well and it was a very useful for later. I even extended the model later to look more specifically at the effects at the interface of electrosyn fibers with the liquid (page 114).

The final design based on the simulation results is shown in Figure 4.3. The network has three inlets (left), a gradient generator, a cell culture chamber and one outlet (right). I wanted to have a more universal design that is capable of not only forming linear

Figure 4.3
Final design of the flow based gradient generator used in Paper 1, showing the 3 inlets on the bottom left, the gradient network on the left, the probing channel in the center and the outlet to the right.
gradients (Figure 4.4 top), but also more complex ones with for example parabolic shapes (Figure 4.4 bottom). Therefore, I choose to have three inlets instead of two, which would have been sufficient to produce controlled linear gradients [30]. I do not know if that was a wise decision, I gained flexibility for the future, but I have never used anything other than linear gradients until now. Additionally, three inlets are more error-prone and three pumps are always needed to operate the system. One could argue for and against both routes, and Stephan Dertinger et al. showed clearly that a similar design has great potential to produce very advanced gradient shapes [30] and maybe I will use the channel to its full potential in the future.

After the final design was finished, I sent the AutoCAD file to Zonghe Lai at MC2, who produced a dark field chrome mask by electro-beam lithography; a detailed description of the fabrication route from the design to microfluidic chips is given in “BOX 3.2” on page 67. There were some problems at the beginning and a little bit confusion about what design elements one could use in AutoCAD to get a successful conversion into the format of the electron-beam lithography machine, but it worked out eventually. Hossein Agheli used the mask to produce a SU-8 master in the MC2 cleanroom for me. I am very grateful to all the people and especially Hossein for helping me with the production. My focus is definitely more on cells and biology and thus, it was great to work together with people how know so much about microfabrication and could help me on that part.

**Experimental characterization of gradients**

When I finally had the first microfluidic chip in my hands, I was so curious to know if it would work that I did a little experiment right away. I carefully placed three droplets, red, transparent and blue, on the three inlets and used a syringe at the outlet to suck them in. I immediately saw a gradient forming in the main chamber – it was fascinating that by the means of three droplets and a syringe, a gradient could be formed by just using the right channel geometry. I think this was a very important moment for me for several reasons; it was my first complex microfluidic design and it worked, I realized that with the right channel design you could do all kinds of things and behavior was predictable from simulations, and it was simply beautiful. After all the work, I had a microfluidic channel that could produce gradient. Sure, other people had been doing this for years and showed all kinds of fancy alterations and applications, but for me personally, it was the first time and the excitement and fascination was as if I had been the first one. Maybe, you should not be so attached to your research projects, but that is the way I felt.
After this initial test and assurance that the network was actually working, the next task was to more thoroughly characterize the gradient and study the effects of different flow parameters and see if the data was correlating with the simulations. Although, the red and blue color solutions were great for visualization and very easy to see, they were not suitable for quantitative characterization of the gradients, because the contrast is too low and color cameras are normally not suitable for such a task. Therefore, sodium fluorescein, a green fluorescence marker, was used to measure gradient properties with a fluorescence microscope and an attached CCD (Charged-coupled device) black and white camera. A CCD image sensor has a higher dynamic range and more uniform response in comparison with a CMOS (complementary metal-oxide-semiconductor) image sensor found in most cheaper cameras [35–37], like the one used for the color images presented here.

I used a 10 mM sodium fluorescein PBS solution in inlet 1, 5 mM in inlet 2 and pure PBS in inlet 3 to produce linear gradients ranging from 10 to 0 mM and took images at two different positions along the main channel; the whole experimental setup is shown in Figure 4.6.

Figure 4.7 shows line profiles of fluorescence intensity for different flow velocities at position 1 in the probing channel of the microfluidic gradient chip. The gradient has a large linear portion at the center of the channel and differs closer to edges. This is most likely an effect of the walls of the microfluidic channel and the fact that fluid velocity fields are parabolic under laminar flow conditions. Thus, the flow velocity near the wall is much lower than in the center of the channel, since the influence of diffusion increases. The importance of diffusion is also obvious from the difference between different inflow velocities. For slow inflow velocities the gradient does not span the whole range from 100-0%, because the random movement of molecules by diffusion blurs the gradient. Due to the slow flow molecules traveling slower in the x-direction and therefore have more time to diffuse in y-direction. For very fast flows the gradient has small steps, this is due to the design of the gradient generator. The gradient generator does not produce a continuous concentration gradient, but divides the inlet concentration in nine separate concentrations, ranging from...
110 Chapter: 4 Multi-parametric microenvironments

100-0% in our configuration. These steps are normally blurred out by diffusion and a linear gradient is formed, but if the fluid velocity is too high diffusion is limited and discrete steps can be seen. The best results, a steep linear gradient with the slowest flow, were achieved at an inflow velocity of 0.75 millimeter/seconds which corresponds to a flow rate of 5 nanoliter/second for each of the three inlets.

The gradient networked worked and both the experimental results and CFD simulations were in good accordance to each other. I had found parameters that I could use for my experiments and was happy with the microfluidic design. There are, however, three things that I would definitely change in the design, looking back now with more experience in designing different microfluidic channels, simulating them and using them for cell studies:

1) I would place the inlets differently and ensure that they all have the same channel length from the inlet to the first stage of the gradient generator. In this way, the pressure drop from all inlets would be the same and the gradient would be even more predictable. The current configuration has not caused any problems, and both simulations, as well as experimental measurements, did not show any negative effects, but it would be easy to adjust and rule out uncertainties with a modified design.

2) The channel connecting the cell culture chamber with the outlet should be straight and not narrow down from 400 micrometer to 100 micrometer. There is basically no good reason to have a design like it is at the moment and there is a risk is that the increase in pressure towards the outlet will cause problems. Normally, microfluidic should be designed in a way that the pressure drop is in the direction of the outlet [18], [38].
3) I would change the overall dimensions of the network, increasing both the height of the channels from 50 to around 150-200 micrometer and the channel width by the factor of 3 or 4. The larger dimensions will help a lot in cell culture and overall handling. I designed the original network without any experience of culturing mammalian cells in microfluidic channels, and from the experiments I performed since then I would say that larger channels definitely simplify long term cell culture and improve overall cell survival. Furthermore, a larger cell culture area would mean that more cells are present in the channel and can be analyzed to get statistical more solid data. Drawbacks of increasing the size would be a higher consumption of media and a more difficult production process of the SU-8 master (see page 127).

**Bonding PDMS channels above fibers**

The next important step was to find a way to integrate electrospun polyurethane fibers with the microfluidic network. On this part, I worked very closely together with Carl Zandén and Björn Carlberg from Johan Liu's group at MC2 who were also involved in the Vinnova project. They had developed a fabrication technique to pattern electrospun fiber pads on the micrometer length scale with photolithography and were able to not only produce random orientated fibers, but also aligned fiber. They provided me with all the substrates that I used. Figure 4.9 shows a schematic of the production process and a detailed description of the technique can be found in the paper published by Björn Carlberg et al. in 2010 [39]. We used two different fiber patterns in our experiments, 250x200 micrometer rectangular pads with a 300 micrometer pitch or a single 250x4000 micrometer pad. The fibers were either aligned or randomly orientated and for the smaller pads we had samples with alternating fiber orientation, as suggested in the production scheme.

The design was chosen in a way that the fiber pads, 250 micrometer wide, were slightly smaller than the part of the microfluidic network, 400 micrometer wide that was placed over them to simplify the alignment and restrict the fiber to the area within
the channel. Previous approaches of using electrospun fibers in combination with microfluidics were using fiber mats covering the whole substrate and relying on press fitting to seal the channels [40–42]. Press fitting can generate tight seals, but the hydraulic pressure that the system can withstand is limited and there is a high risk of liquid slowly creeping into small voids outside the microfluidic network. Because those previous systems were mainly used for biosensing, using the fibers mainly to increase the surface area and operating for a couple of hours, the limitations of press fitting were not restricting these systems. But we wanted to culture cells for several days, maybe even weeks, in our system, which would probably be problematic with a seal relying on press fitting. The risk of accumulation of molecules and infectious agents in the small voids, or in the worst case, complete failure of the seal, was just too large and therefore we decided to limit the fibers to the inside of the microfluidic channel.

The alignment of the substrate with the fibers and the microfluidic network proved to be fairly difficult at the beginning. Already during the design of the patterns and channels, we discussed possibilities to incorporate special features to assist in this process and the photolithography mask for the fibers patterns had special marks to ensure that the fibers would sit at the right position. I, also, designed a special two part assembly device, one part that was used as a mold and placed on the SU-8 master during PDMS casting, and a second part that could hold the glass substrates with the fibers. Once the PDMS was cured both parts could be put together and two guiding rails were ensuring the right position and alignment of both parts – at least that was the theory.
I have to admit that it did not really work, the PDMS was too flexible and the precision of the whole device was not suitable for the task. In addition, we changed from thin cover slide glass substrates to thicker ones and the dimensions differed, thus all the alignment marks were basically useless. At least, the two Teflon parts of the assembly device are very useful supports when placing SU-8 masters with PDMS in the oven for curing.

After this failure, I considered solvent assisted alignment, where a small amount of ethanol is applied at the interface between PDMS and substrate; this inhibits direct bonding and allows for movement. As soon as the right alignment is achieved the chip is placed in the oven to evaporate the ethanol through the PDMS and a stable bond is formed [45]. I never tried this method, but I think for more complex alignment tasks it is definitely a good option. For me the easiest way in the end was to align the fibers with the channels by hand, working under a stereomicroscope. After some experience and with a steady hand, I was actually able to get very good, reproducible alignments within the margins.

Sometimes, you just need to appreciate the simple solutions. Figure 4.10 shows the alignment of fiber pads along the main channel in the microfluidic network. The importance of patterning is further illustrated by the image (B), which shows a cross-section of a misaligned channel.

For Johan Liu’s group, this was also a very nice way to show the potential of the patterning technique they developed and there were other potential benefits of this approach. In general, it would
be possible to have much higher fiber pads than the 5 micrometer ones we use at that time, and thereby creating three dimensional scaffolds for cells to interact with. We never tested this idea and there are certainly limitations. It is for example questionable, how well controlled fluid flow can be achieved when half of the channel diameter is covered with fibers. I did some very simple simulations that show that the gradient above the fibers gets less and less steep, when increasing the fiber pad height (Figure 4.11). There are, however, other ways to control the liquid composition in a three dimensional fiber scaffold. A microfluidic channel that is relying on diffusion to form a gradient, like the one we developed later (page 127), would be more suitable for this approach. The three dimensional aspect and the possibilities it offers are definitely interesting, but at the beginning we were more interested in getting the system to work at all and study the effects of fiber alignment in respect to the gradient direction.

The important part about the method that we developed to combine electrospun fibers with microfluidic networks is its flexibility. Both parts, the definition of electrospun fiber pads and the design of the microfluidic channels, are relying on photo lithography techniques. Thus, it is possible to produce nearly any arbitrary pattern with very high spatial resolution and use it with the described methods. The freedom in microfluidic design is not limited and all structural microfluidic elements can be integrated.

**Gradients over electrospun fibers**

As mentioned above the gradient steepness decreases for increasing fiber pad thickness, but one thing I was wondering was how much the fiber pad we used (3-5 micrometer high) would influence gradient formation in the microfluidic channels. I was pretty optimistic that the influence would be limited and that it was possible to form soluble gradients similar to the ones in channels without the fibers; this feeling was supported by the preliminary simulations that I did, which showed successful gradient formation even with the fibers. Although, I was optimistic the first experiment is always a bit special, I was again very excited. All the parts were finally falling in place, I had a microfluidic network that could produce gradients, I had promising simulation data and I had a chip with electrospun fibers carefully aligned to the main microfluidic channel. I switched on the pumps and within less than a minute of stabilization I saw a fluorescein gradient; I could change the flow rates in the three inlets and observe how the fluid stream was changing. Everything worked as it was supposed to - I was very happy and relieved. I used the same characterization procedure that I had been using for the channel without fibers and the data is shown in Figure 4.12.
The line profiles for channels with and without fibers were very similar and no systematic difference was observed. The small differences on the left side were most likely due to variations in the microfluidic channels due to minor deformations during bonding. Overall the fibers seemed not to influence the gradient in the channel.

The experimental results looked very good and I was quite satisfied, but there was one problem. It was basically impossible to study fluid behavior only at the interface of the fibers. I was measuring the fluorescence intensity throughout the whole liquid volume and that gives a good indication, but there was the possibility that directly above the fibers the situation would be different and that were exactly the place where the cells would sit. Because it is very difficult to experimentally investigate the interfacial flow, I modeled the interface in Consol (flow velocity 7.5 mm/s). The two most interesting properties I looked at were the shear stress directly on the surface and the formation of vortices.

The vorticity magnitude is a measure of the rotation in a fluid and is calculated as the curl of the fluid velocity vector [18]. Figure 4.13 shows the simulation data. A small eddy is formed at the edge of the fiber pad, but it is locally restricted (within 10 micrometers) and should not influence the cells dramatically. Another important parameter is the shear stress at the fiber interface shown in Figure 4.14. The shear stress is highest at the front edge (5 dynes/cm²) and below 2.3 dynes/cm² on the rest of the fiber pad. Cells react very different to shear stress, but the values from the simulation can be regarded as low and should not have any significant effect on cells. [44], [45]
Cells on fibers in channels

The development of a method to integrate electrospun fibers with microfluidic networks took some time, but once the platform was characterized and simulations had helped to understand the effects at the fiber interface, it was finally time to run some cell experiments. After all, the main aim of the whole platform was to culture cells in defined microenvironments and study their behavior in response to different stimuli. Before I started the cell experiments Carl, Björn, Johan, Julie and I discussed how we would like to present the whole study and what we would like to include in a publication. We agreed to focus the first publication on the method development and characterization and only include some basic cell results to show the general suitability of the platform for cell culture, under protest from Julie, who thought it was necessary to include more cell results in the paper. The plan was to run a second study afterwards that was focused on a cell biology question.
where the platform would be used to its full potential. Looking back, this was not a good decision and Julie was right, but I will come back to that in a little while.

I did run the first cell experiments with 3T3 fibroblast cells and the aim was mainly to see if it was possible to culture the cells in the microfluidic chip and if the cells were attaching to the electrosyn fibers. I did know from previous experiments that it was possible to culture cells in microfluidic channels and had even tested this particular microfluidic chip before, but without the fibers. During those experiments, I had optimized the cell seeding procedure and learned that sucking the cells in from the outlet port was the best way to avoid cell clogging in the small channels of the gradient network. Once the cells were inside the channels, the flow should be switched off to allow cells to attach for 1-2 hours, before the flow was switched on again to form a gradient. This procedure worked very well and cells were attaching to the electrosyn fibers without problems. Figure 4.15 shows 3T3 fibroblast cells in the main probing channel on electrosyn fibers after 24 hours; the cells are attaching to the fibers and spread.

Within some boundaries, it was, also, possible to control the cell density by having different numbers of cells per milliliter, and thereby varying what kind of cell behavior could be studied. Two different cell densities are shown in Figure 4.15. At low densities it is much easier to study single cells and get detailed information about the cell morphology. This also limits the effect of cell-cell communication and cell crosstalk, because it is possible to isolate cells from each other. This comes, however, at a price, the limited number of cells makes it necessary to run a lot of samples to get statistical significant numbers and the isolation might affect cells. It is not a natural condition for a cell to be isolated and without cell-cell contacts. The ability to fine tune the cell density allows taking both facts into account and design a study with an optimal cell density for the question at hand.

At this point, we had all the information and data that we wanted to include in the manuscript. It was the first time that I was writ-
ing a manuscript for submission myself, I had been working with Nina T. on a manuscript before, but this time I was responsible for writing everything up. I got some input from Carl and Björn on the parts about electrospun fibers and Julie was commenting, correcting, editing and improving the text and in the end of August 2011 we finally submitted the manuscript to Lab-on-a-chip. It was a very good feeling to have the paper submitted, the writing process took some time and things got changed over and over again, but in the end it was very nice to press the submit button. It took around a month before we got the comments from the reviewers and editor. I was in California at the Lab-on-a-chip world congress to present the work [46], when I got the email. The comments were mainly positive, but both reviewers were missing more extensive cell results. They wanted to see data where the gradient generator was used to stimulate the cells some way. Therefore, the editor rejected the manuscript in the submitted form.

I got similar comments during the conference and my visit at Stanford talking to people from Sarah Heilshorns group and Biennial Cell everybody thought it was a very interesting platform that we had developed, but also asking for more cell results.

All of us knew that this could happen, but we still felt that we wanted this manuscript to be focused on the method of combining electrospun fibers with microfluidic networks in a general way and not to focus on a specific cell study. Julie was again the only one who said that we needed more cell results to make our point. But instead of listening, we decided to rewrite some parts of the manuscript to strengthen the focus on method development and resubmit it to Biomicrofluidics four days before Christmas 2011. The reviewer comments, we got in the middle of February 2012, were very similar to the once we got for the Lab-on-a-chip submission before; both reviewers were requesting more cell results again. This time, however, the editor was more positive and after some discussing suggested that we should add some proof-of-principle cell data to demonstrate the usefulness of the platform and how the gradient could be used, but not run a complete cell study.

We agreed with the suggestion from the editor and decided to run some cell experiments that could show how the platform could be used. We discussed different options and also talked to Nina Erkenstam and Georg Kuhn from the Center for Brain Repair and Rehabilitation in Gothenburg. They were also involved in the Vinnova projects and we have discussed the whole platform with them before and were running some other experiments together at the time. In those experiments, we used primary rat neural
stem cells isolated from Wistar rats (hippocampus and subventricular zone) and we thought that these cells would be very interesting to use with the electrospun microfluidic gradient platform.

In order to be able to inject the cells, it was necessary to disassociate the neurospheres they are forming in culture to get a single cell solution. With this cell solution, the same seeding procedure as for the 3T3 cells could be used, but it was necessary to coat the surface with laminin using a poly-L-ornithine pre-coating. As cell stimuli, we used stromal cell-derived factor 1 alpha (SDF-1α) and substrates with aligned electrospun fibers, which both should stimulate the cells to form outgrowths along their direction. There were three different conditions that we tested to demonstrate the potential of our platform: fibers aligned parallel to the chemotactant gradient, fibers perpendicular to the gradient, and no fibers at all. Nina E. had previously shown that these cells would align along electrospun fibers and use them as contact guidance, thus we did not include that condition in our experiments.

Figure 4.16 shows the results from the different conditions, the cells are stained with rhodamine-phalloidin to visualize the actin skeleton (red) and DAPI to show the cell nucleus (blue). In the first condition with no fibers, the cells responded to the chemical gradient and directional outgrowth along the gradient is seen. For the second condition both stimuli were working in the same direction and again directional outgrowth of the cells is observed. The interesting part was condition three, where we wanted to test if the contact guidance by the fibers or the chemical SDF-1α gradient is influencing the cells more strongly. Under this condition, the cell outgrowth was along the clearly along the SDF-1α gradient and the cells were not influenced by the fibers. This data is very interesting and illustrates the potential have the developed platform, the ability to study cells in defined complex microenvironments and study the influences of multiple cues in a systematic manner. A more thorough study with more cell experiments is clearly needed to make any conclusions about the response of

Figure 4.16
Fluorescence micrographs of neural stem cells cultured in microfluidic channels with electrospun fibers for 24 hours with a SDF-1α gradient as indicated. Cells are stained with phalloidin coupled rhodamine (red: actin filaments) and DAPI (blue: cell nucleus). (A) Condition 1 without fibers. (B) Condition 2 fibers aligned in the same direction as the gradient. (C) Condition 3 fibers aligned perpendicular to the gradient.
neural stem cells to electrospun fibers in combination with SDF-1α gradients, but the our aim was a proof-of-principle cell study.

I took a while to get the system to work, run all the cell experiments, analyze the data and rewrite the manuscript, but everything worked out. I resubmitted the manuscript, including the new cell results and some additional simulation data on the 1st of June 2012, it got accepted the same day and published online the 19th of June 2012. I was so happy. Nearly a year after our initial submission to Lab-on-a-chip the manuscript was finally published – in Biomicrofluidics. I learned a lot during the whole process of writing, submitting, rewriting, arguing and resubmitting and I think it was a very valuable lesson. It was probably not the most efficient way, but the experience that I gained from all the mistakes that I did was definitely worth the time. Sure, it would have been very nice to get everything right from the beginning and it might have gone faster if Julie had insisted more strongly to include cell results from the beginning, but I would not have learned nearly as much during the process. I experienced all the difficulties of writing a paper with several different authors, how complicate it is to keep the focus through all revisions and rewrites and how important it is to have a clear message and data supporting your arguments. Looking back, the cell results were definitely needed to make a whole story, it was incomplete without them. If we wanted to focus the paper entirely on the method development part, we would have needed to show the combination of several different microfluidic networks with varying fiber patterns and write the paper in a more general way.

Surface immobilized gradients of molecules

In the beginning of March 2011, I got some information about a small start-up company called ClineTechnologies at that time, now called ClineScientific AB. It was based on research from Hans Elwings group at Gothenburg University and focused around a method to produce substrate bound gradients. They used the electrostatic interaction between gold nanoparticles and were able to vary the short-range interparticle distance by changing the ionic strength of the solution. By using a special setup, the ionic strength could be varied in a gradient of varying spacing could be formed. The gold nanoparticles were immobilized on a gold surfaces via a dithiol linker.[47]

I thought that those surfaces were very interesting, especially if used in combination with microfluidic networks. My idea was to combine surface bound gradients with soluble gradients. I was supervising a group of students in the tissue engineering course at that time, they were exploring some ideas in that direction.
They used a double gradient generator (Figure 4.17) to first immobilize a laminin gradient by physisorption, and afterwards a soluble gradient could be applied perpendicular to the immobilized one using the second gradient generator. Stephan Dertinger et al. had previously shown that it was possible to form surface bound laminin gradients; in their experiments, they detached the microfluidic network from the glass afterwards and used the glass substrates with standard cell culture techniques [48].

I also did some tests on my own using a similar immobilization approach with my microfluidic chips, but keeping the network attached and using substrates with patterned fibers. Figure 4.18 shows a fluorescence micrograph of antibody stained laminin and line profiles in front of the fiber pad and over the fibers. It worked quite well in the areas without the fibers; it was not perfect, but I got a laminin gradient immobilized on the surface. In the areas with fibers, however, there was basically no gradient; the laminin was adsorbing to the fibers, but instead of a gradient I got a more or less homogenous coating with laminin. This was most likely due to the approach that was used to immobilize the gradient. The process relies solely on physical adsorption and in order to form a gradient a second molecule that adsorbs in competition to the first one is needed. In my case, I used laminin as the molecule of interest and bovine serum albumin (BSA) as a counter molecule. On one side, I had 100% laminin and 0% BSA, and on the other side 0% laminin and 100% BSA. The problem is that there is no flow within the fiber pad, as my simulations had shown, and transport within was exclusively governed by diffusion. Even though, a gradient was present directly above the fibers where cells would be sitting there was no gradient within the fiber mesh, and since the laminin and BSA were freely diffusing within the mesh adsorption was random.

Combining surface immobilized gradients with soluble gradients was an interesting approach and I wanted to continue to work on it. The problem was that relying on physisorption did not really work and I felt that another approach was needed. In general, I do not think that physisorption is a very good way to form immobilized gradients on surfaces. There are quite a few potential
problems, like stability, especially over longer time periods, and the fact that a counter molecule is needed, which should be inert, but have similar adsorption characteristics to the molecule that is studied. Therefore, I was very interested when I heard about the surfaces that Cline could produce.

Cell migration and ligand spacing

I sat down and started to think about a project and more importantly a clear scientific question that I wanted to investigate with a platform that could provide immobilized gradients and soluble gradients, where both gradients could be either in the same direction or perpendicular to each other. One particular area that I thought was interesting to look at was cell migration stimulated by a soluble chemottractant gradient. I was wondering if cell migration speed was influence by the density of cell attachment ligands on a surface. My plan was to have a system in which the spacing between attachment ligands would change gradually on the nanometer scale over a distance of several millimeters. At the same time, a soluble gradient of a chemottractant would be applied perpendicular and would stimulate cell migration. Ideally, all cells would start at one side of the channel and migrate to the other side over time, by comparing how far the cells had migrated at the different spacings, it would be possible to draw some conclusions about the interplay between cell attachment and migration speed.

My hypothesis was that there was an optimal ligand density for cell migration, a density at which cell migration was fastest. If the density was too low, it would be difficult for cells to form new attachment points and migration would be slowed down. If the density was too high, cells might attach very firmly and form many attachment points, thus migration would be slowed down, as well. I thought it was a great idea and I was very curious to find out if there was such a relation. It was also at the intersection of the two things I had been working on so far, because it combined microfluidics and surface modifications. I was intrigued by the possibilities such multi-combinatorial gradients would offer not only for cell migration studies, but for defined cell microenvironments in general.

I was excited that I might had developed my first own scientific question. Such a relationship of cell migration speed and ligand density would not only be interesting from a basic cell biological point of view, but could also be useful for tailor-made tissue engineering scaffolds in the long run, where some areas would increase cell migration and others could limit cell migration. First however, I need to see if there was such a relation at all.
Cell migration and angiogenesis

Directed cell migration along chemotactic gradients plays an important role in many in vivo processes and is responsible for example for inflammatory cell invasion to sites of infection and is essential during wound healing [49]. One particular process of directed cell migration is angiogenesis [50], in which new blood capillaries are formed to reestablish or improve the blood circulation in a certain part of the body in response to e.g. low oxygen levels. Furthermore, it plays an important role in cancer biology where neovascularization facilitates cancer growth and progression, and will eventually lead to metastase formation [51], [52]. The process of endothelial cell migration is tightly controlled by many different factors including a variety of growth factors, integrins binding to specific substrates, matrix metalloproteinases, heparin sulfate proteoglycans and cell-surface receptor tyrosine kinases [21], [53], [54].

One particular powerful stimulant for endothelial cell migration is vascular endothelial growth factor (VEGF). Under normal conditions in vivo, VEGF is secreted by cells in response to low oxygen levels, leading to a series of actions. First, VEGF will diffuse out from the originating area in the tissue and thus create a concentration gradient of VEGF. Second, endothelial cells will migrate along the VEGF gradient and new blood vessels are formed. Third, the oxygen levels will normalize in the tissue area and VEGF secretion stops.

VEGF describes a family of structurally related dimeric glycoprotein growth factors of approximately 40kDa and include VEGF-A, VEGF-B, VEGF-C, VEGF-D, VEGF-E and placental growth factor (PIGF) [Olsson 2006]. The different VEGF forms have overlapping but varying binding kinetics to the three tyrosine kinase receptors VEGFR-1, VEGFR-2 and VEGFR-3. Additionally, the binding properties are further modified by neuropilins (NRP1 and NRP2) co-receptors that enhance and modulate the binding affinities of the different VEGF forms to the corresponding tyrosine kinase receptors [50], [55].

The most potent stimuli for endothelial cell migration is through binding of VEGF-A to VEGFR-2, despite the fact that VEGF-A is binding to VEGFR-1 with a ten-fold higher affinity than to VEGFR-2 the cell internal signal through tyrosine phosphorylation is much stronger for VEGFR-2 binding. It was therefore suggested that VEGFR-1 might act like a sink for VEGF-A and thus modulate the amount which can bind to VEGFR-2 and eventually modify cell migration speed [56].

VEGF-B on the other hand is considered to play a crucial role predominantly in myocardial development and coronary vascularization by binding both to VEGFR-1 and NRP1 co-receptor. Therefore, it might offer a potential candidate in growth factor therapy to stimulate neovascularization of the myocardium to minimize the effects of atherosclerosis. Besides its important function in the myocardium, VEGF-B can form heterodimers with VEGF-A and in this way change the availability of free VEGF-A, thus influence mitogenic activity [57].

During cell migration, a cell has a very high turnover rate of cell contacts with the underlying substrate, and forms mainly nascent adhesions and focal complexes, but not focal adhesion (see “BOX 1.3” on page 6 for details). Protrusions are formed by the cells via dynamic polymerization of actin fibers at the leading edge of the cell. A migrating cell has three different forms of actin organization: at the very front filopodia are probing
the surface, they are moved and stabilized by parallel actin bundles. Directly behind the filopodia is the sheet-like lamellipodia with a dense and branched actin network. Spanning the rest of the cell from the front to the back are stress fibers, anti-parallel actin bundles with incorporated myosin II. The myosin II allows the cell to contract stress fibers and thereby move the back of the cell. During movement new focal complexes are formed at the leading edge and old focal complexes at the back get internalized by endocytosis and moved to the front for recycling. [21], [53], [54], [58–60]

**Figure 4.19**
Schematic of a migrating cell showing the different cytoskeletal organizations and how a cell is able to move forward.
A master thesis project

I thought that this would be a perfect master thesis project; it was well defined with a clear hypothesis and a limited amount of work. The last part about the amount of work proved to be not entirely correct later. I discussed my idea with Julie and we put together a description for a Master thesis project that should start after the summer of 2011. The announcement went out at the beginning of June 2011, which was a little bit late since all the students were already on vacation. The single application that I got was from Elin Bernson, one of the students I had been supervising in the tissue engineering course during spring. I was very happy that she applied, I thought she was a great student and confident that she was a very good candidate for the project. Elin started after the summer in the beginning of September 2011 and we were both very excited and motivated, that the project finally started.

The aim of the master thesis project was to design a microfluidic gradient generator and characterize it both with fluid dynamics simulations, as well as with experiments. Furthermore, the integration of the gradient network with a suitable surface capable of presenting cells with a defined spacing of ligands in a gradient manner. The integration should be tested and the necessary surface functionalization steps tested and characterized. Depending on the time, initial cell experiment in the microfluidic chip should be carried out. It was a very ambiguous plan, but Elin was exactly the right person for the project.

Figure 4.20
Schematic illustrating the idea for Elin's master thesis project to look at cell migration speed dependance on ligand spacing.
Diffusion based gradient generators

Diffusion based gradient generators use a different approach to form gradients than flow based gradient generators. They are solely based on diffusion and an equilibrium forming between two reservoirs. There is one reservoir with a high concentration of the molecules of interest, the source channel, and one reservoir without the molecule of interest filled with media. Both reservoirs are connected to a probing channel, where the gradient is formed. If the reservoirs are static, a gradient would form, but it would not stabilize and eventually the entire system would equilibrate at a concentration of 50% from the original source concentration. In order to form stable gradients, the liquid in the source and sink channel needs to be exchanged continuously, as a consequence the source and sink concentration are stable and the equilibrium state is in the form of a gradient.[6]

There are different ways to connect the source and sink channels to the main probing channel to achieve stable conditions. One important fact that all of them have in common is that they ensure that the sink and source channel are hydrodynamically decoupled from the probing channel. This means that there is no convective flow from the source and sink channel into the main probing channel, and the gradient is formed by diffusion only. To fulfill this boundary condition, one can use for example very small channels for the connections [16], [17], [63]. A large difference in channel diameter will present a large hydrodynamic resistance and thus limit the fluid flow within the source and sink channel. Another approach is to use membranes or hydrogels as barriers to separate the compartments from each other [64–66]. In that case, it is important that the membrane or gel is permeable for the molecule of interest and calculations need to be carried out to estimate the time delay for the molecule to diffuse through the barrier.

The overall advantage of the diffusion based gradient generators is the ability to design systems which do not require constant liquid flow above the cells. In this way, it is possible to recreate chemo-attractant gradients that mimic conditions found in vivo and study their effect on cell migration without having any interrelated factors, such as shear stress attributed to flow above cells. Furthermore, it is in general possible to build more robust systems, because the entire liquid volume in the main chamber acts as a buffer. Even if there is a short disturbance of the liquid flow in the sink or source channel, it will not directly affect the gradient provided that the main chamber is sufficiently decoupled from the flow. Diffusion based gradient generators can also realize smaller than flow based gradient generators, because they do not require a large channel network to repetitively split and combine fluid streams. This allows integrating more gradient chambers on a single microfluidic chip and improves multiplexing approaches.

The disadvantage of this approach compared to flow based solutions are that the shape and steepness of gradients cannot easily be modified and are mainly intrinsic properties of the network design. Additionally, the gradient takes longer time to form and reach steady state, depending on the geometry and liquid volumes this can take up to a couple of hours. These factors are limiting diffusion based systems for studies of stable gradients over longer periods of time and where no fast temporal alteration of gradient properties is needed.
**New gradient generator design**

I knew that we would need a new microfluidic design to create a chemotactic gradient to stimulate cell migration, because the one that I had been working with before was not suitable for this project. There were a lot of reasons for a new design, but most importantly the aim was to have a diffusion based gradient generator rather than the flow based one used in my previous study. The advantage of a diffusion based gradient generator (detailed description in "BOX 4.4" on page 126) is that there is no active flow within the main chamber where the cells are sitting. This is particularly important for the culture of endothelial cells, because they are very shear stress sensitive [61] and even low flow speeds can stimulate them. Other researchers have actually been using various microfluidic designs to stimulate endothelial cells with fluid shear and showed that it is possible to enhance angiogenesis and microvessel formation with shear stress [62]. In our case, however, we wanted to investigate cell migration in response to a chemotactic gradient on a substrate with defined ligand spacing and therefore it was important to exclude any confounding factors like shear stress. Sarah Heilehorne group at Stanford had published a paper on endothelial cell migration in 2008, where they used a diffusion based gradient generator [17] and others had published different designs of diffusion based gradient generators for various applications [63–66].

We based our design on what Sarahs group had published previously, but changed it in some aspects. Elin and I had a lot of discussions at the beginning, and Figure 4.21 shows the boundary conditions that we came up with at the end. We felt that it was important to have a sufficiently large cell culture area, where cells could migrate over a distance of up to 2 millimeters and that was wide enough to cover the whole spacing gradient on the substrate (6-8 mm). Another important aspect that should be facilitated by the design was the ability to seed cells exclusively on one side of the channel and the ability to easily flush the main cell culture
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Scanned hand drawn sketch from the beginning of the project, describing the aim and boundary conditions for the microfluidic chip design.
chamber, for example during fixation and staining procedures at the end of an experiment. I tried to integrate as much of the knowledge that I had gained from my first microfluidic design and microfluidic cell culture experiments, as possible, and Elin did a fantastic job of putting all those information together and designing the chip.

She tested a lot of different designs and systematically changed parameters like, inlet/outlet configuration and shape, channel height, channel length and capillary dimensions in a Comsol multiphysics model. The different designs were evaluated based on their ability to form soluble gradients at low flow rates (1-10 nl/s) and the steepness and linear portion of the gradient were measured at different positions along the channel. Based on the results from those simulations, we decided on the final design shown in Figure 4.22. Additional simulations were carried out to further characterize the system; a wide range of flow rates was tested, the time to reach a stable gradient and shear stress profiles were calculated, and the clearance of molecules of different size from the cell culture chamber were simulated. A detailed description of all simulation data is available in Elin’s Master Thesis [67].

In summary, the gradient shape depends on the flow rate and for slower flow rates it is more linear, but less steep than for higher flow rates. An optimum for our application is around 5 nl/s, for this flow rate the gradient is linear nearly through the whole cell culture chamber and still is spanning the whole concentration range from 0-100%. For this flow rate, it takes approximately 7.5
hours to reach a stable gradient, which is not considered a problem in our experimental setup, but needs to be considered when planning experiments. The clearance of molecules from the culture chamber is depending on their size and diffusion coefficient: Glucose (Mw=180 Da) 2.3 hours, Insulin (5.8 kDa) 3 hours, and Hyaluronan (3 MDa) 5 hours. As expected from the design, the shear stress in the main cell culture chamber was minimal, 3E10^-7 dyne/cm², and way below levels that have been shown to affect cells (3 dyne/cm²) [62].

After all the simulations, Elin and I thought that we had come up with a good design and were very curious to see if it would work in reality. By now, I had some experience in ordering masks from MC2 and everything worked without problems. We decided to place three exactly similar designs on one mask, so we would later have a master to produce three networks at the same time.

Not being able to make several networks at once had been a bottleneck for me before and I was looking forward to improve this fact. The design of the new microfluidic network was different from the ones I had been using before, because it had two layers of different height. Thus, we needed two masks, but that was not a problem – the problems began during the fabrication of the SU-8 master.

Francesco Mazzotta (PhD student at Biological Physics) helped us with the fabrication of the SU-8 master in the clean room. The master for this microfluidic network did not have two layers, but the second layer needed to be quite thick (150 micrometer). I specially ordered a different kind of SU-8 photo resist (SU-8 2150, MicroChem, USA) that could be spun directly in a single step to reach that thickness, but it was very difficult to work with, Francesco told me. There were air bubbles in the spin-coated layer all the time and it was nearly impossible to remove them. Therefore, we changed strategy and Francesco used the normal SU-8 (SU-8 2035, MicroChem, USA) and spun in total three layers, a first layer with the capillaries and a second and third layer for the sink, source and main channel. The final thickness of the capillaries was 50 micrometer and 200 micrometer for the other channels. Francesco put a lot of effort into producing those masters and there were quite a few problems at the beginning, but in the end it worked and I highly appreciate Francesco's help.

Once the master was ready, Elin and I produced the first microfluidic chips in PDMS and bonded them on normal glass slides for evaluation. We used a different approach for connecting tubes to the inlets of the system than we had previously done. Instead of gluing small tubes on each inlet and outlet, we bonded a second thicker piece of PDMS directly over the part of the chip were the
inlets were located. After punching holes through both PDMS layers, we were able to attach the Teflon tubes from the pumps directly. This approach was much more practical and less time consuming than the previous way.

I was as excited as before, when I tested the flow based gradient system for the first time, and Elin was also curious to know if the system would work. This time, it was not an option to use a syringe for a quick test, due to the principle of the gradient generator, and we connected the chip directly to the pump setup. The difference with a diffusion based gradient generator compared to a flow based system is that it takes some time before the gradient is actually formed, so Elin and I were sitting in the lab and hoping that it would work. After a while, we began to see a gradient forming in the main channel, since the main chamber was quite big (2x14 millimeter), it was easy to see the gradient by eye. It looked great. In order to be able to image the gradient, we used a stereomicroscope at low magnification and attached a digital camera to it. It was clear that we would need a better setup that was capable of taking fluorescence images for later characterization, but at least we could take some first images. In the meantime, I got in contact with Zeiss and we got two different lenses, 2.5x and 3x magnification, to test if they were suitable for our purpose — we got both at the end. They were not only very useful for the characterization of gradient properties, but also proved valuable to take overview images of cells both in microfluidic channels, as well as petri dishes. Those images were an important step towards more quantitative cell experiments for us.

For the gradient characterization Elin used FITC-CM-Dextran (Sigma-Aldrich, USA) with a molecular weight of 40 kDa, which is similar to the size of VEGF (38.2 kDa) and thus as a similar diffusion coefficient. Figure 4.23 shows a fluorescence image that is stitched together from six individual micrographs. The line plots shown in Figure 4.23 demonstrate the linearity of the gradient and also a good correlation between the experimental and simulation data. The small differences between experiments and simulation could be due to small variations in the geometry of the PDMS, because the gradient shape is heavily relying on the geometry even minor deviations can cause a different shape. This could easily happen in the course of the production of the master, the PDMS molding or even during operation. PDMS is an elastic material and the main cell culture chamber is fairly large, which means that the roof could be deformed under the applied liquid pressure. This would explain the more ball shaped curves for the experimental data compared to the S-shaped curves from the simulation, because the deformation would be largest in the center and thus the intensity would increase in that area. Even though,
there was a slight variation, Elin and I were very happy with the results. A linear gradient was forming in the channel, and it was definitely possible to predict gradient properties from the simulations. After successful characterization, we were ready to move on.
Surface chemistry and cell experiments

With the microfluidic part covered, we needed a suitable substrate to provide the second gradient immobilized to the surface and perpendicular to the soluble one. The surfaces that ClineTechnologies could produce for us did not really work for our application, thus we needed to find something else. After some literature research I found a paper published in 2008 by Marco Arnold et al. from Joachim Spatz's group [68], where they described a modification of their standard technique (see “BOX 2.2” on page 26) to form nanoparticle spacing gradients instead of substrates with single spacings. This was great, because Joachim and we were still working on the same European projects and to study HUVEC cell migration on those substrates would be a very nice contribution to NanoCARD (page 14). I got in contact with Joachim and he told me that Vera Hirschfeld-Warneken was working with those gradient substrates and that she could provide us some without problems. So, we had great substrates to work with and everything turned out even better than anticipated during the first planning phase.

In order to be able to study cell migration speed dependence on ligand spacing, we also needed to have suitable surface chemistry. The gold nano dot spacing gradients provided a good material contrast, gold and glass, and Joachim's group had developed different surface functionalization protocols for this surfaces. The idea was to couple a cRGD peptide to the gold nano dots and then passivate the surrounding glass with PLL-PEG. It is necessary to passivate the glass, because otherwise proteins will adsorb on it and cells will be able to attach to the surface in between the gold nano dots. This needed to be avoided to be able to study the effect of the spacing gradients. Furthermore, it was important that the cRGD peptide was accessible for the cells; therefore, it was necessary to have a spacer sequence so the peptide would stick out from the PLL-PEG passivation layer. At the end, we used a cRGD peptide coupled to a thiol linker via a spacer with 15 polyethylene glycol (PEG) units which we got from Joachim's group. To prepare the surfaces, they were incubated with peptide solution (cRGD T3, 25 μg/ml) for 2 hours, repetitively rinsed with sterile milliQ water and kept in milliQ overnight. Afterwards, the remaining surface was passivated with PLL-PEG (10 μg/ml, PLL(20)-[3,5]-PEG(2), SuSoS, Switzerland) for 1 hour and washed with PBS. Elin and I got a lot of help regarding the protocol from the people in Stuttgart and it was very interesting to learn all the details about different spacer lengths and passivation procedures.
Once we had a working protocol, Elin tested the surface chemistry both with QCM-D (see "BOX 2.3" on page 29) and cell attachment studies. The QCM-D measurements shown in Figure 4.24 proved that all the different functionalization steps worked and that the resulting surface was inert to protein adsorption. The frequency and dissipation shift after injecting cell media is transient and there is no permanent deposition as the signals return to their original values after rinsing. For the cell attachment study, cells were seeded on the prepared surfaces and cultured for 24 hours before being fixed and stained. We used skeletal muscle progenitor cells (C2C12) for this study, because we did not have endothelial cells in culture at that time. Even though, we wanted to work with endothelial cells later, it should be ok to test the surface functionalization with a different cell type - not optimal but sufficient, because initial cell attachment is similar between most cell types and nearly all cells have receptors for the cRGD sequence [49]. Figure 4.25 shows the analyzed cell count data. Cells are able to attach to gold nano dot substrates functionalized with cRGD and passivated with PLL-PEG slightly better than to
glass control surfaces. Taking away the PLL-PEG passivation does little for cell attachment, but it can be assumed that these cells are not experiencing the same defined ligand spacing as without the passivation. Without the cRGD peptide on the other hand, cell attachment was inhibited and the number of adherent cells is significantly lower. When Elin showed me the results, I was very happy; it looked like everything was working and that we could use this functionalization protocol for our experiments.

Now that all the parts were ready, Elin and I were both eager to see if everything worked together, to run the real cell migration experiments and test my hypothesis. In the meantime, Elin had developed a way to seed cells selectively on one side of the main microfluidic chamber, as shown in Figure 4.26. This was achieved by injecting the cells with the pumps and use hydrodynamic focusing to push them to one side; the principle is depicted in Figure 4.26. This was a great advantage over the way Sarah Heilshorn's group had seeded and analyzed their samples. Instead of seeing a relative increase of cells at the higher concentration of the gradient, we were now able to exclusively have cells where the concentration was lower and directly follow cells migrating from there. This would make analysis much easier and more robust later on, because the starting conditions were better defined.

Figure 4.26
(TOP LEFT) Schematic of the process to selectively seed cells on one side of the channel by hydrodynamical focusing the cell suspension. (TOP RIGHT) Micrograph of attached cells after 24 hours in the channel, cells are nearly exclusively present in the lower half of the channel. (BOTTOM) Overview of the entire channel.
When we did the first cell experiments there was however a problem, we just did not see any cell migration. We used similar gradient conditions as other before, but there was no response of the cells to the VEGF gradient. Elin did run experiments both on the functionalized gold nano dot samples, as well as on plain glass substrates coated with collagen; the results were the same. The cells were surviving in the channels and we were able to maintain them for up to 96 hours, but we could not observe any migration even for those extended periods of time. We started to look into possible reasons for this problem from the cells over the VEGF to the gradient. The cells that we use are human umbilical vein endothelial cells (HUVEC) from Cell Applications Inc. and they are pre-screened to have VEGF-A receptors. Thus, we did not suspect the cells to be the problem, but Elin defrosted new cells to see if that would make a difference, without any success. She even repeated some of the gradient characterization measurements, but the results were similar to the ones before. There should be a stable VEGF gradient forming that is similar to the ones others had used. The only thing left is the VEGF itself, we have not tested this yet, but we are going to order a new vial of VEGF. It could be that the VEGF got inactivated, destroyed or for other reasons does not function any longer as it is supposed to do. I really hope we will be able to solve this problem soon, since everything else is ready and I want to know if there is a relation between ligand spacing and migration speed.
In-depth simulation study of VEGF

During the time Elin was focusing on the cell experiments and optimizing the surface functionalization procedure, I was working on a new simulation model of the diffusion-based gradient generator. I thought it would be interesting to extend the model that we had used so far and simulate both the gradient formation in the microfluidic network and the binding of molecules to their cell receptors. I was wondering if the chemical gradient that we simulated was really what the cells were experiencing, how they would interact with the gradient and if the binding of VEGF to cells would influence the gradient shape. When we started to see the problems with the cell experiments and were unable to observe cell migration, I thought that this new model might even help to explore these problems and to find the reason why our cells were not migrating.

The model that I developed is described in detail in Paper II (page 171). The idea was to add a surface reaction and thereby modeling VEGF binding to its receptor. This reaction was limited to an entity in the channel representing a cell. I wanted to maintain the ability to simulate the liquid composition and flow behavior in the entire microfluidic network and just add an additional layer. Fortunately, this is one of the advantages of Comsol Multiphysics simulation environment and it is possible to add modules with different physical phenomena to existing models. So, I added a surface reaction model and coupled it to the VEGF concentration via the binding and dissociation rate given in:

\[
\begin{align*}
    r_{\text{on}} &= k_{\text{on}} \cdot c_{\text{VEGF}} \cdot \text{VEGFR}_{\text{free}} \cdot \text{VEGFR}_{\text{density}} \\
    r_{\text{off}} &= k_{\text{off}} \cdot \text{VEGFR}_{\text{bound}} \cdot \text{VEGFR}_{\text{density}}
\end{align*}
\]

The effects of VEGF on endothelial cell stimulation and its binding kinetics have been intensively studied both experimentally and theoretically, thus it was possible to get suitable model parameters from literature (Table 4.1). In theoretical approaches, the binding of VEGF to its receptors had mainly been modeled in Monte-Carlo simulations [50], [55], with a focus on the competitive binding of different VEGF isoforms to different receptors. I was not so much interested in the details of the binding kinetics in complex systems with many receptors, but rather wanted to know if a cell in our channel would sense a significant difference in concentration from its front to its back. In order for a cell to be able to respond to a gradient, it needs to sense it, and therefore it is essential that there is a difference in concentration over the cell surface. With my model I was able to simulate the entire system, from how the gradient is formed to how it is sensed by the cell.
This is not very common, because either people look at the gradient formation or at the cell interactions.

In brief, the results clearly show that there is a large difference between a soluble gradient simulated without cells and how a gradient is sensed by cells. It is not possible to assume how a cell will perceive the gradient from simple simulations only including the gradient formation; the gradient is not directly imprinted onto the cell. The cell is rather acting as a local sink for VEGF and changes the gradient in solution in its close proximity. The size of this local depletion is depending on the inlet concentration, for low concentrations (10^4 mol/m^3) it is extending nearly 100 micrometer in all directions. Local depletion is also affecting the difference in VEGF bound receptors between the front and the back of a cell. There are two different effects to consider here: saturation of the receptors for high concentrations and depletion for low concentrations. If the receptors get saturated at high concentrations, there is no big difference between the front and the back of the cell, because all receptors are occupied. If the concentration is very low, there are too few molecules and the local depletion will disturb the gradient so much that it will disappear.
directly above the cell and thus there is no gradient over the cell surface. This is shown in Figure 4.28 where inlet concentration is plotted against the difference between the front and the back of a cell at different positions (position 1: near to the source channel and position 5: near to the sink channel). These leads to the conclusion that there is an optimal inlet concentration for which the difference between the front and the back of a cell is maximal, for my simulation conditions this is the case for an inlet concentration of $2 \times 10^{-7}$. This concentration is around one magnitude lower than the one that we used for experiments so far.

Furthermore, the concentration at different positions along the channel varies, as intended by the gradient formed in the cell culture chamber, but his means that the difference between front and back is not equal for all positions. It varies with position. This was something that we had not expected before. We were assuming that a linear gradient would result in a constant delta over the cell and that each cell would be stimulated similar independent of its position. This is clearly not the case and the new simulation model allows us to explore the different implications of receptor saturation and local depletion in great detail.

It is, however, important to note that the model is not taking all aspects of the VEGF signaling system into consideration. It does not incorporate other receptors or isoforms binding to each other and other possible local sinks of VEGF. Therefore, it is not possible to directly predict if a lower concentration will work better, but at least it gives some idea about the way a cell is sensing the gradient and how the different parameters will change the perception.
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Many things have happened during the first half of my PhD studies and I explored a lot of different directions during the first two and a half years. Some experiments worked better than others and some approaches were published. All directions, from lipid tubes and cell culture on lipid bilayers over liquid handling and software programming to using microfluidics to create cell microenvironments and the simulation of those systems, have potential for continuation, but for me the most important part in the second half of my PhD education is to focus. I feel that I need to bundle my energy and effort more towards one direction, still allowing a little bit of flexibility. The most interesting part has been and still is the application of microfluidic networks and its combination with various scaffold materials to mimic cell microenvironments and control cell-liquid and cell-matrix interactions. This is what I want to focus on in the coming two and a half years.

I spent a lot of time on the development of a liquid handling system that is adjusted to my needs and I learned many things about cell culture in microfluidic systems. Now, I want to use and apply this expertise. There are, however, two development parts that I still want to finish. First, I want to rewrite the control application for the liquid handling system and use a state machine architecture to put it on a solid base for future users (“Liquid handling” on page 74). Second, I would like to finish the work on microfluidic valves actuated by braille pins (“Microfluidic valves” on page 87). The ability to integrate actuated valves into my microfluidic designs would be of high value and open new possibilities, I think. The development part will be done eventually, but the first thing that I am going to focus on straightaway are the experiments on cell migration dependence on ligand spacing.

Cell migration experiments

The cell migration experiments that Elin and I have been worked on for some time were a little delayed; we all had hoped to already have some results right now. The problem is that we are not 100% sure why we do not see cell migration at the moment. Elin has reevaluated the gradient generator and everything seems to be the way it should be. Experiments are currently ongoing to investigate if there is a problem with the VEGF molecule itself or with the cells that we have.

The aim of this study is still to study if there is a relation between cell attachment ligand density and migration speed. We want to use peptide functionalized gold nano dot substrates both with single spacings and with a gradient of different spacings to answer this question. Furthermore, it would be even interesting to look at different homogenous surface coating like collagen, fibronectin
and laminin, and compare if there is a difference in cell migration speed for these molecules. Thus, we would be able to show similar biological effects both for an artificial, well characterized substrates and on biological relevant surface modifications. Depending on the progress and the initial data, we also want to include experiments to look at the formation of cell focal adhesions for the different conditions in more detail. In this way, we would be able to gain a better inside of the underlying cell molecular mechanisms that govern cell migration.

**Neurospheres in chemical gradients**

I also want to use the diffusion based gradient generator (page 126) to investigate other biological questions. Together with Georg Kuhn and Nina Erkenstam, we have already started to look at the response of neurospheres to stromal cell-derived factor 1 alpha (SDF-1a) cytokine gradients. This is in some sense the continuation of the work presented in paper 1, but the focus will be on the chemical signaling without the combination of electrospun fibers. The advantages of the new diffusion based gradient generator are the larger dimensions and that there is no flow in the main culture chamber. The larger dimensions (200 micrometer high channels) allow the injection of whole neurospheres (150-300 micrometer in diameter) and thus we can study cells migrating out from a sphere in response to different stimuli. So far, Nina and I have been optimizing culture protocols and focused on the getting spheres into the channel, attaching and growing. This seems to work nicely now; Figure 5.1 shows neurospheres after 24 hours inside the main chamber of the diffusion based gradient chip. The cells are stained with a neural marker BETA-III tubulin in green and an astrocyte marker glial fibrillary acidic protein (GFAP) in red. The neurospheres are attached to the bottom of the microflu-
idic channel and look viable. It can be seen that some neurons are growing out from the spheres, as well as large astrocyte structures forming at the surface. This proves at least that neurospheres can be cultured within the microfluidic network, they are able to attach to the substrate, individual cells can migrate out from the sphere and overall cells survive in the system.

The current idea is to look at the effect of SDF-1a on the neurospheres, but there is also the possibility to use other neurotrophins like nerve growth factor (NGF) or brain-derived neurotrophic factor (BDNF). These could be either given separately or simultaneously, with gradients in the same or opposite directions. I am really looking forward to continue the collaboration with Georg and Nina, and hope that we are able to do some really interesting experiments together in the future.

Improving cell screening with gradients

Another interesting area would be to use microfluidic gradient generators for screening purposes. We have started to do some work together with Collectric stem cells (formerly Cellartis) to investigate possibilities in that area. Again, the main focus until now has been to develop protocols to maintain the cells in the microfluidic network. I have been working with their DEF-CS™ cells, human pluripotent stem cells that grow as monolayers on a special coating. After some optimization, it was possible to reliably culture those cells in a microfluidic chip, but we have not yet looked into any chemical factors provided to the cells in a gradient manner. Figure 5.2 shows the cells cultured in the main chamber of the diffusion based gradient generator. Besides the DEF-CS™ cells, we recently started to look at human embryonic stem cell derived cardiomyocytes (hES-CMC™) from Collectric stem cells, but we are still at an early stage with those cells.

Microfluidic platform

In my opinion both directions, mimicking cell microenvironments and cell screening, are very interesting and microfluidics offer unique possibilities for them. Regarding microfluidic network design, I think that the diffusion based gradient generator that Elin and I are using at the moment is very suitable for both application areas and there is no immediate need to change the design. This is good, because it will allow me to build upon the simulation and characterization data that we have generated for this design. It might, however, become necessary or desirable to modify the design at some point before I am finished with my PhD. It could for example be interesting to incorporate automated valves at some point to add the ability to close channels during
seeding or to manipulate fluid flow over time. It might also be necessary to adapt the design for specific applications, like capturing neurospheres in some kind of trap to position them more precisely within the microfluidic cell culture chamber.

Two new master thesis projects

In addition to the ideas mentioned above on what I want to do in the future, there are two additional projects that I would like to run as master thesis projects.

The first project is a continuation of some experiments that students in the tissue engineering course 2012 did under Elins and my supervision. The focus is on combining microfluidics with surface topology to study muscle cell differentiation (see “Master thesis project 1” on page 150). It connects back somewhat to the experiments with the electrospun fibers, but instead of fibers microfabricated grooves are used. I have used those groove substrates a long time ago (tissue engineering course 2008) during my master education to look at muscle cell alignment and differentiation, but not integrated with microfluidics.

The second project is directed towards the development of a wound healing model. The aim is to combine the same diffusion based gradient generator with starch microspheres to study endothelial cell migration in relevant three-dimensional environments (see “Master thesis project 2” on page 151). The starch microspheres are very interesting, because they already used in hemostatic applications (Arista, Magle AB, Sweden) and Magle AB is interested in exploring their suitability for wound healing applications.

The ability to study cell migration through three-dimensional scaffolds with microspheres and a second gel phase is very interesting, since it allows detail investigation of microsphere parameters and can help to get a better understanding of underlying principles on the cellular scale. It also extends the scope of the work I have been doing so far, from two-dimensional systems to three-dimensional systems, which is a very important step in mimicking the native cell environment. Early trials in this direction were successful and I was able to inject starch microspheres into microfluidic channels.
Over all there are many exciting experiments that I want to perform, but I am also aware that time will maybe be constricting. From the experiences I gained during the first half of my PhD education and what I have learned throughout the different projects, I think I am much better prepared to handle this today than I was when I started.
**Master thesis project 1**

*In vitro* muscle cell culture, both of skeletal myocytes as well as cardio myocytes, has many potential application areas, ranging from tissue engineered constructs for medical purposes, over *in vitro* drug testing models, all the way to cultured meat for nutrition. Therefore, it is important to understand the underlying effects of cell differentiation, function and contractibility and to be able to control the necessary factors during cell culture to achieve optimal results.

One known important factor is cell contact guidance and it has been shown by us and others that micro-structured surfaces are capable of achieving a high degree of cell alignment. It is, also, known that many different bio-active substances, in solution or bound to the surface, play in an important role during the differentiation process. During the last two years, we have been starting to work with different microfluidic setups to tightly control the liquid composition on the cellular length scale and even to combine such liquid handling capabilities with different surface properties to recreate closer mimics of cell microenvironments. These systems could also be used to investigate different factors in a defined cell culture media composition and optimize their concentration individually to achieve optimal results. Defined media compositions have many benefits over the cell culture compositions that we normally use today. Instead of using animal derived serum to supply cells with growth factors and hormones, these substances are produced by recombined expression in bacteria and added to the media at known concentrations. Thus, media composition is always the same, does not use any animal products and can be fine-tuned to cellular needs more easily.
Master thesis project 2

Wound healing is a process by which the body is able to heal itself and partially restore tissue function. It is a complex process involving many different cell types and events happening both within minutes, but some taking up to years. One major aim for wound healing products is to reduce scar tissue formation and support biological processes leading to an increase of functional tissue formed after injury. One promising product in this respect is starch microspheres.

Although a lot of research has been performed in the area of wound healing, microspheres are a very recent development. It is therefore important to study the effect of microspheres on cells and processes ongoing during wound healing. The ability to study cellular fate processes on functionalized microspheres and the development of a relevant in vitro model for wound healing applications will be greatly enhanced and facilitated by the use of microfluidic networks. This will allow the application of gradients in chemical signaling molecules, gas concentration or extracellular matrix molecules, similar to the ones found in vivo, and thus will be a closer and more relevant model system for detailed studies of cellular behavior in a wound like situation.