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ABSTRACT

Distributed Denial of Service (DDoS) attacks can be so powerful that they can
easily deplete the computing resources or bandwidth of the potential targets,
by flooding massive packets. Internet infrastructures and network applications,
including social services and communication systems for emergency manage-
ment, are under the threat of the DDoS problem. This thesis aims at provid-
ing efficient methods which can detect and mitigate DDoS attacks, meanwhile
keeping the network performance degradation as little as possible.

Dealing with DDoS attacks is challenging, due to their multifaceted prop-
erties: dynamic attack rates, various kinds of targets, big scale of botnets, etc.
Multifaceted nature of DDoS attacks justifies the need for multifaceted defense.
Thus we address the DDoS problems from different aspects. In particular, in the
thesis we present an adaptive port-hopping method to address application-level
DDoS problems. The method enables multiparty applications to communicate
via ports changed periodically. Thus, the adversary cannot effectively attack
the communication ports of the targets. The proposed method can deal with
clock drifts among the communication parties without the need of acknowledg-
ments or time server. To address the bandwidth-flooding attacks, in the thesis,
we propose and present SIEVE, a lightweight distributed filtering method. De-
pending on the adversary’s ability, SIEVE can provide a standalone filter for
moderate adversary models and a complementary filter which can enhance the
performance of strong and more complex methods for stronger adversary mod-
els. SIEVE uses an overlay network to form a distributed “sieve” and uses
lightweight authenticators (e.g. source IP addresses) to filter packets. SIEVE
includes also a simple solution to protect connection setup procedures between
legitimate clients and protected servers, which can also be applied to address the
Denial-of-Capability (DoC) problem. In this thesis we present how to comple-
ment network-capability mechanisms by addressing the Denial-of-Capability
problem. Mitigating DDoS attacks are challenging not only for the end hosts,
but also for the network. By building on earlier work and improving on distri-
bution of control aspects, a proactive method, which we call CluB, is proposed
in this thesis to mitigate DDoS attacks. The method balances the effectiveness-



ii

overhead trade-off by addressing the issue of granularity of control in the net-
work. CluB can collaborate with different routing policies in the network,
including contemporary datagram options. We estimate the effectiveness of the
method and also study a set of factors for tuning the granularity of control. The
thesis also studies the problem of monitoring high-speed traffic and detecting
DDoS-related anomalies in a data streaming fashion to offer a detection at an
early stage in the core network, thus activating appropriate DDoS mitigations
only when necessary. We propose an IP-prefix based aggregation method to
monitor and detect DDoS-related anomalies. Furthermore, we investigate the
design space of combining parallel-distributed data streaming with both on-
line detection and baseline profile maintenance, and give detailed solutions for
achieving this. The proposed data streaming based DDoS defense solutions are
implemented upon a parallel-distributed data stream engine.

Keywords: Distributed Denial-of-Service, System Design, Network Security, Distributed

Computing, Data Streaming, Overlay, DDoS Detection
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Part I

INTRODUCTION





1
Overview

1.1 Background

According to the news on August 6, 2009, Twitter was shut down for hours,
silencing millions of Tweeters [21]. From a user’s point of view, the first indi-
cation of this outage was “site is down”. Actually, not only was the site down,
but client applications that depended on the Twitter API could also not connect
to the service, creating a complete Twitter blackout. According to the Twitter’s
admission, this outage was caused by a Denial of Service Attack.

A Denial of Service (DoS) attack is an attempt by the adversary1 to prevent
the legitimate users of a service from using that service. Generally speaking,
any attack that can saturate or exhaust system resources or get the system into

1The terms attacker and adversary are used interchangeably throughout this thesis.

3



4 CHAPTER 1. OVERVIEW

fault status sometimes even crashes should be identified as a DoS attack. DoS
problems are not new, they have been there for more than 20 years and keep
evolving over time. The first well-known DoS is the Morris Worm [72] which
is an Internet worm developed by a graduate student. This worm can exploit
and infect vulnerable systems automatically and then replicate itself. The net-
work can be easily congested with the massive messages created by this worm,
so Morris Worm is definitely a DoS, even though it was developed without ma-
licious intention. From then on, more and more DoS incidents were observed
and reported. Following the rapid growth of the Internet, by taking its amaz-
ing ability of information searching, retrieving and exchanging, more and more
social services rely on the network applications and communications. These
services include scheduling travel itineraries, receiving/reporting information
about severe weather or potential disasters, e-commerce, on-line medical diag-
nostics and scheduling emergency management events, etc. Any denial of such
services can cause huge damage, not only loss of money but may also loss of
human lives.

Nowadays, DoS attacks are usually launched in a distributed way: the at-
tack traffic is from many attacking sources and the aggregated traffic volume
is so big that it can easily deplete the victim’s key computing resources, such
as bandwidth and CPU time. When the adversary compromises multiple ma-
chines to launch a Denial-of-Service attack, this becomes a Distributed Denial-

of-Service (DDoS) attack. The period between year 2000 to year 2004 was the
period of the highest known frequency of DDoS attacks. In 2001, researchers
from CAIDA observed 12000 attacks against more than 5000 distinct targets
from a three week-long dataset [56], using backscatter analysis. The motives
of DDoS attacks can be various. Some people may just show off their skills or
prove that they found some system vulnerabilities, like the situation of Morris
Worm. Economic incentive is another motive of DoS attacks. Companies can
get benefits by launching attacks to their competitors or they can hire attackers
to do that [11]. On the other hand, if the attackers have the ability to launch
DDoS attacks, they can blackmail the victim, so the potential victim has to pay
for avoiding that [85]. Political reason is also an important motive. Incidents re-
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ported in [46] and [52] can be examples. In this sense, DoS, especially DDoS,
not only threatens the Internet, but also threatens the civil security, due to its
prevalent usage in cyber-crimes. Thus to understand well the characteristics of
DDoS problems and investigate corresponding defense mechanisms have sig-
nificant contributions not only for academia and industry, but also for the social
security and emergency management agencies, since they can use such knowl-
edge to enhance their abilities of risk assessments and help the stakeholders to
make appropriate decisions when facing DDoS threats.

Since DDoS problems can make huge damage and have big impact on le-
gitimate Internet usage and civil security, in the last decade, more and more re-
searchers from academia, industry and also government organizations devoted
themselves into this research area. Though many solutions were proposed to
solve the DDoS problem and some types of the attacks are indeed countered,
DDoS attacks continue to be a main threat in the Internet. According to the
report from Arbor Networks [58] the scale of the DDoS attacks evolved a lot
that it was observed a significant increase in the prevalence of attack rates in the
10 Bbps range. The frequency of DDoS attacks, though is not as high as year
2000 to year 2004, is still far from extinction. Figure 1.1 and Figure 1.2 show
the scale and frequency respectively.

Figure 1.1: The largest bandwidth attacks reported from 114 service providers. Source:

Arbor Networks [58]
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Figure 1.2: Average number of DDoS attacks per month during October 2010 to Septem-

ber 2011, based on the reports from 114 service providers throughout the world. We can

see that there are around 45% of the respondents encountered DDoS attacks 1-10 times

per month. More than 10% of the respondents encountered DDoS attacks 101-500 times

per month. Source: Arbor Networks [58]

1.2 Categories of DDoS Attacks

Preventing or mitigating DDoS attacks is not an easy job. First we have to
understand how the attacks work. To achieve the goal of DDoS, the adversary
can adopt various means: It can study the flaws of communication protocols
(or their implementations) and insert malformed or bogus packets to subvert the
legitimate communications. This kind of attacks can be called semantic attacks.
In semantic attacks, a single machine can complete the attack goal, since one
malformed packet is enough to imped the service. Semantic attacks can be
prevented by fixing the corresponding bugs in the protocols or applications.
While usually the adversary does not need to inspect the implementation of
protocols, it may just flood seemingly legitimate traffic to congest the victim’s
network or keep the victim busy processing the packets, so that the legitimate
clients cannot get served. This kind of attacks can be called brute force attacks.
To successfully flood packets to overwhelm the victim’s network, usually the
adversary needs to recruit many compromised machines or zombies to flood
packets simultaneously. Brute force attacks are the most common forms of the
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distributed denial of service attacks. The focus of this thesis is to defend against
brute force attacks.

1.2.1 Semantic attacks

Some typical examples of semantic attacks are:

Teardrop

The adversary sends incorrect IP fragments to the target. The target machine
may crash if it does not implement TCP/IP fragmentation re-assembly code
properly [14]. This kind of attack can be prevented by fixing the IP implemen-
tation bugs in operating systems.

Ping of Death

A ping of death is an attack that the adversary sends the victim a ping packet
which has more than 65535 bytes. Since many systems can not handle ping
packets larger than 65535 bytes, handling packets of this size may cause a buffer
overflow which may cause a system crash. More information can be found
in [37].

BGP Poisoning

The BGP protocol is used to establish routing paths between networks in Au-
tonomous system level. The routing information is updated by exchanging the
BGP advertisement between routers. Usually, the routers update their rout-
ing tables without verification of the BGP advertisements. The adversary can
subvert the network communication by announcing a better route to some des-
tinations, then all the packets to the destinations are routed to the adversary.
Also the adversary can disturb the BGP routing by announcing fake BGP ad-
vertisements with addresses of other routers. Then the corresponding traffic will
be routed to those routers which do not have optimal routes to the destination.
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These weak points in BGP are the basic motivation of designing secure BGP
(S–BGP) and other revised versions of BGP [38].

1.2.2 Brute Force attacks

Brute force attacks aim at exhausting the victim’s network bandwidth or com-
puting resources by means of flooding massive malicious packets. To deplete
the victim’s computation resources, the adversary usually uses the packets of In-
ternet protocols which have request-reply scheme, such as TCP, HTTP. During
the attacks, massive spurious requests are flooded to keep the target busy serv-
ing them, thus impeding the legitimate usage. To deplete the bandwidth, the
adversary can basically flood any types of packets to congest the target network
link. Examples can be UDP flooding and ICMP flooding.

SYN Flood

In a SYN flood attack, the adversary takes the advantage of the three-way hand-
shake for a TCP connection. In normal execution, when a TCP server receives
a SYN packet, it opens a session for this new connection and sends back a
SYN/ACK packet to the initiator. When it reaches a timeout and there is no
ACK packet received from the corresponding initiator, the session will be closed
and the corresponding resources for the session are released. During the attack,
the adversary continues sending SYN packets without sending back the final
ACK packets for the TCP handshakes, the server’s resource (e.g. memory) can
be quickly depleted by maintaining many half open sessions, thus legitimate
connection requests cannot be served. We refer to [27] for more details of SYN
flooding.

HTTP Flood

In HTTP flood attacks, the adversary floods massive spurious HTTP requests
for downloading a web file from the target server. This file is usually a large
file that the server may need to load from the hard disc and spend considerable
CPU time to transfer it via packets. However, continuously requesting big files
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can be suspicious. To avoid being detected, the adversary can instruct zombie
machines to get a specific web page as the start and then follow the links on that
page recursively, which can mimic the normal web browsing behaviors [63].

ICMP Flood (Smurf Attack)

In an ICMP flood attack, the adversary floods ICMP Echo packets to some net-
work which broadcasts these messages to all the hosts in the network. These
ICMP Echo packets have the victim’s IP address. All the hosts who receive the
echo packet will send Echo reply packets to the victim, which exhaust the vic-
tim’s bandwidth. Actually, this kind of attack is a mixture of a semantic attack
with brute force. The way the attack works is based on response mechanism in
ICMP. However, from the perspective of the victim, it is brute force, as the type
of the attack is just flooding packets from many machines. Similar to ICMP
flooding attack, the adversary can take advantages of any reply-based proto-
col to launch reflected attack, by spoofing requests from the victim to a large
set of Internet servers, resulting in a big volume of reply messages towards the
victim network. Common protocols used in this kind of attacks include DNS
queries [77], ICMP. For more information, one may refer to an analysis about
reflected attacks [62].

UDP Flood

During a UDP flood attack, the victim’s network is overwhelmed by a large
volume of UDP packets [13]. The attack packets are usually with random port
numbers. When the victim receives a packet, if there is no application listening
at the corresponding port, then the victim may generate an ICMP packet of “des-
tination unreachable” to the sender. Thus massive UDP packets to the victim’s
inactive ports may exhaust both incoming and outgoing capacities of the victim.

Note that, although we classify the DDoS attacks into different types, it does not
mean that every time the adversary only launches one type of attack. Basically,
the adversary can flood any type of packets in a DDoS attack. For example, the



10 CHAPTER 1. OVERVIEW

Figure 1.3: Stages of a typical DDoS attack

adversary can combine TCP SYN/ACK, ICMP Echo, ICMP Echo Reply, UDP
packets together to flood the victim. In this case, the attack is really hard to be
classified, so a filtering mechanism against a specific type of attacks may not be
sufficient to solve the problem.

1.2.3 Attack Tools

Basically, there are two phases in a DDoS attack. First the adversary exploits
the Internet to recruit machines which can be used as attacking agents (zom-
bies or bots). The procedure of finding vulnerable machines and making them
attacking agents are usually conducted by Trojans and worms, which can scan
remote machines for security holes and infect them with attack code. Examples
for such Trojans and worms can be found in [55]. After the recruiting phase,
when the adversary wants to launch an attack, the attacking commands can be
sent to the attacking agents. A typical procedure of a DDoS attack is shown
in Figure 1.3. To cover its real identity, the adversary usually recruits zombie
machines with the help of handler (master) machines. The adversary first com-
promises and infects one or more masters with attacking codes, according to
which the masters can further compromise other zombies. A typical DDoS net-
work is shown in Figure 1.4, which can also be referred to as a botnet. There
are several tools used for maintaining the DDoS network and launching attacks,
such as Trinoo [24], TFN [23], TFN2K [18], stacheldraht [22], Shaft [73] and
mstream [74]. All of these tools are based on the architecture shown in Fig-
ure 1.4. The differences among them are basically the communication patterns
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Figure 1.4: A typical DDoS network

between the adversary and the masters, and also between the masters and the
zombies. The types of attack packets are also different from different tools.
For a brief explanation about these attacking tools, one may refer to [10]. For
more information about the architecture of the botnets and their communication
patterns, we refer to [19, 33].

It is noticeable that for some situations the adversary can assemble the bots
army with volunteers, if they have some common purpose. One example is an
orchestrated attack on organizations such as Mastercard.com, PayPal, Visa.com
and PostFinancesuch in 2010. This attack was launched by a group of peo-
ple called ”anonymous” who wanted to express their indignation to the injus-
tice against Wikileaks [1]. The attack is launched using an attack tool called
LOIC [4], which can direct the volunteers to attack the indicated websites with
massive HTTP requests. It is easy to join in such attacks. Volunteers only have
to open an on-line web page created by the attack initiator and click the at-
tack button on the page, then the web browser will repeatedly and rapidly send
HTTP requests to the target [35].
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1.3 Challenges for DDoS Defense

DDoS attacks are powerful, since the adversary can get very big aggregated
bandwidth from many compromised machine, it is very easy to overwhelm the
victim’s network due the asymmetry of the bandwidth resources. Defending
against DDoS is a difficult task, not only because of its big attack scale, but
also because of the various strategies that the attacker can adopt. In particular,
challenges for DDoS defense include:

The attacking sources are distributed In DDoS attacks, the attacking traf-
fic consists of many malicious flows originating from hosts which are usually
scattered among the Internet. If the malicious traffic is composed of a huge
number of small malicious flows, it is difficult to distinguish the good and mali-
cious traffic. Besides, the Internet infrastructure seldom provides services to the
end hosts for controlling traffic sent to them. Instead, based on the end-to-end

paradigm or simple core and complex edge [53], when packets are forwarded in
the Internet, the intermediate networks (especially the core routers) will do the
best-effort to deliver the packets to their destinations. So when DDoS attacks
happen the victim usually does not have the ability to prevent the traffic of oth-
ers from reaching its network. It is frequently necessary to have a distributed,
possibly coordinated response system [55]. It is also desirable that the defense
mechanism can be deployed in a distributed manner at many points of the In-
ternet, thus filtering the malicious traffic as much as possible before it reaches
the target. However, global deployment is always hard to achieve due to the
distributed administration of the Internet.

IP spoofing is quite common in DDoS attacks IP spoofing refers to assign-
ing an IP packet with a source address which is not the address of the sender.
The attacker can use spoofed IP addresses in the malicious packets to cover
the real identities of the attacking sources. IP spoofing may affect the accuracy
of the counter measures of DDoS attacks. Since some of the attack detection
mechanisms identify the abnormal traffic by source addresses, if the source
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addresses are spoofed, traffic from innocent hosts may be blocked but the ma-
licious traffic may still reach the victim if the attacker changes addresses in the
malicious packets. There are many solutions against IP spoofing, however any
solution that relies on message authentication is potentially vulnerable to DoS
attacks [28]. Ingress-filtering [48, 59] or router based filtering [47] also cannot
solve the problem completely, due to the global deployment requirement and
the multipath routing scheme of the Internet.

The attack rate can be dynamic During a DDoS attack, all zombie machines
may flood the victim simultaneously with all their sending capacities. The ag-
gregated attack traffic can suddenly grow far beyond the target link capacity.
However, big abrupt changes of the traffic can be easily detected, so the ad-
versary may gradually increase the attack traffic rate to consume the link band-
width slowly to avoid being discovered. The adversary can also attack the target
link with periodic short traffic bursts (which refers to pulsing attack [55]) that
keep protocols who have congestion-control mechanisms, such as TCP, sending
packets with low rates [43].

The attacker may have various attack abilities It would be even worse, if
the adversary can combine other malicious behaviors with DDoS attacks. For
example, the adversary may eavesdrop some network links and it can analyze
packets sent by legitimate hosts (which is referred as sniffing); the attacker may
also pretend to be other network hosts (which is referred as man-in-the-middle)
so that it may subvert the corresponding communications of other hosts; sev-
eral malicious hosts may even collude to confuse or deceive legitimate hosts or
network administrative entities. So the problem is even more complicated and
difficult, if we want to deal with such powerful attackers.

The legitimate traffic should be affected as little as possible Mitigating is
always a two-fold project: On one hand, the illegitimate traffic should be fil-
tered as much as possible, while on the other hand, the network performance
for the legitimate traffic should be degraded as little as possible. Actually, there
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is a trade-off between the two aspects of the project: to effectively and accu-
rately filter out malicious traffic, fine-grained traffic inspection or classification
algorithms are needed. However, the time complexity of such inspection or clas-
sification procedures is not trivial. Continuously operating such algorithms will
definitely harm the throughput of the legitimate traffic, since packets may be
queued in the checking entities and need more time to be forwarded. Due to the
big scale of the DDoS attacks (e.g. the attack rate can reach multi-10Gbps [58]),
the network checking entities which execute packet inspections and filtering
may run out of resources and become potential targets of the DDoS attacks.

1.4 State-of-the-art of DDoS defense

According to the activity level, the DDoS defense mechanisms can be clas-
sified as proactive defense, reactive defense, and DDoS detection. Proactive
defense aims at preventing the malicious packets from reaching the victim, thus
they cannot impact the protected service. Proactive defense methods are always
turned on so that the malicious packets can be dropped as soon as possible
when they are identified. Reactive defense aims at minimizing the loss caused
by DDoS attacks. Reactive defense methods are always activated after the at-
tacks are detected or the targeted service has already impacted. DDoS detection
aims at detecting DDoS attacks when they are launched. It is important, since
the detection results may impact when and which defense methods should be
activated.

Based on the deployment layer, the defense mechanisms can be classified
as application defense and network defense, depending on whether network
entities, e.g. routers, other than the end hosts are involved for mitigating the
attacks. In this section, to connect with our work, we give a brief overview of
the exiting DDoS defense mechanism based on the classification of application

defense and network defense. For more classifications and surveys of DDoS
defense mechanisms, we refer to [50, 53, 55, 63].
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1.4.1 Network-defense mechanisms

Network-defense mechanisms can be mainly categorized into proactive solu-

tions, reactive solutions and DDoS detections:

Proactive network-defense

Proactive solutions aim at mitigating or preventing the DDoS attacks before
they affect the performance of targets. Most of them focus on finding methods
to identify the malicious packets and drop them as early as possible when they
are transfered in the network. Some proactive solutions try to mitigate DDoS
attacks by filtering out packets with spoofed IP addresses [29, 47, 59], due to
the fact that many DDoS attacks involve IP spoofing. The basic idea is that
routers keep information about the set of the IP addresses that each interface
is expected to see. If the router receives a packet with the source address not
belonging to the expected address-set of the corresponding interface, the packet
is identified as malicious and it will be dropped. For example, a leaf network2

has the network address 129.16.22.0/24. When the access router receives a
packet leaving this leaf network, the packet should have source address with the
prefix 129.16.22.∗. The malicious packets whose addresses do not have prefix
129.16.22.∗ cannot leave the network and will be dropped by the access router.
However, such filtering mechanism is not sufficient to solve DDoS problem.
The attacker can still spoof the addresses within the expected range. Sometimes
when the “attack army” consists of a huge number of zombie machines, the
attacker does not even have to use IP spoofing, since each zombie machine can
just flood a small volume of traffic with its own address, then the aggregated
malicious traffic is enough to overwhelm the victim network.

To effectively distinguish malicious packets from legitimate packets, Capa-

bility based mechanisms [3, 49, 60, 82, 83] against DDoS were proposed as an
alternative. The essential component in this kind of solutions is a hash-based
message authentication token (capability) which is binded with the addresses of

2A leaf network does not offer service of forwarding packets from other networks. In the graph-
ical network topology, a leaf network appears as a leaf node in the graph.



16 CHAPTER 1. OVERVIEW

the packet sender and receiver. When a sender wants to send data to a receiver,
it should first send a request to the receiver to get the permission for sending.
After checking the sender’s identification, the receiver will grant the capability
to the sender, and this capability will be added in the following packets from
the sender to the receiver. Capabilities can be generated by the receiver or by
the routers along the path. In order to avoid the possibility that the attacker
may break the capability by intensive searching, capabilities are changed pe-
riodically. Packets from a specific sender have to be always forwarded along
the same path, since only the routers along that path can check the validities
the packets which implies that every capability is path-dependent. If the path is
broken, the capability should be regenerated. Also, intermediate routers do not
take charge of issuing capabilities, they just forward all the packets with valid
capabilities. This implies that malicious hosts can allow each other to send traf-
fic and flood a part of the network. Another important issue is that attackers can
flood capability-request packets to the request channel to prevent the legitimate
requests being delivered. The attack against the initial capability request was
referred to as Denial of Capability (DoC) [5]; i.e. capabilities need to be used
together with mechanisms against DoC [30, 61].

Overlay networks are also proposed to act as the filters against DDoS at-
tacks. The overlay nodes can be either routers or regular machines. Since over-
lay networks are easy to deploy and do not require global changes of the cur-
rent routing protocols, many proactive defense mechanisms are built on over-
lay networks [2, 25, 39, 65, 70, 71]. The basic idea is to use an overlay net-
work as a proxy for the protected victim. Any packet that goes to the victim
should be checked and forwarded by the overlay nodes, thus expanding the
receiving and filtering capacity of the protected victim. However, most of the
overlay-based solutions still face the problems as the capability-based solutions:
First, unforgeable authentication tokens (e.g. MACs) are used for packets fil-
tering, which may undermine the throughput of the filtering entities (i.e. over-
lay nodes). Second, the attacker can flood the request channel to prevent the
legitimate hosts from getting the authentication tokens. Early overlay-based
solutions, such as SOS [39] and Mayday [2], do not consider the issue of se-
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curing request channel, since they focus on protecting the traffic of confirmed

users, which by assumption have prior permissions to communicate with the
server. MOVE [71] uses SSL and Multipath-Overlay [70] uses UMAC [9] to
authenticate packets. For protecting the connection setup phase, MOVE and
Multipath-Overlay push the task of distinguishing spurious requests to overlay
nodes who may accept all the connection requests, due to the lack of the local
knowledge of the server. These two solutions also suggest to use Graphic Turing
Test (GTT) for filtering out requests from remotely controlled zombie machines.
However, GTT needs humans involved and is not transparent to users. Over-
Dose [65] protects the request channel by using crypto-puzzles. Each request
packet should contain a correct solution of a puzzle generated with the current
puzzle seed (which is changed periodically), and packets with correct solutions
of puzzles in higher levels have priority for being forwarded. OverDose pro-
poses to use flow cookies [12] to authenticate and regulate flows. However, it
requires the overlay nodes to keep states for all the clients who have legitimate
flow cookies. Phalanx [25] tries to provide a system that is easy to deploy, yet
is powerful enough to mitigate DDoS attacks. Phalanx uses puzzle-based solu-
tion as OverDose to protect request channel. Instead of using overlay nodes to
filter malicious packets, Phalanx uses overlay nodes as temporary mailboxes of
the server. Legitimate clients send different packets to different overlay nodes
according to a pseudo-random pattern. In order to get legitimate packets, the
server has to know which client sends which packet to which overlay node, and
has to send requests to the correct overlay nodes as soon as possible to get the
packets before the buffer of the overlay node becomes overloaded. With big
number of clients and legitimate packets, the overhead can be too high for the
server to perform those operations.

Reactive network-defense

Generally speaking, reactive solutions aim at mitigating DDoS attacks after the
attacks have been detected. This detection is usually a task of the targets, since
the targets are the real witnesses of the attacks. The malicious traffic can be
identified by the paths through which it is forwarded using various IP traceback
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methods [20, 64, 66, 67]. Roughly speaking, in the IP traceback methods, the
routers in the network put marks in the packets traversing them. When DDoS
attacks happen, the victim can use these marks to assemble the paths through
which the malicious traffic has been forwarded, then the victims can require the
routers along those paths to filter the corresponding malicious traffic. These fil-
tering processes can also be done recursively from the victims’ gateway routers
to the attacking sources’ gateway routers [6, 51].

There are some other reactive solutions whose objective is to achieve some
kinds of fairness (e.g. max-min fairness) when DDoS attacks happen [17, 75,
84]. These mechanisms will adjust the rate limits for different links according to
their flow volumes in the normal situation and their recent flow fluctuations. The
ideal goal is that when an attack happens, the malicious flow must be controlled
within its part of the network, and this part of the network should be identified
and isolated as much as possible; the network used mostly by legitimate users
should not be affected.

The reactive defense mentioned above can effectively mitigate DDoS at-
tacks when the attack paths can be successfully identified. But when the attack-
ing sources are quite scattered among the Internet, it is not easy to identify the
path through which the attack traffic is forwarded, especially when the attacker
compromises millions of zombie machines and each of them sends a small vol-
ume of malicious traffic which is similar to the legitimate traffic.

Reactive network-defense methods also include solutions using congestion
puzzles. Wang et al. [79] proposed countermeasures based on congestion puz-

zles (CP) to mitigate bandwidth-exhaustion attacks. CP mechanism attempts to
force the attacker to invest vast computation resources in order to effectively
perform DoS(DDoS) attacks. Once a link is congested, the adjacent router
requires the traffic flow to be accompanied by a corresponding computation

flow– a continuous flow of puzzle solutions. Since solving a puzzle requires a
brute-force search in the solution space, the computation flow imposes a com-
putational burden on the clients who transmit traffic via the router. The au-
thors also extend CP mechanism to a distributed puzzle mechanism (DPM). In
DPM, a router can ask its upstream routers to help with controlling the traffic
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flows before they converge to the congested link. The same authors also extend
the method to a multi-layer framework that uses puzzles to solve both con-
nection requests flood (e.g HTTP flood and SYN flood) and bandwidth-based
flood [80].

There are two issues of puzzle-based solutions: First, throughput of legiti-
mate traffic can be affected due to the computation burden to solve the puzzles.
Second, the proposed mechanism can cause unfairness in puzzle-solving time
over different hardware platforms.

DDoS detection

Systems used to detect DDoS attacks are considered as a type of Network In-

trusion Detection Systems (NIDs). The latter employ two distinct approaches to
detect malicious activities: signature-based detection and anomaly-based de-

tection [42]. Signature-based detection is used to detect known security threats
(e.g., a virus or malformed packets) looking for specific patterns (signatures) to
appear in individual packets. On the other hand, anomaly-based NID is used
to detect potential security threats based on abnormal behaviors over a set of
packets. Due to the nature of flooding-based DDoS attacks, where every mali-
cious packet may seem legitimate if analyzed individually but where the overall
traffic behavior may suffer abrupt variations (e.g. abrupt increases of traffic vol-
ume), anomaly-based detection is always used to detect flooding-based DDoS
attacks.

In the recent decade, many anomaly-based detection methods were pro-
posed to identify DDoS attacks from network traffic. Basically, these detection
methods can be classified into two categories: off-line DDoS mining and on-line

DDoS detection. Off-line DDoS mining usually try to find attacks by analyzing
the main characteristics of feature distributions of the network traffic with some
systematic methods, such as PCA (Principal Component Analysis) ) [44, 45]
and dominate states analysis [81]. The basic idea of PCA is to embed the multi-
dimensional data into lower dimensional subspace in which normal instances
and the anomalies appear significantly different. The basic idea of the dominate
states analysis is to explore the interaction or dependence among the dimen-
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sions of the data by identifying subset of values (dominate states) to represent
or approximate the original data in their probability distribution. Anomalies can
be identified since their dominate states deviate significantly from the normal
ones. When the network anomalies are identified, data clustering methods, such
as k-means clustering [34], are applied to group different types of anomalies to-
gether for further identification, correlating anomalies to attacks. To achieve
accurate analysis results, the processing procedures of off-line methods are ex-
ecuted on the whole data trace, and these methods usually involve expensive
computations, e.g PCA involves matrix computations for computing principal
components of the data. So the off-line DDoS mining methods can hardly be
used in online detection, due to time and space complexities. However, the
analysis results from the off-line anomaly mining can help build the base-line
profile for the real time detection.

Considering the big scale of the DDoS attacks, detection over big volume
of traffic (e.g. multi-10Gbps) is really challenging. Computation over massive
data streams is being studied in the emerging field of data streaming, aiming
at methods for processing massive amounts of data in a real-time fashion, such
that each tuple in the data stream is only processed once. Data streaming com-
putation has been adopted in applications such as financial markets and mobile
phones or credit card fraud detection applications [16]. Recently, data stream-
ing has also been proposed for DDoS detection at high-speed network links,
where streams of packets are processed by continuous queries to find anoma-
lous DDoS-related traffic patterns in real time. Data streaming queries are re-
ferred to as continuous as they are constantly “standing” over the streaming
tuples and continuously producing output results.

Most data-streaming based DDoS detection methods focus on using space-
efficient and time-efficient algorithm to keep track of the heavy hitters, e.g. a
source sending lots of packets to many destinations, in the monitored traffic.
One particular algorithm used is sketch algorithm [31, 32, 40, 41, 86]. Sketch is
a probabilistic summary technique which can sustain large streaming datasets.
It keeps the summary updates using projection along random vectors to achieve
space efficiency with guaranteed probabilistic reconstruction accuracy. How-
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ever, sketch based solutions do not support continuous monitoring with sliding
window, since the random vectors used for maintaining the sketches are reset
when some anomalies are detected or some predefined period expires. Thus
sketch-based solution may miss the anomalies spanning consecutive periods.

Considering the types of DDoS attacks that are in the focus of the previous
work in DDoS detection, SYN flooding is the most common one, since such
attacks usually cause imbalance between the number of SYN packets and the
SYN/ACK or FIN packets [31, 32, 40]. However, monitoring such imbalance to
detect SYN flooding may require the monitor to be deployed at the edge routers,
due to the routing asymmetry. So solutions which can detect DDoS attacks at
the early stage, i.e. at the backbone links, are desired. However, monitoring
high speed traffic in backbone links is challenging [68].

To detect bandwidth flooding attacks, change-point detection [76] and wavelet

analysis [8] were proposed. Change-point detection maintains a moving aver-

age of each flow and compares the current flow rate against the moving average;
if the changing ratio exceeds the threshold, then the flow is identified as suspi-
cious. Wavelet detection maps the series of the flow rates into a spectral domain.
Since the attack flows and the legitimate flows have distinguishable frequency
components, the presence of attack flows can be detected. However, most of
the change-point based and wavelet-based detections only focus on detecting
the abrupt changes of the traffic rate, so they may be insufficient for detecting
connection requests flooding, like SYN flooding, since the traffic rate may not
increase so much in such attacks.

1.4.2 Application-defense mechanisms

Most application-defense mechanisms focus on dealing with SYN flood and
HTTP flood attacks. Typical reactive methods include SYN cookies [26] and
client puzzles [78]. SYN cookies prevent the victim system from keeping half-
open states for incomplete TCP connections. The server only allocates re-
sources when it receives an ACK packet with a valid cookie. Client puzzles can
slow down the attacker’s rate of generating valid connection requests, since it
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has to solve the puzzles. Typical proactive methods include active tests such as
CAPTCHAs [57] which can tell whether the suspicious connection requests are
generated by human beings or automatically by the zombie machines by show-
ing the letters in a CAPTCHA’s image. Figure 1.5 gives an example for such im-
ages. These solutions are designed for specific types of DDoS attacks, they can-
not defend general packets-flooding attacks to the communication channels of
the network-based applications (puzzle-based solutions may help, but as men-
tioned before, they affect the throughput of the legitimate traffic).

Figure 1.5: Example of CAPTCHA images

When considering general solutions for network-based applications to de-
fend DDoS attacks, Badishi et al. [7] proposed a port-hopping scheme that en-
ables the applications to defend DDoS attacks by changing their communication
ports. This solution is motivated by the fact that network-based applications
commonly provide some open port(s) for communication, making themselves
become targets for DoS attacks. Adversaries who have the ability of eaves-
dropping messages exchanged by the applications can identify open ports and
launch directed attacks to those ports.

Badishi et al. presented a acknowledgment-based port-hopping protocol
in [7]. The protocol in that paper is focused on the communication between
two parties, modeled as sender and receiver. The receiver sends back an ac-
knowledgment for every message received from the sender, and the sender uses
these acknowledgments as the signals to change the destination port numbers
of its messages. Since this protocol is acknowledgment-based, time synchro-
nization is not necessary. But note that the acknowledgments can be lost in the
network, and this may keep the two parties using a certain port for a longer
time. If the attacker gets the port number during this time, then a directed at-

tack will be launched under which the legitimate communication can hardly



1.5. CONTRIBUTION OF THE THESIS 23

survive. To cope with that, a solution that reinitializes the protocol is presented
in the same paper. The latter solution depends on clocks having the same rate;
it allows for bounded drift in the clock phases (resulting in bounded differences
of clock values) but not their rates (which would imply arbitrary differences of
clock values). In [7] the authors also present a rigorous model and analysis of
the problem of possible DoS to applications (ports) by an adaptive adversary,
i.e. one that can eavesdrop, as in our case, too. The analysis, besides the parts
that involve the port-hopping protocols proposed in that paper, also includes a
part analyzing the effect of adversary’s different strategies for launching blind
attacks.

There is a client-transparent approach proposed in [69] which is quite simi-
lar to port hopping. This approach uses JavaScript to embed authentication code
into the TCP/IP layer of the networking stack, so the messages with invalid au-
thentication code would be filtered by the server’s firewall. In oder to defend the
DoS attacks, the authentication code changes periodically. There is a challenge
server in charge of issuing keys, controlling the number of clients connected
with the server and synchronizing the clients with the server as well. Since this
approach relies on the challenge server, the protection of the challenge server
is quite important. The paper mentions that a cryptographic based mechanism
can be used to protect the challenge server, but this is not discussed in detail.

1.5 Contribution of the thesis

Distributed Denial of Service attacks are really hard to defend, due to their
multifaceted natures: dynamic attack rates, various kinds of targets, big scale of
botnets, etc. A complete and comprehensive defense solution (if there is any)
for DDoS problem might even not be achievable. Instead, the multifaceted at-
tack natures justify the need for multifaceted defense. In this thesis the research
is focused on addressing the DDoS problem from different aspects which are
motivated by the following questions:

1. Can network applications be provided with stronger anti-DDoS methods,

less dependent on the network and host characteristics such as timing
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uncertainties?

2. Can we provide a method that is easy to deploy and has low overhead for

filtering packets, yet is powerful enough to mitigate DDoS bandwidth-

based attacks? Can we provide simple solutions to mitigate the request

channel flooding problem which is encountered by many proactive de-

fense mechanisms?

3. Can the network core provide protection of individual domains or end-

hosts, thus managing related trade-offs? How to distribute the responsi-

bility and knowledge of controlling the network traffic in order to address

the DDoS threats to both the end hosts and the core of the network?

4. Can we provide efficient on-line detection methods that can detect differ-

ent types of DDoS attacks at high speed links?

Below we explain the thesis contributions towards answering the questions
above. Basically, we address the DDoS problem from two aspects: DDoS miti-
gation and DDoS detection. For DDoS mitigation, we focus on both application-
defense and network-defense. For DDoS detection, we focus on on-line detec-
tion of different types of DDoS attacks over big volume of data streams.

1.5.1 Applications defend DDoS attacks using port hopping

A critical issue of the port-hopping scheme is synchronizing the communication
parties. Two main kinds of synchronization mechanisms are presented in the
previous work. One is acknowledgment-based and the other one depends on
synchronized clocks (cf. section 1.4.2). As acknowledgment loss can cause
a situation where a port may remain open for a time interval long enough for
an eavesdropping adversary to identify it and launches a directed attack to it.
Having synchronized clocks may imply need for synchronization server, which
could be the weak point in the system. An interesting middle ground exists for
investigation and for employing the method on common networking systems.
We investigate such questions opened in the earlier work and improve the port
hopping scheme, so that it can be used (i) in the presence of timing uncertainty,
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i.e. clock-rate drifts, implying that clock values can vary arbitrarily much with
time; and (ii) in multi-party communication.

In particular, in order to deal with hopping in the presence of clock-rate
drifts, we propose an adaptive algorithm, executed by each client when its hop-
ping period length and alignment drift apart from the server’s. To enable multi-
party communication with port-hopping, we present an algorithm for a server
to support hopping with many clients, without the server needing to keep state
for each client individually. The basic idea in both algorithms is that each client
interacts independently with the server and considers the server’s clock as the
point of reference; moreover, the server does not need to maintain a state for
each client, since the main responsibility for the coordination is assigned to the
client(s). As in e.g. TCP, a client of one session can be a server for another (pos-
sibly concurrent) session, hence the solution fits for symmetric use. According
to the properties of our algorithm, there is no need for group synchronization
which would raise scalability issues.

1.5.2 Lightweight filter balancing throughput and protection
trade-off

By studying the communication architecture of the modern botnets [33], it is
observed that the adversary usually needs some time to configure the bots with
new attack commands. We reflected on this and on earlier research, i.e. the
“hopping” paradigm where it is shown that smart updating of secret knowl-
edge enables to both allow legitimate entities to use resources and leave non-
legitimate ones “in the dark”. Inspired from this reflection, we extended our
“hopping” paradigm into network level aiming at mitigating bandwidth flood
attacks.

Unlike other proactive network defense solutions that use message authenti-
cation codes (MACs) to distinguish malicious packets from legitimate packets,
we use lightweight authenticators, i.e. IP addresses. According to its address,
a legitimate host sends its packets to different filtering points in different time
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periods. Since it takes time for the adversary to find out the filtering rules and
to configure an attack using zombie machines, e.g. a botnet, if the filtering rules
can change with appropriate timing, the adversary can be kept in the “dark” and
cannot launch flooding attacks effectively. Using IP addresses as the authenti-
cators needs neither extra fields in the packet header nor extra processing time
for each incoming packet. This implies saving of many orders of magnitude of
CPU cycles compared with MAC authentication.

SIEVE, our proposed lightweight filter uses an overlay network for build-
ing distributed checking points, since it does not require global changes of the
current routing protocols. To send packets to the correct overlay nodes, each
legitimate hosts still have to request this information from the protected server.
We provide a simple solution to solve the problem of requests flooding attacks.
Roughly speaking, in our solution, network hosts are partitioned into domains.
Each domain has its quota per time period for sending connection requests to
the server. Even if the adversary can compromise many sending sources in some
domains, the connection requests from the uninfected domains will not be af-
fected. In each infected domain, the solution provides guaranteed probability
for legitimate clients whose requests will be forwarded by the overlay node.

1.5.3 Complementing the network-capability mechanism

As mentioned in section 1.4, we found that the network-capability mechanism is
a novel approach to prevent DDoS proactively. However, this approach may suf-
fer from the Denial-of-Capability (DoC) problem. This problem can be viewed
as a problem of denial-of-connection. The DoC problem is that the adversary
may flood connection requests to a specific server, so that the requests from
legitimate users can not be received by the server. We give a sink-tree based
quota allocation method to mitigate this kind of problems. Our basic solution
is to distribute the quota of the tickets for the connections of the server. An
analogy could be the tickets for a concert: You can only buy the tickets in your
own area, e.g. city or country, so the adversary can only exhaust the quota in its
area, while other areas will not be affected. We also address several important
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issues, such as controlling the number of tickets that one host can get, how to
distribute the tickets and how to maintain the distribution.

1.5.4 Tuning the granularity of traffic control

Considering malicious traffic, we would like to ideally disallow it completely
from consuming network resources as what the network-capability mechanisms
do. Ideally in an imaginary world, if we have a global network monitor that is
extremely powerful and can observe and control every flow between any pair of
hosts, DDoS attacks could be mitigated by having this monitor identify every
potential DDoS attack and stop the corresponding traffic as soon as possible be-
fore it reaches the target. However, it is well-understood that such a centralized
counter-measure is practically impossible due to huge implied overhead —it
would actually resemble a DoS attack itself! On the other hand, a completely
distributed low-overhead solution, where every entity has only local informa-
tion, can have limited effect in stopping malicious traffic at some distance from
the target. Seeing the problem from this perspective, we observe a trade-off in
the achievable protection level of the network and the efficiency/overhead of the
protecting method, depending on the granularity of control.

Roughly speaking, to balance this trade-off, we would wish to have some
distribution of control and responsibility. This observation led us to think of an
analogy in real-life; namely the exit and entry control problem between coun-
tries in the world. A citizen of one country needs a passport and the correspond-
ing visa to go to another country. The passport stands for a permission that the
local country allows this person to go abroad and recognizes this person as a
good citizen. The visa is the permission from the destination country to allow
this person to enter in. If this person will transfer a flight in a third country, a
transit permission for passing by that country may be needed.

Inspired by the above idea, we propose CluB : a Cluster-Based architecture
that prevent DDoS attacks proactively. In CluB, the network consists of a set
of clusters —in the Internet, these can be e.g. Autonomous Systems (AS), or
neighborhoods of ASes. Packets need permissions to exit, enter, or pass-by
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different clusters.

We addressed the following issues in our architecture: We present and an-
alyze the right level of distribution so that this can be feasible and scalable,
how the permissions are issued, how the permission-control is carried out, how
the permissions will be implemented so that they are hard to be faked by ad-
versaries, what is the level of protection that can be achieved. We observe
and study trade-offs in the achievable protection level of the network and the
efficiency/overhead of the protecting method, depending on the granularity of
control.

1.5.5 Scalable online DDoS detection

As discussed in section 1.4, reactive network defense always relies on the victim
to identify malicious traffic by deploying detection mechanisms at the edge of
the network. So it can not detect the attacks before the malicious traffic reaches
the victim network. It also may fail to detect the attacks targeted at the core net-
work. On the other hand, proactive network defense may degrade the network
performance due to its continuous operations of checking packets. Therefore, it
is desirable to have a powerful detection mechanism which can provide online
DDoS detection at the vantage points, e.g. backbone links, thus offering a pro-
tection at an early stage in the core network and activating appropriate DDoS
mitigations only when necessary.

Motivated by the above consideration, we focused on online DDoS detec-
tion over big volume of network traffic in a data streaming manner where each
monitored packet is only processed once. In particular, we identified a small
set of traffic features that can capture the anomalies reflecting most of impor-
tant types of DDoS attacks. To keep the baseline profile (used for anomaly-
based DDoS detection) updating with the evolution of the normal traffic, we
provided solutions for both online DDoS detection and the baseline profile
maintenance in a data streaming fashion. To meet the time and space con-
straints, we proposed scalable prefix-based aggregation and coordinate-based
measurement for monitoring traffic and detecting DDoS-anomalies from high-
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speed network links in an efficient data streaming fashion. Furthermore, we
also defined a filtering mechanism that, upon detection of a DDoS attack, maxi-
mizes the forwarding of legitimate traffic while discarding as much illegitimate
traffic as possible, by prioritizing traffic from the more familiar sources based
on the monitoring and profiling information.

1.6 Chapters outline

Chapter 2, Paper I: Mitigating Distributed Denial of Service
Attacks in Multiparty Applications in the Presence of Clock
Drifts

By identifying the synchronization problem of the port-hopping method, we
study the case where the communication parties have clock with rate drifts,
which is common in networking. We propose and present an algorithm, BIG-
WHEEL, for servers to communicate in a scalable way with multiple clients in a
port-hopping manner, thus enabling support to multi-party applications as well.
The algorithm does not rely on the server having a fixed port open in the begin-
ning, neither does it require from the client to get a “first-contact” port from a
third party. We also present an adaptive algorithm, HOPERAA, for hopping in
the presence of clock-drift. The algorithm is simple, based on each client inter-
acting with the server independently of the other clients, without the need of the
server keeping a state for each client separately, or issuing acknowledgments or
using any time server. We show the properties of our solutions both analytically
and experimentally.

Chapter 3, Paper II: Off-the-Wall: Lightweight Distributed
Filtering to Mitigate Distributed Denial of Service Attacks

To balance the security/throughput trade-off of filtering malicious packets, we
propose and present SIEVE, a lightweight distributed filtering method. De-
pending on the adversary’s ability, SIEVE can provide a standalone filter for
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moderate adversary models and a complementary filter which can enhance the
performance of strong and more complex methods for stronger adversary mod-
els. SIEVE uses an overlay network to form a distributed “sieve” to filter ma-
licious traffic aimed at servers. Overlay nodes use lightweight authenticators

(e.g. source IP addresses) to filter packets. SIEVE includes also a simple solu-
tion to protect connection setup procedures between legitimate clients and pro-
tected servers, which provides guaranteed probability for the legitimate packets
to receive service. We present analytical and simulation-based studies of the
filtering efficiency and overhead of SIEVE and give a cost guideline on con-
figuring the distributed filter based on the customized demand, thus balancing
trade-offs.

Chapter 4, Paper III: Mitigating Distributed Denial of Capa-
bility Attacks Using Sink Tree Based Quota Allocation

As mentioned in section 1.4, most proactive defense mechanisms encounter the
problem of request-channel flooding. Here we mitigate such problem by offer-
ing a solution to a typical instance of such attacks. In particular, we propose an
algorithm to mitigate Denial of Capability (DoC) attacks. The algorithm divides
the server’s capacity for handling capability requests into quotas. Quotas are al-
located based on a sink tree architecture. Randomization and Bloom filtering
are used as tools against identified attacking scenarios. We both theoretically
and experimentally demonstrate the properties of our algorithm, showing that
legitimate hosts get service with guaranteed probability.

Chapter 5, Paper IV: CluB: A Cluster Based Framework for
Mitigating Distributed Denial of Service Attacks

In this paper we study the problem of distributing the traffic control abilities
among network entities, in order to achieve different granularities of DDoS mit-
igation. In particular, we propose a proactive cluster-based method to mitigate
DDoS attacks, which we call CluB. This method treats the DDoS problem in
a distributed manner, possibly at the granularity of Autonomous System level,
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which are natural administrative domains. We addressed the malicious traffic
control problem in two levels: intra-cluster level and inter-cluster level. CluB
can collaborate with different routing policies in the network, including con-
temporary datagram options. Our method balances the effectiveness-overhead
trade-off by addressing the issue of granularity of control in the network which
we studied in the paper. We present the results of our studies and outline new
questions for future research.

Chapter 6, Paper V: STONE: A Stream-based DDoS Defense
Framework

In this paper we study the problem of monitoring high-speed traffic and de-
tecting DDoS-related anomalies in a data streaming fashion. In particular, we
present the design and implementation of a scalable online DDoS defense ar-
chitecture, which can detect and mitigate DDoS attacks at high-speed network
links, e.g. backbone links, thus offering a protection at an early stage in the
core network. By investigating the traffic patterns of different forms of DDoS
attacks (including connection requests flooding and bandwidth flooding), we
propose an IP-prefix based aggregation method to monitor and detect DDoS-
related anomalies. Furthermore, distinguishing from the prior DDoS detection
solutions, we investigate the design space of combining parallel-distributed data
streaming with both online detection and baseline profile maintenance, and give
detailed solutions for achieving this. The proposed data streaming based DDoS
defense solutions are implemented upon a parallel-distributed data stream en-
gine. According to the evaluation with traffic based on real network datasets,
the proposed solution achieves good scalability to the growing incoming traffic
load, and the lightweight built-in filter can effectively block malicious packets
from reaching the target when attacks are detected.

1.7 Conclusions and future research questions

Defending distributed denial of service attacks is challenging, due to their mul-
tifaceted natures: dynamic attack rates, various kinds of targets, big scale of
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botnets, etc. Providing a complete and comprehensive defense solution (if there
is any) for the DDoS problem could be very difficult. The project involves the
investigation into subjects of multiple research fields, including network secu-
rity, distributed computing, algorithm/protocol design. Instead, based on the
study in this thesis, multifaceted attack natures justify the need for multifaceted
defense. In particular, at a coarse-grained level, CluB framework can help au-
tonomous systems to cooperatively regulate their traffic among themselves, thus
flooding attacks targeted at core network can be mitigated. SIEVE can be used
to protect individual servers from bandwidth flooding, achieving good balance
between throughput and protection. If the target of the DDoS attack is a specific
application channel, then network defense may seem expensive and impracti-
cal. Port hopping mechanism can help to mitigate the problem. Meanwhile,
an effective DDoS detection mechanism is needed to detect attacks as early as
possible and activate appropriate mitigation methods when necessary. Note that
solutions proposed in this thesis are complementary, it is interesting and use-
ful to continue the research on the methods for combining different approaches
towards integrated solutions.

Defense against DDoS aatacks is always a two-fold project: On one hand,
the illegitimate traffic should be filtered as much as possible, while on the
other hand, the network performance for the legitimate traffic should be de-
graded as little as possible. In distributed control of unwanted traffic building
on the work in this thesis, there are interesting trade-offs to study between ef-
ficiency/overhead and security level. Intuitively, increasing the security level
for a certain protocol implies using stronger control mechanisms which may
lead to degradation of some performance, such as throughput. Since different
applications may have different performance requirements [54], an application-
specific metric is needed for balancing the trade-offs between efficiency and
security level. This future direction may shed light on the open problem about
designing an anti-DDoS mechanism that is adaptive to different network-based
applications that have different quality of service (QoS) requirements.

To make a DDoS defense mechanism work, one important issue is the de-
ployment. Due to the need for adding new functions to the routers and the
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modifications of the current routing schemes, many anti-DDoS solutions are
not adopted in the practical usage. So far overlay-based solutions seem to have
the minimum changes to the Internet, but still it does not mean that all the ISPs
want to adopt such methods to protect their customers. It is interesting and im-
portant to offer a generic framework which can show the dependency between
the filtering effectiveness and the deployment percentage, i.e. the proportion
of the ISPs that deploy the filter mechanism. It is also important to investigate
into the metrics, such as the user utility and deployment cost measurements
presented in [15, 36], that measure the benefits and costs for adopting new net-
work architectures (including anti-DDoS mechanisms), offering incentives for
the corresponding deployment. The findings of this thesis not only contribute
to the academic and industrial domains with new networking technologies and
anti-DDoS solutions, but also to the social security area. Since more and more
social services, including Internet banking, e-government and on-line medical
diagnostics, rely on the network applications and communications. It is criti-
cal to deal with the problems which may prevent these services from function-
ing. The lessons learned about the multifaceted natures of the DDoS problem
and multifaceted defense mechanisms offer fruitful knowledge for improving
the current network-based emergency management systems. This thesis offers
multiple strategies countering the DDoS problem. Based on the characteristics
of the (potential) threats, the crisis management system administrators are able
to choose appropriate strategies for the stakeholders to control the loss or pre-
vent from being attacked. In the social security area, it is also worthy for the
society actors to investigate legislative responses to the DDoS problem, due to
their tight bind to the cyber-crimes and cyber-wars.
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