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Contributions to Emission, Exposure and Risk Assessment of Nanomaterials 
Rickard Arvidsson, Environmental Systems Analysis, Energy and Environment, Chalmers University 
of Technology, Sweden 

 

ABSTRACT 
In recent years, synthetic nanomaterials have begun to be produced and used in increasingly 
larger volumes. These materials may cause new or increased risks to the environment, but no 
harmonized methods for structured assessment of their environmental risks exist. The main 
aim of this thesis is to contribute to the development of emission and exposure assessment 
methods, and thus also risk assessment methods, for nanomaterials. The second aim is to 
apply developed methods to specific nanomaterials. The nanomaterials assessed were 
titanium dioxide nanoparticles, silver nanoparticles, and graphene.  
 
Starting from the two methods of risk assessment of chemicals and substance flow analysis, 
three different methods were outlined. The first method is called particle flow analysis, and 
can be used to assess current and future potential particle number-based emissions of 
nanoparticles. The second method is an exposure model for nanoparticles based on colloidal 
stability. This method can be used to derive particle number-based predicted environmental 
concentrations of nanoparticles. The third method is exposure modeling of nanomaterials 
based on partitioning factors, a method that can be used to derive mass-based predicted 
environmental concentrations.  
 
By applying the particle flow analysis method, it was shown that antibacterial clothing is a 
large source of particle number-based emissions of silver nanoparticles, and could become an 
even larger source. Applying the same method to titanium dioxide nanoparticles showed that 
both the currently highest, and potentially also the future highest, particle number-based 
emissions come from sunscreen. By applying the exposure method based on partitioning 
factors, it was shown that if the silver content of antibacterial clothing is as high as some 
measurements have indicated, there is considerable risk of high silver levels in wastewater 
treatment sludge and in agricultural land if the sludge is applied as fertilizer. A review of risk-
related properties of graphene showed that the risk-related data is very scarce, but what is 
available gives reason for concern in relation to high potential emissions, high persistence, 
hydrophobicity, and considerable toxicity. The developed methods, case study results, and 
some reflections and suggestions for future research together constitute contributions to 
emission assessment, exposure assessment, and risk assessment of nanomaterials.  
 
Keywords: Nanomaterials, nanoparticles, emission assessment, exposure assessment, risk 
assessment, titanium dioxide, silver, graphene, particle flow analysis, substance flow analysis. 
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“Is it not a strange fate that we should suffer so much fear and doubt for so small a thing?” 
 
 
 
 
 

Boromir 
 

in The Fellowship of the Ring (1954) by J. R. R. Tolkien 
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 INTRODUCTION 
 
 
For a society to be sustainable, “society-produced substances must not systematically 
accumulate in the ecosphere” (Holmberg et al. 1996). Modern history shows several examples 
of how emissions of new chemical substances produced in society have violated this principle 
and caused risks to humans and the environment that were later considered unacceptable. The 
report Late lessons from early warnings describes several cases where scientists issued 
warnings regarding several such compounds (Harremoës et al. 2001). The examples include 
the adverse effects of the solvent benzene, human lung damage related to asbestos exposure, 
ecosystem damage due to bioaccumulation and biomagnification of PCBs, bioaccumulation 
of the antifouling agent tributyltin, damage to the ozone layer from emissions of halocarbons, 
and water pollution resulting from the use of methyl tert-butyl ether as an antiknocking agent 
in gasoline engines. For several of these examples, the adverse environmental and health 
effects emerged from previously unknown mechanisms, such as the ozone-depleting potential 
of halocarbons and the ability of lipophilic substances such as PCB and tributyltin to 
accumulate in living organisms. Endocrine disruptive chemicals are an additional example of 
chemical substances with adverse effects emerging from previously unknown mechanisms 
(Colborn and Clement 1992; Colborn et al. 1997; Kortenkamp 2007). The potential of these 
substances to reduce human fertility and ultimately threaten the survival of humanity was 
discovered in the 1990s, long after the commercialization of many endocrine disruptive 
chemicals.  
 
In the 2000s, synthetic, intentionally produced, human-made nanomaterials, henceforth 
referred to simply as nanomaterials, began to be extensively produced and used. Although 
some nanomaterials were used as early as the 10th century in niche applications, for instance 
in dye glass and ceramics (Erhardt 2003), the current emerging production of nanomaterials 
based on more recently acquired knowledge of the physics and chemistry of nanomaterials 
will result in considerably higher production and use. According to the Project on Emerging 
Nanotechnologies (2012), the number of consumer products containing nanomaterials is 
higher than 1000 and is steadily increasing. Discussions of the risks of nanomaterials began in 
science fiction and popular science literature with stories and discussions about self-
replicating nano-robots that could consume all matter on Earth (see, for instance, the books by 
Drexler (1986) and Crichton (2002)). More mundane risks of nanomaterials were first 
highlighted in the scientific literature by Colvin (2003) and the Royal Society (2004), and 
later in a large number of studies. The high surface area of nanomaterials, which follows from 
their small size, and their unique surface properties have been the major hazardous properties 
advanced in the literature (Nel et al. 2006; Christian et al. 2008; Handy et al. 2008; Ju-Nam 
and Lead 2008). Nanomaterials can thus be said to be the newcomer in the family of synthetic 
substances potentially contributing to the problem of chemical pollution and the violation of 
the sustainability condition stated by Holmberg et al. (1996). These substances and their risks 
are studied in this thesis. In particular, this thesis is about the challenges in assessing exposure 
to nanomaterials.  
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1.1  Research aims  
 
Given the concern that the use of nanomaterials will cause environmental risks, it is  
important to assess these risks (Colvin 2003; Royal Society 2004; Maynard et al. 2006; Nel et 
al. 2006; Ju-Nam and Lead 2008). Environmental risks of chemical substances are normally 
assessed by comparing exposure levels to toxic thresholds for certain organisms of interest 
(van Leeuwen and Vermeire 2007). It has been suggested that this general approach is also 
applicable to nanomaterials. There is, however, a wide consensus that current methods of risk 
assessment may need to be modified when it comes to nanomaterials (Maynard et al. 2006; 
Owen and Handy 2007; Klaine et al. 2008; Lubick 2008; Wiesner et al. 2009; Abbott and 
Maynard 2010). In particular, adjustments are needed in regard to exposure assessment, in 
which data on emissions and the environmental fate of a substance are combined to derive an 
exposure level. Modifications that have been suggested include the development of new 
methods for assessing production (Hendren et al. 2011) and emissions (Wiesner et al. 2009) 
of nanomaterials in a prospective manner (Wiesner et al. 2009) using life cycle approaches 
(Sweet and Strohm 2006) in addition to new methods for fate modeling based on 
nanomaterial properties (Handy et al. 2008; Klaine et al. 2008). There were only about ten 
exposure assessment studies of nanomaterials in 2012, whereas thousands of studies on 
nanomaterial toxicity already existed in 2008 (Lubick 2008). It is thus clear that exposure 
assessment research is lagging behind in the area of risk assessment of nanomaterials. 
Therefore, the main aim of this thesis is  
 

to contribute to the development of emission and exposure assessment methods in 
order to enable assessments of the environmental risks of nanomaterials.  

 
Environmental systems analysis methods are typically developed through an iterative process 
in which methods are developed and tested for specific cases. In this thesis, different 
nanomaterials are used in the different cases. Besides being a vital part of the method 
development, this approach results in case study results on the exposure and risks of specific 
nanomaterials that are valuable in themselves. Therefore, the secondary aim of this thesis is  
 

to assess the exposure and risk of specific nanomaterials.  
 
 
1.2  Research scope 
 
Risk assessment of chemicals is often divided into (1) emission assessment, (2) fate modeling, 
and (3) effect assessment. In the emission assessment, emissions of the substance of interest 
are quantified. In fate modeling, the environmental fate of the substance is modeled. In the 
effect assessment, the toxic effects of the substance are studied for specific organisms in order 
to derive a safe level or toxic threshold for the substance. The first two parts together 
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constitute the exposure assessment, in which an exposure level for the substance is derived for 
specific organisms. 
 
The work conducted within the scope of this thesis is mainly presented in the five papers 
appended to this thesis. These papers cover different parts of the method of risk assessment of 
chemicals. In Paper I, challenges in exposure modeling of nanoparticles were outlined and an 
exposure model for nanoparticles was proposed based on colloidal stability theory. In Paper 
II, emissions of titanium dioxide nanoparticles were estimated using the method of particle 
flow analysis. This method was developed in Paper II, starting from the more established 
method of substance flow analysis, which has previously been used to assess emissions of 
chemical substances. In Paper III, a similar study to that in Paper II was conducted, but for 
silver nanoparticles. In Paper IV, a more complete risk assessment of silver (silver 
nanoparticles and other forms of silver) was conducted for the geographical area of the city of 
Gothenburg. In Paper V, a review of the environmental and health risks of the nanomaterial 
graphene was conducted. This study was conducted at a time when few researchers had 
studied graphene from a risk perspective and thus constitutes one of the first studies of the 
risks of graphene. Table 1 provides a summary of the five papers. As can be seen, in some 
papers all parts of a risk assessment of chemicals are included, whereas in some only one or 
two parts are included.  
 
 
Table 1. Overview of the five papers appended to this thesis. Emission assessment and fate modeling 
together constitute the exposure assessment.  

Paper 
Stressors 

considered 
Emissions Fate Effects Journal 

Paper I 
Titanium 
dioxide 

nanoparticles 
Included Included Not 

included 

Human and 
Ecological risk 

Assessment 

Paper II 
Titanium 
dioxide 

nanoparticles 
Included 

Not  
included 

Not 
included 

Journal of Industrial 
Ecology 

Paper III 
Silver 

nanoparticles 
Included 

Not  
included 

Not 
included 

Journal of Industrial 
Ecology 

Paper IV 

Silver 
nanoparticles 

(and other 
forms of silver) 

Included Included Included 
Human and 

Ecological Risk 
Assessment 

Paper V Graphene Included Included Included 
Human and 

Ecological Risk 
Assessment 

 
 
The effect assessment part of a risk assessment relies heavily on toxicological and 
ecotoxicological experimental data. The experimental work has not been part of this thesis, 
and thus the thesis does not contribute directly to the effect assessment of nanomaterials. 
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Instead the focus has been on development of exposure assessment methods, which are 
important given the clear underrepresentation of exposure assessment studies compared to 
studies on the toxicity of nanomaterials. As can be seen in Table 1, emission assessment and 
fate modeling, which together constitute the exposure assessment, are more extensively 
covered than effect assessment. Still, toxic effects of nanomaterials are discussed in Papers IV 
and V, in which toxicological and ecotoxicological data on graphene, silver and silver 
nanoparticles are reviewed. In addition, this thesis focuses on risks to the environment rather 
than human risks, although risks to humans are considered in Paper V.  
 
 
1.3  Environmental systems analysis as point of departure 
 
Systems science has been described as a new paradigm and contrasted with other types of 
science, such as reductionist natural and social science (Ackoff 1973; Checkland 1993). In 
systems analysis, scientific knowledge and methods are applied to solve problems or improve 
situations. Whereas the reductionist approach seeks a deeper level of understanding in the 
details, systems analysis seeks to provide a holistic perspective on a system related to a 
problem by developing systems models that include all relevant entities and relations between 
them. System models are defined by their system boundaries and generally contain different 
entities that have different relations to each other (Klir 1991; Ingelstam 2002), see Figure 1. 
The systems approach is particularly useful when dealing with real-world problems that 
include entities and relations between these entities belonging to the three different general 
main systems called the social system, the natural system, and the technical system (Miser 
and Quade 1988a). The development of systems models is often guided by data and theories 
from the natural or social sciences, but a systems model is mostly developed within a context 
and in response to a certain problem or issue of interest. Unlike the results from natural 
science studies, the results from systems analysis models are not always reproducible and 
cannot always be confirmed by observing the real world (Miser and Quade 1988b). This is 
due to the uniqueness of some problem situations and the fact that the output of systems 
models is sometimes abstract and impossible to observe directly. From this, it follows that 
being “true” or “right” or “correct” may not always be the main goal of a system analysis 
study, but rather to produce results that are “relevant” for a specific purpose.  
 
The research in this thesis has been conducted within a subfield of systems science, 
environmental systems analysis, which is systems analysis with the purpose of dealing with 
environmental problems (Baumann and Tillman 2004). The field of environmental systems 
analysis contains a number of methods (Baumann and Cowell 1999; Finnveden and Moberg 
2005). Two of these have been applied within this work: risk assessment of chemicals and 
substance flow analysis. They are described in more detail in Sections 2.2 and 2.3. 
Environmental systems analysis can therefore be said to constitute the foundation or point of 
departure for this work. Other examples of methods within the field include life cycle 
assessment, material flow analysis, risk assessment of accidents, environmental impact 
assessment, and energy analysis (Finnveden and Moberg 2005). Although these 
environmental systems analysis methods differ in aim and scope, they share important 
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systemic features. One such feature is the choice of relevant environmental indicators (X and 
Y in Figure 1) that should capture important properties of the system studied (Gallopín 1996). 
Indicators can denote both properties related to entities and properties related to relations 
between one or several entities. Another shared feature is the explicit definition of the 
boundaries that delimit the system, while including all relevant aspects of the system in order 
to enable an environmentally relevant analysis (Lundin et al. 1999). Issues related to model 
input data, such as data availability, data relevance, and data handling (Suter and Barnthouse 
1993; Baumann and Tillman 2004; Zweers and Vermeire 2007; Hillman and Sandén 2008) 
constitute a third shared feature.  
 
It is worth mentioning that a somewhat unusual kind of quantitative method may be practiced 
in the field of environmental systems analysis. This method is described by Harte (1988), who 
argues that it is often sufficient to estimate results within the correct order of magnitude rather 
than as an exact number in environmental systems modeling. He also argues that, given the 
problems in obtaining data for environmental system models, an order of magnitude estimate 
is often the only result that can be obtained with some confidence. Along the same line, 
Sandén (2008) concluded a discussion of the informational value of environmental 
assessments of energy technologies with the saying, “it is better to be roughly right than 
precisely wrong”. As usual, the Greek philosophers had already formulated the principle. 
Aristotle (350 BCE) said that “it is the mark of an educated man to look for precision in each 
class of things just so far as the nature of the subject admits”. An alternative translation of this 
quotation, “it is the mark of an instructed mind to rest easy with the degree of precision which 
the nature of the subject permits and not seek an exactness where only an approximation of 
the truth is possible”, has frequently been cited to illustrate the uncertainty that normally 
surrounds risks related to chemicals (e.g., Cairns and Cherry (1983) and van Leeuwen and 
Vermeire (2007)).  
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Relation 
between  
entities

System 
boundary

Entity

Social systemNatural system

Technical system

X

Indicator

Y

Indicator

 
 
Figure 1. A general illustration of a system model, inspired by illustrations by Ingelstam (2002) and 
Baumann and Tillman (2004). 
 
 
1.4  Research method  
 
This work has been an iterative process of developing methods and testing them on specific 
cases. This process of method development through case studies is typical of systems analysis 
(Miser and Quade 1985), similar to the abductive logic-based systematic combining approach 
described by Dubois and Gadde (2002). In addition to being a way to develop new methods, 
such method-case-method iterations also provide specific case study results. Figure 2 
describes schematically how existing environmental systems analysis methods were modified 
through case studies during this work, resulting in new methods and also in specific case 
study results and more abstract reflections.  
 
The main method used has been risk assessment of chemicals, which has long been used to 
assess the environmental impact of chemicals with regards to their toxic effects (Suter 1993c; 
van Leeuwen and Vermeire 2007). However, for assessing emissions, substance flow analysis 
was a complementary method of departure in Paper II and III. Substance flow analysis can be 
used to estimate emissions of a substance, thus constituting the emission assessment of a risk 
assessment (van der Voet et al. 1999). Risk assessment of chemicals and substance flow 
analysis are unique among environmental systems analysis methods in that they are the only 
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methods focusing on chemical substances as the unit of analysis (Finnveden and Moberg 
2005).  
 
Life cycle assessment is another environmental assessment method that has been used to 
assess the environmental impact of nanomaterials (Kushnir and Sandén 2008; Grubb and 
Bakshi 2011). However, although the energy used and emissions caused during the life cycle 
of nanomaterials constitute interesting research topics, the main environmental concern 
regarding nanomaterials has been their potential toxic effects on humans and other organisms 
(Colvin 2003; Royal Society 2004; Maynard et al. 2006; Nel et al. 2006; Ju-Nam and Lead 
2008). Life cycle assessment is also primarily aimed at assessing the environmental impacts 
of products and not specific substances contained within products (Baumann and Tillman 
2004). There has been considerable difficulty in including the toxic impact of chemicals into 
the life cycle assessment method (Finnveden et al. 2009). This is mainly due to the lack of 
spatial, temporal, dose-response, and threshold information in life cycle assessment, which is 
dealt with by simplifying assumptions. It has been suggested that these simplifications have 
resulted in unrealistic worst-case estimates of the impact of chemical substances (Owens 
1997). As noted by Curran et al. (2007), including the impact of nanomaterials in the life 
cycle assessment method may prove an even greater challenge than including chemical 
substances.  
 
 

New methods 
developed

ReflectionsCase study 
results

x = 103

CasesExisting 
methods

 
 

Figure 2. The work described in this thesis has been an iterative process based on the methods of risk 
assessment of chemicals, substance flow analysis, and case studies of specific nanomaterials (titanium 
dioxide nanoparticles, silver nanoparticles, and graphene). The outcomes are in the form of new 
methods, case study results, and reflections.  
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1.5  Case study stressors  
 
A number of nanomaterials have already been the subject of risk-related studies, including 
nanoparticles of titanium dioxide, silver, zinc oxide, cerium dioxide, iron, and fullerenes, as 
well as carbon nanotubes. More details will be provided in Chapter 4. The nanomaterials 
studied in this thesis are titanium dioxide nanoparticles, silver nanoparticles, and graphene. 
Titanium dioxide nanoparticles were chosen because an early risk assessment study indicated 
higher risks for this nanomaterial than for the others in that study (Mueller and Nowack 
2008). Silver nanoparticles were chosen because it is the nanomaterial presumed to be most 
widely used in consumer products (Project on Emerging Nanotechnologies 2012). Several 
studies have raised concerns about the potential risks of silver nanoparticles and 
recommended additional studies (Blaser et al. 2008; Luoma 2008; Wijnhoven et al. 2009). 
Silver is also a substance that has caused environmental problems before (Luoma 2008). 
Unlike titanium dioxide and silver nanoparticles, which are already present in consumer 
products, graphene has only recently begun to be commercialized and produced on a large 
scale (Segal 2009). Graphene has not yet been extensively studied from a risk perspective; in 
fact, the focus of the discussion of nanomaterial risks has mainly been on particulate 
materials, while graphene is a sheet that is constrained to a few nanometers in one dimension 
only. Graphene is therefore included in order to apply and develop risk assessment and 
substance flow analysis methods for a less studied, non-particulate nanomaterial.  
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1 ASSESSING RISK 
 
 
The concept of risk has been discussed in various scientific contexts and there is no 
commonly accepted definition (Renn 1998). The definitions vary depending on the scientific 
discipline (e.g., engineering or social sciences) and the risks considered (e.g., financial, 
human health, or environmental). It is thus important to be clear about how the term is used in 
specific contexts (Renn 1998). A number of different definitions and theories of risk can be 
found within the social sciences. These typically focus on how risks are perceived by people 
rather than quantitative assessments of risk. To elaborate on all of those definitions and 
theories is beyond the scope of this thesis. Examples of such social science definitions and 
theories of risk include the cultural theory of risk (Thompson et al. 1990), the risk society 
concept (Beck 1992b; Beck 1992a), the risk compensation concept (Adams 1995), 
psychometric measurements of risk perception (Slovic 2000), the relational theory of risk 
(Boholm and Corvellec 2010), and many more. Some of those social science studies criticize 
quantitative risk assessments. Instead, some social scientists highlight the importance of risk 
perception, risk communication, and the public understanding of risk (Renn 1998). Although 
risk perception, communication, and the public understanding of risk are certainly important, 
quantitative measures of risk are useful in decision-making processes, not least for comparing 
and prioritizing different risks (Kaplan and Garrick 1981; Suter 1993a). Social scientists 
studying risk have also admitted the usefulness of quantitative assessments of risk (Renn 
1998; Slovic 2002).  
 
 
1.1  Risk definitions 
 
In technical contexts, risk is often defined as a combination of probability and consequence, 
and can be calculated according to this definition. A general way of expressing risk according 
to this definition is provided by Kaplan and Garrick (1981):  
 

{ }CPSR ,,=       (1) 
 
where R is the risk, S is a certain scenario, P the probability of that scenario and C the 
consequence of the scenario. When operationalizing Eq. 1 for the purpose of risk assessment, 
it can be reformulated into the general equation:  
 

( )CPfR ,=       (2) 
 
More specific operationalization of Eq. 2 can be found, such as assessing risk as the product 
of the probability and consequence of a certain adverse event (Kaplan and Garrick 1981; 
Lindhe et al. 2009). Note, however, that the operationalization of Eq. 2 requires a definition of 
the scenario S in order for P and C, and consequently R, to be meaningful. The definition of 
risk in Eq. 1 and 2 is often used for assessing technical risks (Renn 1998). In risk assessment 
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of chemicals and ecological risk assessment, the definition or risk according to Eq. 1 and 2 is 
not always the most relevant approach. This is because such probabilistic risk assessment is 
based on binary logic, meaning that only two conditions are possible (Bedford and Cooke 
2001). For example, the machine may be broken or not broken; in other words, it belongs to 
the binary set of broken}notbroken,{ . For the case of organisms exposed to chemicals, the 
exposure represents an infinite range of possible conditions, such as 1 mg/kg body weight, 2 
mg/kg, 3 mg/kg, 3.7 mg/kg, and so on. Exposure thus does not belong to a binary set, but 
rather to the infinite set of real numbers }{ℜ . The interesting question from a chemical and 
ecological risk perspective is thus not so much whether exposure occurs, but rather whether 
the exposure is high enough to cause adverse effects and what these effects are. When 
assessing the risks of chemical substances, it is thus more relevant to relate exposure of a 
substance to some sort of threshold based on toxic effects, which is a definition of risk 
different from the probability-and-consequence type definition in Eq. 1 and 2 (Kaplan and 
Garrick 1981; Burgman 2005). By analogy to Eq. 2, this definition can be expressed 
mathematically:  
 

( )effectsexposure,fR =      (3) 
 
This definition of risk is often used in ecological risk assessment and risk assessment of 
chemicals and is operationalized in terms of risk quotients (RQs) (Suter 1993a; van Leeuwen 
and Vermeire 2007), which are estimated as follows:  
 

PNEC
PECRQ =      (4) 

 
where PEC stands for predicted environmental concentration and PNEC for predicted no-
effect concentration. Both PEC and PNEC are generally measured as mass concentrations, for 
example in units of mg/l. Note that, as in Eq. 2, the input parameters in Eq. 4 (PEC and 
PNEC) must be defined for the specific situation. For example, the PEC can be related to a 
specific environmental compartment of interest (e.g., soil, water, air, or sediment) and 
different exposure pathways (e.g., inhalation, ingestion, or dermal contact). PNEC may refer 
to different organisms in that compartment. The definition of risk according to Eq. 4 is 
generally applied throughout the work in this thesis, although, as discussed later, mass 
concentration is not always used as a unit for PEC and PNEC when nanomaterials are 
involved. The general idea of comparing an exposure level to thresholds is applied in many 
risk regulation contexts. In such specific contexts, terms other than PEC and PNEC may be 
used. For risks to humans, predicted daily intake may be used instead of PEC, and acceptable 
daily intake or guideline value instead of PNEC.  
 
One concept that is related to risk is hazard. For technical risks, when risk is a function of 
probability and consequence, hazard is defined as “a situation that in a particular circumstance 
could lead to harm” (Burgman 2005). In other words, a situation has a known possible 
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adverse consequence, but the probability of that consequence actually occurring is unknown. 
Kaplan and Garrick (1981) expressed this mathematically as follows:  
 

{ }CSR ,=       (5) 
 
This is the same expression as Eq. 1 but without the probability P. For chemical risks, where 
risk is a function of exposure and effects, a hazard is “the inherent capacity of a chemical or 
mixture to cause adverse effects in man or the environment under the conditions of exposure” 
(van Leeuwen and Vermeire 2007) or “the potential for exposure of organisms to chemicals at 
potentially toxic concentrations” (Suter 1993a). In other words, a chemical hazard is a 
chemical that has the potential to cause risk due to one or several of its properties, such as 
high toxicity and persistence. Such properties can be related to both exposure and effects, that 
is, to both PEC and PNEC. Eq. 3 thus applies to both chemical risk and hazard. However, in 
the case of hazard, exposure and effects are not calculated but rather based on known 
chemical properties.  
 
 
1.2  Risk assessment of chemicals 
 
Historically, humans have been the primary focus of risk assessments, but as environmental 
problems have become more obvious, risks to the environment have been more frequently 
considered. Environmentally related risk assessments are rooted in early calls for 
environmental protection, such as those by Carson (1962) in her book Silent Spring. The 
development of methods for environmentally related risk assessment has largely been a joint 
discussion between scientists and different national and international governmental bodies, 
such as the Organization for Economic Co-operation and Development (OECD), the World 
Health Organization (WHO), the United States Environmental Protection Agency (USEPA) 
and the European Commission (Suter 1993a; van Leeuwen and Vermeire 2007). Assessing 
the risks of chemicals was also recommended as a vital part of environmentally sound 
management of chemicals within Agenda 21 (United Nations 1992). There are a number of 
slightly different environmentally related risk assessment methods. Their primary focus has 
been on assessing risks related to chemicals, although risks from other stressors may also be 
assessed (Suter 1993a). Examples of specific environmentally related risk assessment 
methods include risk assessment of chemicals (van Leeuwen and Vermeire 2007) and 
ecological risk assessment (Suter 1993a; USEPA 1998). Ecological risk assessment often has 
a stronger focus on the endpoint, whereas the risk assessment of chemicals is more focused on 
the stressor. The endpoint (sometimes called the receptor) is a representation of the value that 
the risk assessment aims at protecting (Suter 1989), typically an organism. The stressor is 
something that threatens the endpoint; typically a chemical substance in environmentally 
related assessments.  
 
The aim of risk assessment of chemicals is to provide early warning signals regarding any 
adverse effects that may not be obvious to an unskilled observer, thus informing 
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environmental decision-making (Renn 1998). Risk assessment of chemicals allows for 
predictive assessments of the consequences of additional emissions and of risk mitigation 
measures. Natural systems are often slow to respond – for example, the residence time of 
persistent pollutants can be decades or longer in aquatic compartments – and it is hence 
impossible to explore and compare increases in emissions or risk mitigation measures 
experimentally in the real world. Risk assessment of chemicals provides valuable guidance 
here. It  has been a major scientific and regulatory method for management of chemical risks 
(Côté and Wells 1991). This method is also currently applied in the risk assessments of 
chemicals conducted within the European legislation on Registration, Evaluation, 
Authorization and Restriction of Chemicals (REACH) (European Chemicals Agency 2011).  
 
The source-fate-endpoint cause-effect chain (Figure 3) is central to risk assessment of 
chemicals and other environmentally related risk assessments. The origin of the stressor is 
denoted as the source, which can be a chemical factory or a product containing the stressor. 
The stressor can reach the endpoint and cause exposure during its environmental fate. 
Bioaccumulation through the food web is a typical fate mechanism of environmental toxins 
that can lead to human exposure. In Figure 3, part of the social system is also included. 
Indeed, the interpretation of risk assessment results and the decisions taken by decision-
makers to reduce or not reduce risk lies within the social system. These processes are, 
however, not part of risk assessment, but rather risk management (Patton 1993).  
 
The method of risk assessment of chemicals can be said to consist of four steps (van Leeuwen 
and Vermeire 2007). The first step is hazard identification, in which potential hazards such as 
the use of chemicals known to be toxic are identified. A source-fate-endpoint model, 
sometimes referred to as source-pathway-receptor model, is developed. Such a model 
includes identifying the source, stressor, environmental fate, and endpoints. Risk assessments 
of chemicals can vary in scope and scale (Patton 1993), and this will affect the source-fate-
endpoint model. Ideally, the choice of sources, stressors, environmental fate mechanisms, and 
endpoints should be coordinated to ensure the combined relevance of the source-fate-receptor 
cause-effect chain (Suter 1993c). Defining the endpoint for the purpose of risk assessment is 
particularly challenging. Suggested criteria for choosing relevant endpoints include societal 
relevance, biological relevance, unambiguous operational definition, accessibility to 
prediction, measurement, and susceptibility to the stressor(s) of interest (Suter and Barnthouse 
1993).  
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Figure 3. A source-fate-endpoint cause-effect chain describing the system considered in a risk 
assessment of chemicals. The figure is analogous to the more general Figure 1. Note that the part of 
the system that lies within the social system in this figure is not actually a part of risk assessment, but 
rather risk management (Patton 1993).  
 
 
The second step in a risk assessment of chemicals is called exposure assessment. The word 
“exposure” is defined as concentration or amount of a particular stressor that reaches a target 
individual or population at a specific frequency for a defined duration (van Leeuwen and 
Vermeire 2007). Exposure is thus the tempo-spatial coincidence of stressor and endpoint. One 
may differentiate between internal and external exposure, where internal exposure refers to 
the dose absorbed or delivered to the whole individual or particular organs, and external 
exposure to the concentration present in the direct proximity of the individual (Suter 1993b). 
For practical reasons, external exposure is more often considered, although it can be used to 
estimate an internal exposure based on toxico-kinetic models. External environmental 
exposure is typically quantified in terms of the predicted environmental concentration (PEC). 
Often different environmental compartments (water, air, soil, and sediment) are considered, 
and PECs are calculated for each of them. In order to derive a PEC, both an assessment of the 
emissions of the stressor and environmental modeling of its subsequent fate are required. 
Deriving a relevant PEC is not a trivial matter since exposure varies with time and safety 
measures taken.  
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Since the 1990s, exposure assessments of chemicals have to a large extent relied on multi-
compartment mass-balance models and steady state, based on the work of Mackay et al. 
(1991; 1992; 1996). The principal idea is to divide the environment into well-mixed, 
homogeneous boxes, each one representing the major environmental compartments, that is, 
soil, sediment, water, and air (van de Meent and Bruijn 2007). In the basic models, each 
compartment is assumed to be in a steady state with its neighboring compartments; the system 
is closed and, in its simplest form, losses due to biodegradation or abiotic degradation are 
ignored. Mass-balance equations based on the physico-chemical properties of a chemical are 
then employed to calculate its expected distribution in the model system. More advanced, 
higher tier models can include systems in a non-steady state and can include continuous or 
fluctuating emission and loss functions such as biodegradation. Such exposure models enable 
assessment of the relative importance of different processes for the fate of the contaminant 
(Williams et al. 1999) and allow for sensitivity analyses in order to identify the critical factors 
for the output of the model. Further division of the major compartments into sub-
compartments may also be conducted. This can show which environmental compartments 
may be expected to contain the highest PEC and which concentrations occur on different 
spatial scales.  
 
Multi-compartment mass-balance models are still used and considered useful today (MacLeod 
et al. 2010). Other approaches to spatially explicit multi-compartment models have also been 
attempted, such as using geographic information systems (GIS) for modeling of chemical fate 
(Pistocchi et al. 2010).  
 
The purpose of the third part of a chemical risk assessment, denoted the effect assessment and 
sometimes referred to as a dose-response assessment, is to attempt to quantify effects for risk 
assessment purposes. Effects are defined as changes in an individual or population caused by 
exposure to a stressor (van Leeuwen and Vermeire 2007). Organisms in the environment may 
experience a number of different adverse effects due to exposure to chemicals, including 
reduction of survival, growth and reproduction; increased levels of avoidance; and increased 
deformities or tumors (Stephan 1986). Different species may exhibit very different 
sensitivities to a specific stressor. In fact, due to differences in consumption patterns, local 
abiotic factors, exposure time, surface area/volume ratio, life histories, and behavior, even 
specific individuals within species may exhibit different sensitivities to a stressor (Traas and 
van Leeuwen 2007). In the effect assessment, toxicological and ecotoxicological data are 
applied to determine the highest dose or concentration at which there will be no adverse 
effects to a certain endpoint. This concentration is referred to as the predicted no-effect 
concentration (PNEC) and is ideally derived from dose-response curves (Traas and van 
Leeuwen 2007). In practice, dose-response curves are not always available for the stressor and 
endpoint of interest. For those cases, PNEC values can be derived based on the concentration 
at which a certain fraction of the exposed population died (LCx, where L stands for lethal, C 
for concentration and x represents the fraction that died), the concentration at which it was 
possible to see an effect on a fraction of the organisms tested (ECx, where E stands for effect, 
C for concentration and x for the fraction for which an effect could be seen) or the highest 
concentration that had no statistically significant adverse effects on the exposed endpoints 
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compared to the controls, denoted the no-observed-effect concentration (NOEC). These 
concentrations must then be divided by an assessment factor that varies between 10 and 10 
000, depending on available data in order to obtain a PNEC. The assessment factor may also 
be referred to as the uncertainty factor or the application factor. Assessment factors are not 
based on mechanistic models but rather on experience from effect assessment (Traas and van 
Leeuwen 2007). The use of assessment factors has been criticized as lacking scientific basis 
(Allard et al. 2010). The use of NOEC values has also been criticized for being simplistic and 
unscientific (Jager 2012). Still, deriving relevant PNEC values is a vital part of risk 
assessment of chemicals, and sometimes NOEC values and application factors are the only 
available ways to do so.  
 
Although there is always a possibility that other species and individuals in the ecosystem are 
more sensitive than the ones for which ecotoxicological data exist, in practice, it is typically 
assumed that the protection of the species and individuals of an ecosystem is ensured by 
deriving PNEC values based on the ecotoxicological data that indicates the highest toxicity 
and by applying assessment factors (Traas and van Leeuwen 2007). An alternative method for 
deriving PNEC values to ensure low risk to ecosystems is through species sensitivity 
distributions, in which ecotoxicological data from a number of different species are combined 
in order to derive a PNEC value (Posthuma et al. 2002). The drawback to this method is that it 
requires numerous ecotoxicological datasets that may not always be available.  
 
In the fourth and last part of a risk assessment of chemicals, called risk characterization, the 
PEC and PNEC are compared according to Eq. 4. If the PEC is higher than the PNEC, that is, 
if the quotient PEC/PNEC is higher than one, it indicates risk. The PEC and PNEC may also 
be expressed not as single numbers but as ranges or even probability distributions in order to 
conduct a more detailed risk characterization.  
 
It should be noted that in risk assessment of chemicals, normally the risk of one substance 
alone is assessed. There is, however, growing concern regarding the potential risks of 
mixtures of chemical substances. Although some progress has been made in this area, this is 
still an emerging research field (Kortenkamp et al. 2009). The risks related to mixtures of 
different nanomaterials, or mixtures of nanomaterials and “ordinary” chemical substances, 
have not been considered in this thesis.  
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Figure 4. The method of risk assessment of chemicals, modified from van Leeuwen and Vermeire 
(2007).  
 
 
1.3  Substance flow analysis 
 
As noted in Section 2.2, assessing emissions is a vital part of a risk assessment of chemicals. 
Substance flow analysis is sometimes applied prior to the risk assessment in order to estimate 
emissions (van der Voet et al. 1999). As with risk assessment of chemicals, the focus of a 
substance flow analysis is a substance of interest, often a substance that either causes adverse 
environmental impacts when emitted, or is a scarce substance, or both. Substance flow 
analysis is an established method in the field of industrial ecology (van der Voet 2002), and is 
based on the law of mass conservation first developed by Lavoisier (1789):  
 

∑∑ −= outin mm
dt
dm

      (6) 

 
where m  represents mass flows to and from a certain process and m represents the mass stock 
of the process. The purpose of a substance flow analysis is to quantify flows and stocks of the 
substance of interest to society. The analysis is often based on product life cycles, that is, raw 
material extraction, production, use, and waste handling. Flows between and stocks within 
these different life cycle stages are quantified. Of course, the products included in the analysis 
are products in which the substance of interest is a constituent. Flows are often measured as 
mass per unit time, for instance as metric tonnes/year, and stocks are measured as mass only, 
for instance tonnes. Emissions from society to the environment are of specific interest in 
many substance flow analysis studies since these flows are of particular environmental 
importance. Figure 5 shows a generic illustration of a substance flow analysis model. 
Substance flow analysis studies are conducted for specific substances, and also often for 
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specific regions. Examples of substances and regions investigated include metals such as 
mercury in the United States (Cain et al. 2007) and cadmium in Australia (Kwonpongsagoon 
et al. 2007); nutrients such as phosphorous (Brunner 2010); and organic chemicals such as 
parabenes in Denmark (Eriksson et al. 2008).  
 
Material flow analysis (Bringezu and Moriguchi 2002) is similar to substance flow analysis. 
Although the difference between these two methods is not always clear-cut, materials flow 
analysis focuses not on individual chemicals, but on materials which can consist of several 
different chemical substances. Examples of materials considered in materials flow analysis 
studies are computer waste (Steubing et al. 2010) and paper (Hong et al. 2011). It is, however, 
possible to find studies called material flow analysis that study flows and stock of a single 
chemical substance, such as the so-called material flow analysis of phosphorus by Qiao et al. 
(2011). According to the definitions above, this would be classified as substance flow 
analysis. Sometimes the two concepts are used synonymously in the same study, as in the 
substance/material flow analysis of cement by Kapur et al. (2008), which would be classified 
as a material flow analysis according to the definitions presented here. However, substance 
flow analysis can also be seen as a sub-category of material flow analysis (Bringezu and 
Moriguchi 2002), which would allow a wider use of the term “material flow analysis”.  
 
The work on biogeochemical cycles (Lenikan and Fletcher 1977; Smil 1985; Schlesinger 
1991) can be seen as a precursor of both substance and material flow analysis (van der Voet 
2002). Important steps towards harmonizing substance and material flow analysis were taken 
in the 1990s by, for example, Baccini and Brunner (1991), Ayres and Simonis (1994), 
Adriaanse et al. (1997) and Bringezu et al. (1998).   
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Figure 5. A substance flow analysis model. 
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1.4  Risk assessment and technological change 
 
A broader perspective on risk assessment of chemicals can be gained by relating it to 
technological change. It is one of the environmental assessment methods that can be used to 
guide technology choices in society. Nanomaterials bring both promises of technological 
solutions and concern for potential risks (Royal Society 2004). The challenge for society is 
largely to determine which nanomaterials bring mostly promise and which bring mostly risk. 
One proposed way of dealing with this situation is reflexive innovation, which evaluates risks 
simultaneously with technological development in a reflexive way that enables society to 
avoid severe negative side-effects from technologies (Fogelberg and Sandén 2008). The 
question is how to assess the risks of emerging technologies such as nanomaterials so as to 
allow society to avoid those that cause severe risks (Wiesner et al. 2009).  
 
Technologies do not remain constant over time; they generally undergo changes over their life 
cycle (Grübler and Nakićenović 1991; Grübler 1996). The technological life cycle can be 
illustrated by a graph, where technology diffusion is plotted against time (Figure 6). Such a 
graph generally shows four distinct phases. The first phase has been termed the embryonic 
phase, introduction, childhood, or formative phase. It is characterized by high uncertainty and 
much competition between diverse designs. The second phase is called the growth phase, 
adolescence, or the diffusion phase. This phase is characterized by rapid technology diffusion. 
During this phase, the varying designs characterizing the embryonic phase tend to decrease in 
number, and a dominant design may emerge (Abernathy and Utterback 1978). This dominant 
design then takes root. Machines adapted to this specific design may be produced, and people 
may receive training related to the dominant design. An example of a dominant design is the 
QWERTY keyboard, used for computer and typewriter keyboards in many countries (David 
1985). Initially developed to slow down typewriting so as to avoid the type bars clashing, 
people were trained to use it and became accustomed to it. Today the QWERTY keyboard has 
been adopted for computer keyboards even though they have no type bars. The third phase is 
called the saturation or mature phase. In this phase, growth rates slow down due to 
diminishing returns. Technologies may also eventually face decline, which is the fourth and 
last phase of the technological life cycle.  
 
In this lies a dilemma, denoted the Collingridge dilemma after Collingridge (1980). When 
technologies have reached the mature phase and have perhaps become dominant designs, they 
are difficult to change or constrain in response to risks to the environment or to human health. 
This indicates the importance of trying to assess risks related to technology as early as 
possible in technological development, in line with reflexive innovation systems thinking. 
However, in the embryonic phase of the technological life cycle, technologies are immature 
and characterized by competing designs, and it is difficult to know which risks may arise from 
the technologies if and when they reach the mature phase. Examples of this dilemma include 
gasoline and diesel as fuels. It would have been easier to constrain their use in the early 
1900s, but the environmental risks of gasoline and diesel (e.g., emissions of the greenhouse 
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gas carbon dioxide) were not known at that time. Collingridge (1980) himself suggested that 
future states of the technology should be considered and preferably forecasted, and then be 
subjected to various assessments. However, he also acknowledged the difficulty of gaining 
legitimacy for an assessment based on a view of the future state of a technology in light of the 
difficulties of forecasting technological change. To date, no harmonized method for assessing 
risks of emerging technologies exists.  
 
 

Embryonic 
phase

Growth 
phase

Mature 
phase Decline

Technology 
diffusion

Time

 
 

Figure 6. Illustration of a stylized technological life cycle, modified from Grübler (1998).  
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2 NANOMATERIALS 
 
 
Although he did not explicitly use the term “nanomaterial”, nanomaterials were first 
mentioned in the presentation “There is Plenty of Room at the Bottom” by Richard P. 
Feynman in 1959, where he addressed the possibilities of manipulating single atoms as a 
more powerful form of synthetic chemistry. The term “nano”, as in nanotechnology and 
nanomaterials, was first used by Norio Taniguchi in 1974, when he stated that: “Nano-
technology mainly consists of the processing of, separation, consolidation, and deformation of 
materials by one atom or one molecule.”  
 
Since then, the production of nanomaterials has exploded. A list of products that their 
producers claim contain nanomaterials can be found in the database provided by the Project 
on Emerging Nanotechnologies (2012). The number of products included in this database was 
higher than 1000 in 2012. Examples of nanomaterials that are produced today include 
nanomaterials from titanium dioxide, silver, iron and zinc oxide, as well as carbon nanotubes 
and graphene. Titanium dioxide nanomaterials are used for their photocatalytic properties. 
These properties can be utilized in self-cleaning windows (Sanderson et al. 2003) and self-
cleaning cement (Cassar et al. 2003). Titanium dioxide nanoparticles are also used in 
sunscreen to block and absorb UV light (Nohynek et al. 2007; Serpone et al. 2007; González 
et al. 2008). Silver nanomaterials are the most frequently occurring nanomaterials in the 
Project on Emerging Nanotechnologies (2012), and are found in about one fifth of the 
products. They are primarily used for their antibacterial properties in consumer products and 
wound dressings (Brett 2006; Silver et al. 2006; Luoma 2008; Wijnhoven et al. 2009). Iron 
nanoparticles can be used for soil remediation (Schmidt 2007). Zinc oxide nanoparticles are 
also used in sunscreen (González et al. 2008). Carbon nanotubes have potential uses in a 
number of products (Kohler et al. 2008). Graphene is beginning to be produced on a large 
scale with potential applications in composites and electronics (Segal 2009). Most of these 
nanomaterials are currently in the embryonic phase, although some, such as silver 
nanoparticles for antibacterial purposes and titanium dioxide nanoparticles in sunscreen, may 
already have entered the growth phase.  
 
 
2.1  Nanomaterial definitions  
 
A number of attempts have been made to define nanomaterials to differentiate them from 
other chemical substances. Often, nanomaterials are defined by a size range limited by at least 
one of the dimensions. This range may be 1–100 nm (British Standards Institution 2007; ISO 
2008), 0.1–100 nm (Royal Society 2004), less than 100 nm (O'Brien and Cummins 2008), or 
less than 500 nm (Handy et al. 2008). The most common and accepted definition is probably 
the 1–100 nm range. In addition, it is sometimes suggested that to be counted as a 
nanomaterial the material must have properties different from those of the bulk form of the 
same chemical substance (Foss Hansen et al. 2007). A more detailed review of different 
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definitions of nanomaterials, especially from a regulatory point of view, has been conducted 
by Lövestam et al. (2010).  
 
The European Commission recently released their suggested definition of nanomaterials: 
“‘Nanomaterial’ means a natural, incidental or manufactured material containing particles, in 
an unbound state or as an aggregate or as an agglomerate and where, for 50% or more of the 
particles in the number size distribution, one or more external dimensions is in the size range 
1 nm–100 nm” (European Commission 2011).  
 
It has also been suggested that defining nanomaterials is neither feasible nor necessary. 
Maynard (2011) writes that the existing definitions lack scientific justification. He argues that 
instead of trying to establish a definition of nanomaterials suitable for all cases, the focus 
should be on the novel properties and phenomena associated with specific nanomaterials.  
 
 
2.2  Nanomaterial typologies  
 
A number of efforts have been made to categorize nanomaterials into different typologies. 
One approach uses the typology developed by Foss Hansen et al. (2007), which is based on 
physical shape. It includes three main categories, which are (1) bulk nanomaterials, (2) 
nanomaterials that constitute surfaces, and (3) nanoparticles (Figure 7). The nanoparticles can 
be in several forms, such as airborne, surface-bound, or suspended in a liquid or a solid. Jiang 
et al. (2009) present a more detailed typology for nanoparticles specifically, which includes 
free particles, agglomerates held together by van der Waals bonds, and aggregates (or sintered 
particles) held together by covalent bonds.  
 
Another way to categorize nanomaterials, particularly nanoparticles, is based on their 
chemical composition. An often-used typology is (1) carbon nanomaterials, such as fullerenes 
and carbon nanotubes, (2) metal oxide nanoparticles, such as titanium dioxide and zinc oxide, 
(3) metal nanoparticles, such as silver and iron nanoparticles, (4) others, such as quantum dots 
and nanopolymers (Ju-Nam and Lead 2008; Ma et al. 2010).  
 
Some authors have developed typologies based on the complexity of the nanomaterials. Tour 
(2007) argues that there is a shift from passive nanotechnology towards active 
nanotechnology. He defines passive nanotechnology as materials where “the nano part does 
nothing particularly elaborate”. This category includes the nanomaterials described above, 
that is, titanium dioxide, silver, iron and zinc oxide nanoparticles, as well as carbon nanotubes 
and graphene. Active nanotechnology, on the other hand, is characterized by “the nano entity 
doing something elaborate such as absorbing a photon and releasing an electron, thereby 
driving the device”. Current examples of this category are not as numerous, but Tour (2007) 
gives as an example complex molecules called “nano cars” that can move on a surface and 
move differently depending of their specific design. In addition, Tour (2007) defines a third 
category, lingering somewhere between passive and active nanotechnology. This category is 
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referred to as hybrid nanotechnology, where the nano part has some task to perform but “the 
platform carries the bulk of the burden”. However, the author himself states that this category 
can be difficult to distinguish from the other two.  
 
A similar typology was developed by Roco (2004), who defined four different kinds of 
nanostructures. The first two are called passive and active, and correspond to the two 
presented by Tour (2007). Besides these, Roco (2004) added two further categories: 3D 
nanosystems and systems of nanosystems, and heterogeneous molecular nanosystems. The 
first refers to the shift into heterogeneous nanostructures, and the second to structures where 
each molecule in the system has a specific structure and plays a different role, similar to 
biological enzymatic systems. These two last categories can be seen as a continuation of the 
active nanostructure and are somewhat difficult to distinguish from other active 
nanostructures (Davies 2009). Subramanian et al. (2010) suggested, based on a bibliometric 
analysis, that there are indeed indications of a shift towards more active nanomaterials.  
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Figure 7. Typology for nanomaterials based on physical shape, modified from Foss Hansen et al. 
(2007).  
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3 REVIEW OF EXPOSURE AND RISK ASSESSMENTS 
OF NANOMATERIALS  

 
 
A review of the work conducted so far by other authors on exposure and risk assessment of 
nanomaterials is presented as a background. The currently known exposure and risk 
assessment approaches for nanomaterials were reviewed and compared. Only studies 
performing exposure or risk assessments of nanomaterials, or proposing exposure or risk 
assessment methods, have been included. However, studies in which the (eco)toxicity of 
specific nanomaterials or nanomaterials is only discussed in general are not included. In 
addition, studies in which the risks of nanomaterials are discussed in general, in a review-like 
fashion, have not been included. 
 
This review is focused on method and not on the results of the studies. Some assessment 
results for titanium dioxide and silver nanoparticles are, however, presented in Chapter 6 
together with the case study results from the appended papers.  
 
The included studies are discussed and categorized based on a number of aspects that are 
relevant from a risk perspective:  
 

• Stressors assessed 
• Fate modeling approaches 
• Endpoints considered 
• Risk indicators applied 
• Geographical system boundaries 

 
Table 2 presents all the included studies and the results of the categorization. Each aspect is 
discussed below in one section each.  
 
 
3.1  Stressors assessed  
 
Choosing which stressor to assess is a vital part of a risk assessment. As mentioned in Section 
3.2, nanomaterials can be characterized according to different typologies based on their 
chemical composition or physical shape. Some risk assessments of nanomaterials assess 
stressors based on the physical shape of the nanoparticles. In a study by Boxall et al. (2007), 
the risks of a number of nanoparticulate materials were estimated: Silver, aluminum oxide, 
gold, cerium oxide, fullerenes, hydroxyapatite, latex, organo-silica, silicon dioxide, titanium 
dioxide, and zinc oxide. In the study by Johnson et al. (2011), the risk of titanium dioxide 
nanoparticles in sunscreen was estimated, and in the study by Praetorius et al. (2012), the risk 
due to exposure to titanium dioxide nanoparticles was estimated.  
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However, other risk assessments of nanomaterials do not clearly define the nanomaterial 
stressor according to the typology based on physical shape suggested by Foss Hansen et al. 
(2007). In the study by Gottschalk et al. (2009), the physical shapes of stressors such as 
carbon nanotubes and fullerenes are relatively well described. Although fullerenes can consist 
of varying numbers of carbon atoms, and carbon nanotubes can be both single- and multi-
walled, these terms gives a relatively clear description of both the chemistry and the shape of 
the stressor. Others are less clearly referred to as “nano titanium dioxide”, “nano zinc oxide” 
and “nano silver”. Gottschalk et al. (2011) use the same terms. The physical shape of the 
stressors assessed in these studies was thus not always clear. Other studies use the term 
nanoparticle interchangeably with less precise terms. In the study by Musee (2011), the risk of 
nanomaterials from cosmetics was assessed. In most of the study, the terms “nano titanium 
dioxide”, “nano silver” and “nano cerium dioxide” are used, but he refers to these stressors as 
nanoparticles in the abstract. Similarly, in the abstract of the study by O’Brien and Cummins 
(2010), the stressors are referred to as nanoparticles, but in the rest of the study the less 
precise terms “nano titanium dioxide” (released from exterior paint), “nano silver” (released 
from food packaging) and “nano cerium dioxide” (released from diesel fuel) are used. In the 
study by Blaser et al. (2008), they refer to silver nanoparticles several times, but the actual 
assessment is performed on antibacterial silver in plastics and textiles regardless of the 
physiochemical form of the silver.  
 
The study by Quik et al. (2011) is different in that it does not aim at conducting a full risk 
assessment for specific nanomaterials, but rather at discussing a method for assessing 
exposure to nanoparticles in water. Thus, no specific stressors are considered in that study, 
but it is clear that the model is designed for nanoparticles and not for other types of 
nanomaterials.  
 
Although the physical shape of the stressors is not stated in some of these studies, the 
chemical composition is always clearly stated. It is worth noting that the studies include a 
wide range of stressors with regards to chemical composition, although titanium dioxide and 
silver are studied more often than the others. Considering that silver is the most frequently 
found nanomaterial in consumer products, and titanium the third most frequently found 
(Project on Emerging Nanotechnologies 2012), this is not surprising.  
 
 
3.2  Fate modeling approaches 
 
Considering that a number of review studies have discussed the fate of nanomaterials in the 
environment (Christian et al. 2008; Handy et al. 2008; Ju-Nam and Lead 2008; Klaine et al. 
2008), it is interesting to review how fate modeling has been conducted in actual exposure 
and risk assessments of nanomaterials. In the study by Boxall et al. (2007), nanoparticle 
emissions from a number of sources were estimated, and distributed evenly in the 
environmental compartment to which they were emitted. No transport of nanoparticles 
between the compartments was included in the study. This method is similar to that applied in 
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the study by Musee (2011) and O’Brien and Cummins (2010). These methods can be 
described with this schematic equation:  
 

V
m

dt
dc e=       (7) 

 
where c is the mass concentration of nanomaterials in a certain environmental compartment, t 
is the time, em  is the mass-based emissions of nanomaterials to the compartment from the 
socio-technical system, and V is the volume of the compartment. The term dc/dt corresponds 
to a time-resolved PEC. As can be seen in Eq. 7, no fate mechanisms for the nanoparticles are 
included. In these studies, em  is often operationalized as a constant annual emission of 
nanomaterials, and the time span considered is one year.  
 
In contrast to the studies by Boxall et al. (2007) and Musee (2011), the study by Gottschalk et 
al. (2009), which is a further development of the early model by Mueller and Nowack (2008), 
allows for transfer of nanomaterials between different compartments. The model can thus be 
described with the following schematic equation:  
 

V
mf

dt
dc in=       (8) 

 
where inm  is the inflow of nanomaterials to the compartment from the socio-technical system 
(emissions) and from other environmental compartments, and f is a dimensionless partitioning 
factor that indicates which fraction of the emissions of nanomaterials to a compartment 
remains in the compartment. Here, fate mechanisms such as sedimentation are included, but 
they are not modeled mechanistically but aggregated into the partitioning factor. Eq. 7 can be 
seen as a special case of Eq. 8 with the partitioning factor equal to one. Note also that the 
partitioning factor can contain a number of different terms, quantifying the transport to 
different compartments.  
 
The study by Gottschalk et al. (2011) focuses on the aquatic environment (in particular Swiss 
rivers), but the model is also based on Eq. 8. Emissions of nanomaterials to the river water are 
distributed across the country proportional to population density, assuming complete mixing 
of sewage water and river water. Two scenarios were applied for the transport of 
nanomaterials in rivers: one denoted S0 with complete nanomaterial removal between two 
river catchments, and one denoted Sc with no removal at all between two river catchments. It 
was suggested that these scenarios cover all possible fate scenarios for the nanomaterials and 
thus account for different values of the partitioning factor in Eq. 8 for different river sections. 
Thus, in the study by Gottschalk et al. (2011), the partitioning factor is f = [S0, Sc].  
 
A number of studies attempt more mechanistic modeling approaches, but do not include 
nanomaterial-specific mechanisms. Blaser et al. (2008) conducted their risk assessment based 
on a river fate model and included sedimentation and diffusion between different layers of the 
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river in their model. These mechanisms were, however, generic for all physiochemical forms 
of silver. In the study by Johnson et al. (2011), fate modeling was conducted using the 
LF2000-WQX model, which is a model used for studying release of chemical substances 
from consumer products. This model has previously been used for organic contaminants in 
studies like that of Williams et al. (2009). The model combines hydrology and water quality 
models. The fate mechanisms included are thus the same as those for chemicals in the 
LF2000-WQX model, which include sorption, biodegradation, and volatilization. The 
relevance of this model to modeling the fate of nanomaterials is, however, unclear and is not 
extensively dealt with by Johnson et al. (2011).  
 
The model equation by Quik et al. (2011) was developed based on the method of calculating 
exposure to chemical substances for aquatic organisms, but with the aim of developing 
nanomaterial-specific exposure models. It includes three fate mechanisms as indicated by the 
model equation:  
 

( ) ckkk
V

m
dt
dc

×++−= disssedadv
in     (9) 

 
where kadv is the rate constant for advection, ksed is the rate constant of sedimentation and kdiss 
is the rate constant of dissolution. The rate constants all have units of the reciprocal of time. 
Advection occurs when nanoparticles are transported away by a stream of water. 
Sedimentation occurs when nanoparticles leave the water body and enter the sediment. In this 
paper, Quik et al. (2011) acknowledge that heteroagglomeration between nanoparticles and 
natural colloids plays an important role in the sedimentation of nanoparticles because the 
nanoparticles agglomerate with larger natural colloids, which sediment faster. The fate 
mechanism of heteroagglomeration is thus implicitly included in the sedimentation process. 
Dissolution means that the nanoparticles dissolve into ions or molecules. Some nanoparticles, 
such as silver and zinc oxide, dissolve relatively fast, whereas titanium dioxide nanoparticles 
hardly undergo any dissolution at all in natural waters. Quik et al. (2011) provides ranges of 
values for the rate constants (kadv, ksed, kdiss) for specific nanoparticles in their study. These 
ranges are typically about two or three orders of magnitude, and no attempt to calculate the 
rate constants for a general case was done in the study.  
 
In the study by Praetorius et al. (2012), exposure of nanoparticles in water was also assessed 
by trying to develop a mechanistic model analogous to those used for chemical substances. 
This resulted in a model that includes fate mechanisms such as heteroagglomeration, 
sedimentation, advection with the flow of the water body, bed load transport within the 
sediment, burial in the sediment, and resuspension from the sediment into the water. Some of 
these mechanisms, in particular heteroagglomeration, can indeed be regarded as nanomaterial-
specific in the sense that they do not occur with ordinary chemicals.  
 
From this review of fate modeling approaches, it seems that three different approaches can be 
distinguished: (1) modeling nanomaterial fate using aggregated partitioning factors, (2) 
applying mechanistic models without nanomaterial-specific fate mechanisms and (3) applying 
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nanomaterial-specific fate mechanisms. Of the reviewed studies, only the studies by Quik et 
al. (2011) and Praetorius et al. (2012) attempt to explicitly include nanomaterial-specific fate 
mechanisms in a similar manner to Paper I. For more detail see Section 5.2.  
 
 
3.3  Endpoints considered  
 
The choice of ecological endpoints in risk assessment is important yet difficult (Suter 1989). 
In the existing risk assessments of nanomaterials, a large number of different endpoints are 
considered, indicating that it is currently unclear which endpoints are most threatened by 
specific nanomaterials. There is, however, a slight tilt towards aquatic organisms. Boxall et al. 
(2007) considered algae, fish, invertebrates, and bacteria. The assessment by Gottschalk et al. 
(2009) was performed for twelve different endpoints from different environmental 
compartments. Exactly the same endpoints were considered by Gottschalk et al. (2011). 
Blaser et al. (2008) considered three different water fleas living in water and sediment. The 
assessment by Johnson et al. (2011) was performed for the endpoints bacteria and 
earthworms. The assessment by Musee (2011) was performed for seven different aquatic 
organisms and one soil organism. In the assessment by O’Brien and Cummins (2010), a 
number of aquatic organisms were considered along with guideline values for drinking water 
for humans. Since only the exposure assessment step was considered by Quik et al. (2011) 
and Praetorius et al. (2012), no endpoints were discussed in those studies.  
 
 
3.4  Risk indicator applied 
 
When assessing the risks of chemicals, a ratio between two mass concentrations (PEC/PNEC, 
Eq. 4) is normally used as risk indicator (Suter 1993a; van Leeuwen and Vermeire 2007). 
There have been extensive discussions on which risk indicator to use for nanomaterials, as 
reviewed in Paper I and Dhawan et al. (2009). Mass concentration is used in most of the 
reviewed risk assessments of nanomaterials (Boxall et al. 2007; Blaser et al. 2008; Gottschalk 
et al. 2009; O’Brien and Cummins 2010; Gottschalk et al. 2011; Johnson et al. 2011; Musee 
2011; Quik et al. 2011). However, some of these studies discuss the possibility of other risk 
indicators. Musee (2011) suggested that surface area concentration, or variants thereof, may 
provide an alternative or additional risk indicator. O’Brien and Cummins (2010) discuss 
surface area concentration and particle number concentration as potential alternatives, and 
even carry out a simplified recalculation of their results into these indicators in order to 
investigate whether the relative exposure of the included nanomaterials would change 
considerably. The recalculation was based on the assumption of monodisperse particles. 
There is also a brief discussion of surface area concentration and particle number 
concentration as potential alternative exposure indicators in the report by Boxall et al. (2007). 
The study by Praetorius et al. (2012) is unique since it reports results both in terms of mass 
concentration and in terms of particle number concentration. A more thorough discussion of 
risk indicators for nanomaterials can be found in Section 7.3, in which the pros and cons of 
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mass concentration, particle number concentration, and surface area concentration are 
discussed.  
 
 
3.5  Geographical system boundaries 
 
As mentioned in Section 2.2, risk assessments of chemicals can be conducted on different 
scales and consequently at different geographical resolutions. The reviewed risk assessments 
of nanomaterials have quite different geographical resolutions. Some were conducted on a 
national or continental scale. The assessment by Boxall et al. (2007) was conducted for the 
United Kingdom, and the assessment by Gottschalk et al. (2009) was conducted for 
Switzerland, the United States, and Europe. Some were conducted for specific rivers. The 
assessment by Gottschalk et al. (2011) was conducted for twenty-one river sections in 
Switzerland, the assessments by Blaser et al. (2008) and Praetorius et al. (2012) were 
conducted for the Rhine River in Europe and the assessment by Johnson et al. (2011) was 
conducted for the River Thames in the United Kingdom. The assessment by Musee (2011) 
was conducted for a specific city, Johannesburg in South Africa. The study by Quik et al. 
(2011) was conducted at a generic level and is not limited to a specific geographical location.  
 
 
3.6  Lessons from the reviewed studies  
 
Lessons from the reviewed studies have influenced this thesis and the appended papers. First, 
the stressors considered in some early risk assessments informed the choice of which 
nanomaterials to study in the appended papers. Second, since nanomaterials are not only 
characterized by their chemical composition but also by their shape, it seemed relevant to be 
explicit about the physical shape of the stressor studied in risk assessments of nanomaterials. 
Attempts have therefore been made to avoid the imprecise description of the stressors that 
was found in some of the reviewed studies. Third, considering the differences between 
nanomaterials and chemicals with regard to environmental fate outlined by a number of 
authors and in Paper I, it seemed relevant to try to develop fate models specific to 
nanomaterials to ensure a relevant assessment instead of using the same models used for 
chemicals, as was done in some of the reviewed studies, particularly Johnson et al. (2011). 
This meant either developing nanomaterial-specific fate models or using partitioning factors 
that are applicable to nanomaterials. These two approaches have been explored in the 
appended papers. Fourth, considering the strong dominance of mass concentration as a risk 
indicator in the reviewed studies despite the discussion of other possible risk indicators for 
nanomaterials, the issue of the choice of risk indicator is frequently discussed in the appended 
papers. In some of the appended papers, particle number concentration was used instead of 
mass concentration.  
 
Finally, it is interesting to note the considerable differences between the studies with regards 
to methods used and results obtained. For example, Boxall et al. (2007) estimated that the 
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concentrations of nanomaterials in soil would generally be orders of magnitude higher than 
the concentrations in water, but Musee (2011) estimated slightly higher concentrations in 
water. Considering the differences in geographical system boundaries and partitioning factor 
values, this in itself is not unexpected. However, it underlines the importance of further 
methodological discussion, and also the immaturity of the field of risk assessment of 
nanomaterials. The differences in the reviewed studies are so profound that the definition of 
risk based on comparing levels of toxic effects to exposure levels (Eq. 4) and the source-fate-
endpoint model (Figure 3) seem to be the only thing these different methods have in common.  
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Table 2. Review of five exposure models for nanoparticles in aquatic environments. Abbreviations: Titanium dioxide (TiO2), aluminum oxide (Al2O3), gold 
(Au), cerium dioxide (CeO2), silica/silicon dioxide (SiO2),silver (Ag), zinc oxide (ZnO), and carbon nanotubes (CNT). Mass and particle number are short for 
mass concentration and particle number concentration, respectively.  
 

Study Fate modeling 
approaches Stressors assessed Endpoints considered Risk indicator Geographical boundary 

Blaser et al. (2008)  
Mechanistic, not 

nanomaterial-
specific 

Silver 3 water fleas Mass Rhine River 

Boxall et al. (2007) Partitioning factors 
Nanoparticles from Ag, Al2O3, Au, 
CeO2, fullerenes, hydroxyapatite, 

latex, organo-SiO2, SiO2, TiO2, ZnO 

Algae 
Fish  

Invertebrates 
Bacteria 

Mass United Kingdom 

Gottschalk et al. 
(2009) Partitioning factors 

nano TiO2, nano ZnO, nano Ag, 
CNT,  

fullerenes 
12 different Mass 

Switzerland 
United States 

Europe 
Gottschalk et al. 
(2011) Partitioning factors nano TiO2, nano ZnO, nano Ag 12 different Mass Switzerland 

Johnson et al. (2011) 
Mechanistic, not 

nanomaterial-
specific 

TiO2 nanoparticles Bacteria 
Earthworms Mass River Thames 

Musee (2011) Partitioning factors 
Ag and TiO2 nanoparticles 

or 
nano Ag and nano TiO2 

8 different Mass South Africa 

O’Brien and 
Cummins (2010) Partitioning factors 

Ag, CeO2, and TiO2 nanoparticles 
or 

nano Ag, nano CeO2, nanoTiO2 

Aquatic organisms 
Humans Mass Ireland 

Praetorius et al. 
(2012) 

Mechanistic, 
nanomaterial-

specific 
TiO2 nanoparticles None Mass 

Particle number Rhine River 

Quik et al. (2011) 
Mechanistic, 
nanomaterial-

specific 
Nanoparticles in general None Mass None  
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4 METHODS OUTLINED 
 
 
The main aim of this thesis is to develop methods to contribute to the development of 
exposure assessment methods, and thus risk assessment methods, for nanomaterials. In Papers 
II and III, the method of particle flow analysis was developed from substance flow analysis. 
This method is described in Section 5.1. It can be used to assess emissions of nanoparticles, 
thus constituting the emission assessment part. Paper I outlined an exposure model based on 
colloidal stability theory. This model is described in Section 5.2. In this model, emissions are 
assumed but not calculated, and can therefore be said to include the whole exposure 
assessment, although the main focus is on the fate modeling part. In Paper IV, a method for 
assessing exposure of nanomaterials based on classical exposure modeling of chemicals was 
applied to the case of silver in clothes. This model includes the whole exposure and risk 
assessment, and is described in Section 5.3.  
 
 
4.1  Prospective particle flow analysis 
 
Authors have suggested using a substance life cycle approach for assessing emissions of 
nanomaterials (Sweet and Strohm 2006; Lubick 2008). As stated in Section 2.3, the industrial 
ecology method called substance flow analysis is commonly used to estimate emissions of 
substances of concern. Consequently, substance flow analysis became the point of departure 
for the development of emission assessment methods. However, in traditional substance flow 
analysis, mass is used as the indicator of magnitude, as in risk assessment of chemicals and 
material flow analysis. Inspired by the discussion of risk indicators for nanomaterials outlined 
in Paper I, Dhawan et al. (2009), and Section 4.5, particle number was used as an indicator of 
magnitude instead of mass in the emission assessments in some of the appended papers. This 
was done by modifying the substance flow analysis method into particle flow analysis. 
Although the particle flow analysis method is limited to using the particle number as an 
indicator of magnitude, it illustrates flexibility in the substance flow analysis method and its 
potential to be adapted to indicators of magnitude other than mass. Figure 8 presents a 
graphical illustration of the particle flow analysis model. In addition to changing the indicator 
of magnitude, this modification required a change in the substance flow analysis method. As 
noted above, in traditional substance flow analysis, the stock of a substance is calculated as:  
 

∑∑ −= outin mm
dt
dm

      (6) 

 
where m  represents mass flow and m represents the mass stock. This equation is basically the 
same as the law of mass conservation. However, although the mass of nanoparticles is 
conserved, the particle number may not be. Processes such as agglomeration, dissolution, 
melting, grinding, and weathering may increase or decrease the number of particles. This has 
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been included in the equation in the form of a sink/source term ( sN ). The change in particle 
stock of a nanoparticulate material is calculated as:  
 

soutin NNN
dt
dN  +−= ∑∑     (10) 

 
where N represents particle number stock, N represents particle number flows, and the index 
s stands for source or sink. The parameter sN  can be a source or a sink depending on its sign 
(positive or negative), that is, a sink is seen as a negative source. It is thus analogous to the 
loss functions used in fate modeling of chemicals, such as biodegradation (van de Meent and 
Bruijn 2007). As can be seen in Figure 8, for a certain product there can be source/sink terms 
in the production phase ( spN ), use phase ( suN ) and waste handling phase ( swN ). In general, 

spN  is likely to be positive since the nanoparticles are being created from non-nanoparticulate 

materials. The particle number thus goes from basically zero to a larger number. It is more 
difficult to tell with suN . It is possible that agglomeration takes place in the use phase, thus 
reducing the particle number. It is also possible that weathering of particles creates more, 
smaller particles. The number could also remain largely unchanged. The swN  term is likely to 
be negative since many waste handling processes include high temperatures that could melt 
particles. Note, however, that this may differ for specific nanoparticles and products.  
 
As it turned out, however, for the cases in Papers II and III, no sinks and sources of 
nanoparticles were identified except for the production of nanoparticles from non-
nanoparticulate materials, spN . However, this term was not treated explicitly but set equal to 

uN , as low emissions epN  were assumed during production as well as low recycling or reuse 

rN  during waste handling.  
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Figure 8. Particle flow analysis model applied to quantify the flows and stocks of nanoparticles and 
the emissions of nanoparticles to the environment in Papers II and III. N denotes particle number 
stock, N  particle number flow, p production, u use phase, w waste handling, e emission, r recycling, 
and s denotes source. Note that sN  may be negative, indicating a sink for particles (such as 

agglomeration) rather than a source (such as grinding). The symbols normally used for electronic 
current symbolize sinks and sources. Figure obtained from Papers II and III. 
 
 
Besides using particle number as an indicator of magnitude, the particle flow analyses in 
Papers II and III have another feature that makes them different from previous studies. In 
previous studies, annual emissions of nanoparticles were approximated using annual 
production (Boxall et al. 2007; Blaser et al. 2008; Gottschalk et al. 2009; O’Brien and 
Cummins 2010; Gottschalk et al. 2011; Johnson et al. 2011; Musee 2011; Praetorius et al. 
2012). This approximation is reasonable for cases where the annual emissions from the use 
phase are much larger than the waste flows. For these cases, the use phase stock is negligible, 
that is, weu NN  >> , Nu ≈ 0, and ueu NN  ≈  in Figure 8. However, for cases where there is 
indeed a significant stock being built up in society, as with cement and electronics, annual 
emissions from the use phase may be very different from annual production. For those cases, 
emissions must instead be estimated as a function of the surface area of the stock or similar 
metric. Attempts to do so can be found in Papers II and III, for instance using the following 
equation:  
 

knAN ××= uueu
      (11) 
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where Au is the surface area of the use phase product stock, nu is the nanoparticle 
concentration in the product stock, and k is an emission factor with the unit m/s. 
Unfortunately, one difficulty with this method compared to approximating annual emissions 
by annual production is that it is difficult to obtain information about or estimate both the 
surface area of the stock Au and the emission factor k. Eq. 11 should be seen as an attempt to 
produce an estimate. It may be that it needs to be simplified using fewer parameters, or made 
more complicated using additional parameters.  
 
In addition to the development of particle flow analysis from substance flow analysis, a 
prospective approach was applied in the emission assessment, as suggested by other authors 
(Sweet and Strohm 2006; Wiesner et al. 2009). As described in Section 2.4, technologies at an 
early phase of development may enter the growth phase, undergo extensive diffusion, and 
eventually reach the mature, saturated phase in which the production and use of these 
technologies are higher. One way to apply a prospective approach to assessing future potential 
emissions is to not only consider the current state of technologies that make use of 
nanomaterials, but also a potential future state representing the mature phase. Although the 
current use of most products containing nanomaterials, and consequently nanomaterial 
emissions related to these products, may be low or non-existent, future emissions may be 
considerable when these technologies reach the mature phase of the technological life cycle. 
Considering only the use and emissions of the embryonic phase may thus give misleading 
results that may be falsely interpreted to imply that emissions of nanomaterials from an 
emerging technology will continue to be low in the future.  
 
It is not obvious how to estimate this potential increase in use and subsequent emissions of 
nanomaterials. Although technology forecasts are sometimes made, there are many examples 
of forecasts which in hindsight have been misleading. An example is the forecast in the 1960s 
and 1970s that nuclear power would become the dominant source of energy at the turn of the 
century. This  must be regarded as incorrect as nuclear power currently constitutes less than 
10 percent of the global energy supply (Sandén 2004). However, relevant information may be 
obtained without applying forecasting methods. Explorative scenarios, which are future states 
or developments that are interesting to consider, offer an alternative (Börjeson et al. 2006). In 
contrast to forecasts, no statements are made regarding the probability of the explorative 
scenarios – they may be likely or unlikely, but should at least be possible. A similar concept 
called stylized states was applied by Hillman and Sandén (2008). These states represent 
possible future states that are interesting to consider in some respect. In Papers II and III, the 
explorative scenario considered was a world in which:  
 

• The technology utilizing the nanomaterial has become the dominant design in its 
market.  

• Everybody in the world uses as much of the technology per capita as high-income 
countries such as Sweden.  

• The world population has increased to 10 billion people.  
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This explorative scenario constitutes a high-emission scenario. If even this scenario does not 
give rise to a considerable emission of nanoparticles, the technology will probably not cause 
high emissions in future. Applying explorative scenarios has provided valuable insights in 
Papers II and III. It has been shown that some technologies which are currently in a very early 
stage of technological development, such as self-cleaning cement containing titanium dioxide 
nanoparticles and clothing containing silver nanoparticles, have the potential to become much 
larger in the future. Thus they will give rise to considerably higher emissions than they 
currently do. Although this in itself is not unexpected, such insights will remain hidden if only 
the current production and use of nanomaterials are considered.  
 
 
4.2  Exposure modeling of nanoparticles based on colloidal stability 
 
In Paper I, a bottom-up approach to exposure modeling of nanoparticles in water was 
attempted. Acknowledging that risk assessment of nanoparticles requires new methods and 
approaches, the literature on fate mechanisms was first reviewed. The result of that review 
can be seen in Figure 9. A number of fate mechanisms were identified:  
 

• Homoagglomeration between nanoparticles of the same type. 
• Sedimentation. 
• Break-up between agglomerated particles. 
• Reactions between nanoparticles and natural organic matter.  
• Heteroagglomeration between nanoparticles and natural colloids.  

 
In addition to these fate mechanisms, the fate of nanoparticles may also be altered by coating 
and doping of the particles (Figure 9). It was observed that studies that already tried to model 
some of these processes existed within the field of colloid chemistry. Colloids can be defined 
as dispersed particles within the size range of 1–1000 nm (Shaw 1992; Elimelech et al. 1995), 
thereby covering most of the size ranges that define nanomaterials (Section 3.1). Most notable 
was the early work by Smoluchowski (1917) and Friedlander (1977), which was further 
refined by Grant et al. (2001). These modeling attempts were based on colloidal stability 
theory and thus focused on homoagglomeration and sedimentation of colloidal particles. The 
main equation was extended in Paper I. A term describing a continuous inflow of particles 
was added, along with a term that could account for heteroagglomeration between synthetic 
nanoparticles emitted to the environment and natural colloids. The resulting equation became:  
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The term on the left side of the equation, dnj/dt, describes the changes in concentration of an 
agglomerate with j primary particles. A summation of these terms over j and integration over 
a time span [0, t] corresponds to the particle number-based PEC of nanoparticles. The first 
term on the right side on the equation describes the emissions of an agglomerate with j 
primary particles to the water compartment. The second term describes the formation of 
agglomerates with j primary particles through agglomeration of particles i and j-i. The third 
term describes the loss of agglomerates with j primary particles through agglomeration with 
other particles i. The fourth term accounts for the sedimentation of agglomerates with j 
primary particles. The fifth term describes heteroagglomeration between agglomerates with j 
primary nanoparticles and natural colloids. This equation is based on the assumptions that all 
particles are approximately spherical and that merging of two particles is an irreversible 
reaction. nj is the particle number concentration of agglomerates with j primary particles (i.e., 
if j equals three, then the agglomerate consists of three primary particles that have 
agglomerated), αi,j and αi,j-i are homoagglomeration collision efficiencies, Ki,j and Ki,j-i are rate 
constants, vs is the sedimentation rate of primary particles, β describes the increase in 
sedimentation rate due to increased cluster size (2/3 for spherical particles), d is the depth of 
the water compartment, and ( )tN je,

  is the particle-based emission of particle j, αnc is the 

heteroagglomeration collision efficiency between nanoparticles and natural colloids, Knc is the 
rate constant for collisions between natural colloids and synthetic nanoparticles, and nnc,i is 
the particle number concentration of an agglomerate with i primary natural colloids. See 
Paper I regarding the units of the parameters in Eq. 12.  
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Figure 9. Illustration of fate mechanisms for nanoparticles in water, obtained from Paper I. 
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Compared to previous exposure and risk assessment models for nanoparticles and 
nanomaterials (Section 4.2), the model described in Eq. 12 goes further in trying to 
mechanistically explain nanoparticle fate from the perspective of colloid chemistry. It is also 
flexible in the sense that terms accounting for additional fate processes can be added to the 
equation. As shown by Arvidsson (2010), it is also possible to link this model to the particle 
flow analysis model. However, comparing Eq. 12 to Figure 9 shows that a number of 
important fate processes are not yet incorporated in the model. As was described in Paper I, 
the role of natural organic matter remains a puzzle. It can be indirectly included by modifying 
the collision efficiency α, which is a factor between 0 and 1 that describes what fraction of 
collisions lead to a merging of the particles. Natural organic matter can alter the collision 
efficiency either by increasing the electrostatic repulsion or by providing steric hindrance or 
attraction. How this takes place is, however, not yet sufficiently understood to be quantified in 
an exposure model. Additional aspects not included in the model equation are doping and 
coating. Although a number of authors have highlighted the potential importance of these 
modifications (see Paper I), there currently is little knowledge of how these aspects affect the 
environmental fate of nanoparticles.  
 
Another problem related to Eq. 12 is how to implement it in computer software. In Paper I, 
this was done in MATLAB. It turned out that the calculations were very time-consuming. 
Although improvements have been made to the program since the writing of Paper I, the 
general problem of computational power remains an issue to be considered when developing 
fate and exposure models for nanomaterials. Considering these difficulties, simplifications of 
Eq. 12 are warranted. As described in Section 4.2, Quik et al. (2011) proposed one such 
simplification. They argued that although agglomeration is a process that follows second 
order kinetics, as described in Paper I, it is possible that the majority of the particle collisions 
involving synthetic nanoparticles in the environment take place between a synthetic 
nanoparticle and a natural colloid, as natural colloids are much more numerous. Since the 
concentration of natural colloids is so much higher, it can be regarded as almost constant. 
Then the agglomeration will depend only on the concentration of synthetic nanoparticles in a 
pseudo-first order kinetic way. Indeed, complex kinetic fate processes are often modeled as 
pseudo-first order reactions for chemical substances in risk assessment of chemicals (Mill 
1993). This situation would be much easier to model than Eq. 12. If it is further assumed that 
nanoparticles that agglomerate with natural colloids will sediment rather fast, that is, that 
heteroagglomeration is the bottleneck removal process, Eq. 12 can be simplified into:  
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An approach similar to Eq. 13 was applied by Praetorius et al. (2012), although they included 
the sedimentation of nanoparticle-colloid agglomerates and pure nanoparticle agglomerates 
explicitly as in Eq. 12. Praetorius et al. (2012) also modeled size classes rather than individual 
particles, that is, the index j in their study did not represent individual agglomerates but five 
different size classes of agglomerates (16, 212, 408, 604, and 800 nm in diameter). Having 
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[ ] ℵ∈= 5,1j  rather than [ ] ℵ∈>= 1000,1j  as in Paper I constitutes a simplification that 
greatly reduces the need for computational power. Even further simplifications can be made if 
it is assumed that all particles entering the water compartment are of the same primary particle 
size and that the natural colloids are similar enough to be characterized by one single particle 
size:  
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Additional motivation for treating homoagglomeration as negligible was provided by Quik et 
al. (2012). They showed that in water from the two European rivers the Rhine and the Meuse, 
first order heteroagglomeration was the main mechanism for sedimentation of cerium dioxide 
nanoparticles. Based on this, an equation similar to Eq. 14 was suggested for exposure 
modeling of nanoparticles in natural water. However, for filtered water with very few natural 
colloids, second order homoagglomeration was shown to be the main mechanism for 
sedimentation. This raises the question of application domain for Eq. 13 and Eq. 14. Do they 
work well for all natural waters, or are there natural waters with a low content of natural 
colloids, such as Alpine streams, for which they are not applicable? If it can be further shown 
that Eq. 13 or Eq. 14 are applicable to most natural waters, their simplicity compared to Eq. 
12 makes them attractive for future exposure modeling of nanoparticles in water. If not, it 
may be necessary to start from the more complex Eq. 12 or similar approaches that include 
homoagglomeration.  
 
Unfortunately, the models presented in Paper I and by Praetorius et al. (2012) share a 
common problem, namely that they both require collision efficiencies (α and αnc) as input 
data. As mentioned above, collision efficiencies can be affected by the presence of natural 
organic matter in complex ways that are difficult to predict. In addition, collision efficiencies 
are difficult to calculate and measure even without the presence of natural organic matter. 
Existing models, which are based on the so-called DLVO theory (Derjaguin and Landau 
1941; Verwey and Overbeek 1948), have been deemed to offer little guidance (Wiesner 
1992). The difficulty of obtaining values for collision efficiencies constitutes a problem for 
mechanistic exposure modeling of nanoparticles that must be overcome if these methods are 
to be extensively used. A recent study successfully modeled collision efficiency by 
considering whether the kinetic energy of the nanoparticles is high enough to overcome 
interaction energy barriers (Zhang et al. 2012). This method may provide a fruitful way 
forward, although the approach may be limited to smaller nanoparticles.  
 
 
4.3  Exposure modeling using partitioning factors 
 
In Paper IV, a method was outlined for the specific purpose of assessing the risks posed by 
antibacterial silver in clothes used in urban areas. The specific area studied in Paper IV was 
Gothenburg, Sweden. The risks considered were those to wastewater treatment sludge and 
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agricultural land. Note that this method is considered to apply to both silver nanoparticles and 
other forms of silver. It is not known exactly which forms of silver are used in antibacterial 
clothing, although there are indications that silver in the form of nanoparticles may be the 
most attractive form of silver from a technical point of view (Nowack et al. 2011). 
Fortunately, it seems that ionic and nanoparticulate silver emitted from clothing will exhibit 
similar emission rates and fate within the scope of Paper IV. There was thus no reason to 
differentiate between different forms of silver in Paper IV. In Paper IV, the emissions of silver 
were estimated as:  
 

emclothese fPAcm =      (15) 
 
where P is the population using the wastewater treatment plant, A is the per capita 
consumption of silver clothing, cclothes is the mass concentration of silver in the clothes, and 
fem is the dimensionless fraction of silver emitted. This equation is similar to the industrial 
ecology method called the IPAT equation, which in its simplest form can be written:  
 

PATI =       (16) 
 
where I stands for (environmental) impacts, P for population, A for affluence and T for 
technology, implying that these last three factors are those that affect the environmental 
impacts. An early version of this equation was developed by Ehrlich and Holdren (1971) and 
later modified by Commoner et al. (1971) and others (Chertow 2000). In Eq. 15, the 
environmental impact is emissions of silver, the consumption of silver clothing corresponds to 
affluence, and cclothes and fem are parameters describing characteristics of the technology of 
silver clothing.  
 
Following the emission assessment, the fate of the emitted silver through wastewater 
treatment was investigated. It was found that most silver would probably end up in the 
wastewater treatment sludge. The sludge could then be used as fertilizer on agricultural land. 
Thus, the fate of the silver in soil was modeled. This resulted in an exposure model to assess 
the exposure of silver, for instance in the form of nanoparticles, from antibacterial clothing to 
organisms in soil:  
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=      (17) 

 
where csoil is the concentration of silver in the soil, WWTPm  is the amount of sludge produced 

in the wastewater treatment plant each year, soilm is the amount of sludge applied to the soil 
each year, Vsoil is the volume of the soil compartment, fsludge is the dimensionless fraction of 
the silver entering the wastewater treatment plant which ends up in the sludge, and M is the 
annual mass of dry sludge produced.  
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This linear equation is similar to traditional exposure models for chemicals in soil, such as Eq. 
4.32 in van Leeuwen and Vermeire (2007) for calculating the concentration of chemicals in 
soil, although fate mechanisms such as evaporation, degradation, and leaching have been 
excluded in Eq. 17 for reasons explained in Paper IV.  
 
It should be noted that this model is more aggregated than the exposure modeling based on 
colloidal stability performed in Paper I and described in Section 5.2. Rather than addressing 
agglomeration and sedimentation in detail, these fate mechanisms are included in the model 
by the partitioning factor fsludge. This partitioning factor indicates what fraction of the silver 
ends up in the sludge (fsludge) (i.e., which portion of the silver will sediment), and which 
portion will remain in the water (1–fsludge). It became apparent that ionic silver is likely to 
exhibit the same partitioning factors as silver nanoparticles in this case. Thus the partitioning 
factors are the same for both nanoparticulate and ionic silver in this case.  
 
Eq. 17 is analogous to the general Eq. 7 and thus similar to other approaches in previous risk 
assessment studies of nanomaterials described in Section 4.2. An example is the approach 
with the scenarios S0 and Sc applied by Gottschalk et al. (2011): the complex processes of 
agglomeration and sedimentation are modeled by a partitioning factor which indicates the 
fraction of the nanomaterials that remain in the water and how much sediments out. Eq. 17 is 
also similar to the models used to assess direct input of nanoparticles to soil by Boxall et al. 
(2007) and Musee (2011). It can, however, be argued that the use of partitioning factors in 
Paper IV is more extensively motivated based on mechanistic arguments than in previous risk 
assessment studies on nanomaterials. The partitioning factor in Paper IV is derived and used 
based on data from Swedish wastewater treatment plants and arguments from colloidal 
stability theory, whereas in other risk assessment studies on nanomaterials the partitioning 
factor approach is less rigorous.  
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5 CASE STUDY RESULTS  
 
 
Although the main outcomes of this work are methods and reflections on methods, some 
results from the case studies are worth mentioning. These are presented below for each of the 
three cases studied, namely titanium dioxide nanoparticles, silver nanoparticles, and graphene.  
 
 
5.1  Titanium dioxide nanoparticles  
 
Titanium dioxide nanoparticles are perhaps the most studied stressors within the field of 
nanomaterial risk assessment. The potential risks associated with their use in sunscreen were 
among the first to be noted by groups such as the environmental non-governmental 
organization Friends of the Earth (2006, 2007). Some authors argued that the titanium dioxide 
nanoparticles would probably not be taken up via the human skin during sunscreen use, and 
that the risks to humans from this use of titanium dioxide nanoparticles would therefore be 
low (e.g., Nohynek et al. (2007)). However, since sunscreen is sometimes applied before 
swimming, aquatic organisms may potentially be exposed to the nanoparticles. This 
hypothesis was strengthened by the early risk assessment study by Mueller and Nowack 
(2008), which showed that nano-titanium dioxide posed the highest risk to aquatic organisms 
of all the nanomaterials and endpoints included in that study. Subsequent risk assessment 
studies have not confirmed this result. Johnson et al. (2011) concluded that titanium dioxide 
nanoparticles from sunscreen probably did not pose a risk to aquatic organisms in the River 
Thames. Boxall et al. (2007) showed no risk of titanium dioxide nanoparticles in the United 
Kingdom. Although the results of Gottschalk et al. (2009) showed a risk from nano-titanium 
dioxide in sewage treatment plant effluent, the risk was higher for both nano-silver and nano-
zinc oxide. Gottschalk et al. (2011) showed risk for nano-titanium dioxide in Swiss rivers, but 
only in urban and industrial areas. Musee (2011) showed risk for nano-titanium dioxide in 
aquatic environments in Johannesburg, but only for the maximum emission and low dilution 
scenario.  
 
In the appended papers, the risk of titanium dioxide nanoparticles was not studied in itself. 
The results of Paper I did however reveal that the value of the collision efficiency (α) and the 
emissions of titanium dioxide nanoparticles to the water compartment have a considerable 
impact on the PEC of titanium dioxide nanoparticles. If the collision efficiency was high, the 
particle number-based PEC in the water was low due to heavy agglomeration and 
sedimentation. If the collision efficiency was low, the particle number-based PEC in the water 
became considerably higher. As expected, higher emissions also resulted in a higher PEC. 
Changes in other parameters in the model did not result in any changes in the PEC within the 
range in which they were varied.  
 
In Paper II, emission of titanium dioxide nanoparticles was studied using particle flow 
analysis. Three different products were investigated with regard to the particle number-based 
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use phase consumption, use phase stocks, and use phase emissions. These were sunscreen, 
paint, and self-cleaning cement. In sunscreen, the titanium dioxide nanoparticles are used as a 
UV light blocker and absorbent. In paint, they are used as the white pigment. In self-cleaning 
cement, they are used for their photocatalytic properties (and partly also as white pigment). 
Estimates of the current annual global use phase consumption results are similar for sunscreen 
and paint. This is noteworthy, since in terms of mass, the consumption of titanium 
nanoparticles in paint is much larger due to the much larger volumes of paint produced 
annually. But the particles in sunscreen are much smaller on average, so on a particle number 
basis, the use of titanium dioxide nanoparticles in sunscreen is much higher. In comparison, 
the current use of titanium dioxide nanoparticles in self-cleaning cement is negligible. The 
only significant use phase stock is that of titanium dioxide nanoparticles in paint. As for 
current emissions, the importance of sunscreen in spite of its comparatively low mass-based 
annual production becomes even clearer. Only a fraction of the titanium dioxide nanoparticles 
in paint are emitted from the surface of the societal stock, whereas most sunscreen consumed 
each year is emitted to the environment in the use phase. Sunscreen is thus the dominant 
source for emissions of titanium dioxide nanoparticles (Figure 10).  
 
Applying the explorative scenario method outlined in Section 5.1 changes this picture 
somewhat, and results in titanium dioxide nanoparticles in cement becoming the by far largest 
annual global use phase consumption and stock. This is largely due to the high annual 
production of cement and the small size of the nanoparticles used in that product. However, 
when looking at emissions, sunscreen is still the dominant contributor (Figure 10). This is 
again due to the dissipative nature of the use of sunscreen, causing direct emissions to the 
environment rather than slow release from the surface of a stock. Still, since not even the 
worst-case scenario by Johnson et al. (2011) showed any risk of titanium dioxide 
nanoparticles from sunscreen to organisms living in the River Thames, it is unclear whether 
these potentially high emissions of titanium dioxide nanoparticles from sunscreen are reason 
for concern. This does, however, raise the question of whether there still would be no risk if 
the mass-based risk assessment by Johnson et al. (2011) had been conducted on a particle 
number basis instead. It could be that although the mass-based emissions of titanium dioxide 
nanoparticles from sunscreen are small even at high consumption rates of sunscreen, the 
particle number-based emissions are high enough to cause adverse effects. Unfortunately, 
there are currently no toxicological studies in which particle number-based toxicity thresholds 
are reported for titanium dioxide nanoparticles, so such assessments are not yet possible. 
Considering the clear tendency of titanium dioxide nanoparticles to agglomerate in natural 
waters, recalculating mass into particle number under the assumption of monodisperse 
particles would be questionable, as will be shown in Section 7.3.  
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Figure 10. Current and future potential global emissions of titanium dioxide nanoparticles in paint, 
sunscreen and self-cleaning cement. The potential future emissions are estimated based on an 
explorative scenario. For self-cleaning cement, current emissions are negligible. Based on results from 
Paper II.  
 
 
5.2  Silver nanoparticles  
 
Since silver is the most frequently used nanomaterial in consumer products (Project on 
Emerging Nanotechnologies 2012) and has previously been of environmental concern when 
used for photographic purposes (Luoma 2008), it comes as little surprise that silver 
nanomaterials are one of the most frequently studied nanomaterials from a risk perspective. 
However, the results from risk assessment studies are somewhat varied. Studies by Blaser et 
al. (2008), O’Brien and Cummins (2010), Musee (2011), and Boxall et al. (2007) did not 
identify any risk posed by nano-silver and silver nanoparticles. Gottschalk et al. (2009) 
showed that nano-silver constitutes a risk in surface water and, to a larger extent, in sewage 
treatment plant effluent. Gottschalk et al. (2011) showed risk for nano-silver in Swiss rivers in 
urban and industrial areas. In addition, arguments that are not based on risk assessments have 
been made regarding the environmental risks of nano-silver and silver nanoparticles. Nowack 
(2010) argue that nano-silver would probably bind to sulphide during wastewater treatment, 
which would considerably reduce its toxicity. Although this has been reported by other 
authors as well (e.g., Blaser et al. (2008)), and is partly accounted for in Paper IV, this 
argument in itself is not sufficient to assess the risks of silver nanoparticles. It could be that 
future emissions will become high enough to cause adverse effects despite the lower toxicity 
of sulphide-bound silver nanoparticles. Nowack et al. (2011) argue that colloidal silver 
(similar to silver nanomaterials) has been used for a long time and that silver nanomaterials 
should therefore not be considered a new phenomenon. However, the implications of this 
argument for the magnitude of the risks of silver nanoparticles are unclear. For example, the 
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use of silver nanoparticles as an antibacterial agent and subsequent emissions may become 
much larger in future, so that environmental risks not previously present may emerge. There 
is also discussion regarding whether silver nanoparticles will persist in the environment or 
dissolve into silver ions. So far, the results are somewhat ambiguous (Elzey and Grassian 
2010; Liu and Hurt 2010; Li and Lenhart 2012).  
 
Paper III reports on a particle flow analysis study similar to the one conducted for titanium 
dioxide nanoparticles. The three products studied for silver nanoparticles were wound 
dressings, clothing, and electronic circuitry. In the first two, silver is used as antibacterial 
agent, whereas in the last, silver is used for its high conductivity. The current global 
consumption and emissions of silver nanoparticles related to these three products are largely 
unknown, and wound dressings are the only product for which it was possible to obtain an 
exact number (Figure 11). Electronic circuitry is the only product likely to form a significant 
societal stock, although the current magnitude of this stock is unknown, and consequently also 
the related emissions. For textiles, it was possible to obtain only upper boundaries of current 
consumption, stock, and emissions for reasons explained in Paper III (Figure 11). The future 
explorative scenario revealed that clothing was potentially the largest contributor to 
consumption and emissions of silver nanoparticles. Again, the considerable variation of silver 
content in clothing only makes it possible to obtain an estimated range, but even the lower-
end consumption and emissions of that range are higher than those of wound dressings and 
electronic circuitry. The consumption of silver nanoparticles in wound dressings in the 
explorative scenario is also uncertain, but seems to be lower than that of electronic circuitry. It 
was not possible to obtain data on emissions of silver nanoparticles from electronic circuitry, 
and as a result no emissions from this technology could be calculated.  
 
The study reported in Paper IV was conducted based largely on the results of Paper III, 
knowing that clothing containing antibacterial silver has the potential to give rise to high 
silver emissions. In Paper IV, the risks related to antibacterial silver ending up in sludge after 
being washed out of clothing were investigated. The study was conducted because the silver 
concentration in the sludge of the Rya wastewater treatment plant in Gothenburg had 
increased between 2007 and 2008. Such an increase had not been observed for decades, and 
raised the question of whether emerging use of antibacterial silver could be the reason for the 
increase. The study in Paper IV is not restricted to silver nanoparticles, but the approach is 
valid for other forms of silver as well. This approach was chosen since there is little or no 
information on which forms of silver are present in a given antibacterial fabric. But there 
seem to be no major differences in the fate of different forms of silver during wastewater 
treatment – nanoparticulate and other forms of silver will all probably primarily end up in the 
sludge. Clothing as a source of the silver was selected for two reasons: (1) Paper III suggested 
that clothing is the most prominent consumer product source of antibacterial silver, and (2) it 
was possible to derive emission factors from published data. The estimated concentrations of 
silver in sludge were benchmarked against risk-related threshold values for silver in sludge. 
The estimated concentrations of silver in soil were compared to different toxicity thresholds 
for earthworms, including both toxicity of silver nanoparticles and non-nanomaterial silver 
sulphide.  
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The results of Paper IV first and foremost indicate the importance of the magnitude of the 
emissions of silver, which depends on the silver content in clothing. The measured values of 
the silver content in clothing varied by six orders of magnitude. The highest values resulted in 
very high emissions and consequently high concentrations of silver in the sludge – enough to 
exceed all risk-related guideline values applied in the study, even with modest consumption of 
silver-containing clothing. However, for the lowest value of silver content, even very high 
consumption of silver clothing did not result in any risk exceeding any of the risk-related 
guidelines. The same applied when assessing the risk to earthworms from applying the silver-
containing sludge to soil as fertilizer. For high silver concentrations in clothing, various 
toxicity thresholds would likely be exceeded even with modest consumption of silver-
containing clothing. But for low silver concentration in clothing, even high consumption 
would not result in any risk to earthworms. The main recommendation from the study was 
therefore to keep the silver content of antibacterial clothing low in order to avoid 
environmentally adverse effects. Two relevant stakeholders were identified, namely the 
companies producing antibacterial clothing and the regulatory authorities. Companies can 
limit the silver content of clothing by design choices, and authorities can regulate the 
maximum allowable silver content in clothing.  
 
The work conducted on silver in Papers III and IV suggests that the differences in the 
environmental fate and toxicity of silver nanoparticles compared to ionic silver may not be the 
greatest reason for concern. The discussions on whether silver nanoparticles are more toxic 
then ionic silver and whether silver nanoparticles will remain or dissolve into ions in the 
environment are ongoing and ambiguous. The benefit of applying silver nanoparticles to 
consumer products from a technical point of view compared to other techniques for silver 
application is clearer and less questioned (Nowack et al. 2011). The greatest reason for 
concern with regard to silver nanoparticles may thus not be their high toxicity or different 
environmental fate, but rather their potential to increase the use of antibacterial silver in 
consumer products and thus cause larger emissions.  
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Figure 11. Current and potential future emissions of silver nanoparticles from wound dressings and 
textiles. The potential future emissions are estimated based on an explorative scenario. The current 
emission results for textiles are based on upper boundaries of production rate, and both the current and 
future emission results for textiles are based on upper boundaries for silver content in clothing. Based 
on results from Paper III.  
 
 
5.3 The nanomaterial graphene  
 
Graphene was the most challenging of the nanomaterials studied in this work. There is 
currently very little risk-related data for this nanomaterial. Only some estimates of annual 
production exist, and only a few toxicity studies have been conducted (see Paper V). 
However, based on a review of existing data, a number of reasons for concern were 
highlighted in Paper V: 
 

• Graphene has the potential to be produced in large amounts.  
• Graphene seems to be chemically persistent and hydrophobic.  
• Graphene has significant toxicity according to toxicity studies.  

 
These reasons for concern are not enough to assess the risks of graphene. As described above, 
a risk assessment requires quantification of both exposure and effects. Available data only 
reveal that in the future organisms may have considerable exposure to graphene in light of the 
potentially high production rate, its persistence, and its hydrophobicity. The data also suggest 
that the toxicity of graphene is considerable, at least to the endpoints (human cells and 
bacteria) investigated in the studies reviewed in Paper V. Although it is currently too early to 
tell whether graphene does pose risks to human health and the environment, it can be 
concluded that graphene is a hazard (see Section 2.1), but that the magnitude of the risk 
cannot yet be estimated.  
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Although Paper V cannot be used to prove that graphene constitutes a risk, the results are 
interesting from the point of view of reflexive innovation systems. Graphene is in the early 
stages of commercialization, with estimated production rates of 15 metric tonnes in 2009 and 
200 metric tonnes in 2010 or 2011 (Segal 2009). A number of new applications for graphene 
are being developed, for example, within energy production and storage (Brownson et al. 
2011) and composite materials (Li and Zhong 2011). Now would be the time to conduct 
assessments of the environmental risks of graphene in order to ensure safe use of this 
technically marvelous material in the future and prevent it from becoming yet another 
chemical late lesson, joining the group already populated by PCB, halocarbons, and asbestos.  
 
Concern is even more justified in light of the answers given by a number of researchers 
interviewed for Paper V. Some of them responded defensively when questioned about the 
risks of graphene and argued that graphene does not constitute a risk. This view was usually 
based on arguments that must be considered weak from a risk assessment point of view, such 
as the similarities between graphene and graphite. Graphene has unique properties different 
from those of graphite, as shown in Paper V. If graphene were so similar to the well-known 
graphite, one might wonder why researchers working with graphene were awarded the Nobel 
Prize in physics in 2010. The conviction among these scientists that graphene is safe may 
discourage risk-related studies on graphene and thus not facilitate reflexive innovation in this 
area of materials science.  
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6 REFLECTIONS ON RISKS OF NANOMATERIALS 
 
 
This work has resulted in a number of different outcomes. Some of them are methods that can 
be used and further developed by other researchers (see Chapter 5). Others are case study 
results concerning specific nanomaterials (see Chapter 6). But there are also more indirect 
outcomes, such as reflections on the definition of nanomaterials and on which indicator to use 
when assessing the risks of nanomaterials. This chapter is about those less definite but still 
important outcomes.  
 
 
6.1  Focus on hazardous properties rather than definitions 
 
The idea of defining nanomaterials can be expressed mathematically as the search for a way 
to categorize a general stressor S according to the set }nanonotnano,{ . The search is thus for 
a function f: S → }nanonotnano,{ . The most common approach to perform this 
categorization is to use length x of the different dimensions of the stressor, such as the 
diameter of particles, and investigate whether this length is within a certain range:  
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As mentioned in Section 3.1, the lower boundary a can be 0.1 nm, 1 nm, or undefined. The 
most usual lower boundary is probably 1 nm. The upper boundary b can be 500 nm or, more 
commonly, 100 nm. This diversity in size range indicates that the values of a and b are, if not 
arbitrary, at least not self-evident. Strong reasons are seldom given for the chosen size range. 
In fact, it is often stated that the size range is “approximately” 1–100 nm (British Standards 
Institution 2007; ISO 2008), “roughly” 1–100 nm (Foss Hansen et al. 2007) or “typically” 1–
100 nm (Sweet and Strohm 2006). Perhaps the most dubious suggestion is the definition with 
no lower boundary a at all, only an upper boundary b, since that would mean that chemical 
stressors such as PCB and mercury are considered as nanomaterials (British Standards 
Institution 2007).  
 
It is clear that defining nanomaterials according to a size range is problematic. From a narrow 
risk assessment point of view, the choice of size range definition has implications. Consider a 
hypothetical case: a lake with a content of 10 mg/l of the stressor S. Assume that the PNEC of 
the nano-form of S is 1 mg/l based on conducted ecotoxicological studies. Further assume that 
1 percent of S is particles of size 1–100 nm, and the other 99 percent is particles of size 100–
500 nm. Also assume that the PNEC of bulk S is much higher, say 1000 mg/l. In this case, 
assuming that 1 nm is the lower boundary, risk or no risk is determined by whether the upper 
boundary of the nanomaterial size range is set to 100 nm or 500 nm:  
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The recent definition suggested by the European Commission (2011) states that 50 percent of 
the particle number size distribution should be in the size range of 1–100 nm in order for S = 
{nano} . This definition introduces a secondary indicator besides the length x: The fraction of 
the particle distribution that lies within the size range, here denoted r for ratio. The function 
then becomes:  
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As mentioned in Section 2.1, the European Commission suggests that the boundary for r, here 
denoted q, should be 50 percent. However, as with the size range boundaries a and b, the 
reasons for the choice of this number are not extensively motivated and seems arbitrary. It 
could also be said that the definition suggested by the European Commission seems to cover 
only particles and does not include nano-structured surfaces. This makes it different from 
most other suggested definitions.  
 
The definition mentioned in the study by Foss Hansen et al. (2007), stating that a 
nanomaterial, in addition to being of a certain size, must have additional properties different 
from those of the bulk form of the stressor, has caused some puzzlement. Adding this to the 
definition is meant to differentiate between older nanomaterials, such as metal colloids used 
for dyeing glass in churches (Erhardt 2003), and newer nanomaterials. Mathematically, it 
further divides the possible states of the stressor S into the set nano}notnano,oldnano,new{ , 
of which only the state nano}new{  is assumed to be of interest in terms of risk assessment of 
nanomaterials. However, this definition contains two problematic words, namely property and 
bulk form. Which properties are to be regarded? If particle size is a property, then any 
nanoparticle should be counted as a nanomaterial, and then this additional requirement does 
not add much to the definition based on size range. And what is meant by bulk form? 
Chemical substances may have several bulk forms. For instance, graphene consists of 
polyaromatic monolayers of carbon, which together form the bulk material graphite. But 
diamond is a bulk material that also consists only of carbon, but in another crystalline form. 
Titanium dioxide has three bulk forms: anatase, rutile, and brookite. These bulk forms all 
have different properties, sometimes very different (see Paper V). Does a nanomaterial need 
to have properties different to one of its bulk forms, or all of them? This novelty definition 
seems to be at least as problematic to apply as the size range definition. There seems to be no 
general indicator that can be used when it comes to categorizing S into the set 
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nano}notnano,oldnano,new{ . The categorization seems to be based on subjective views of 
what is new and what is old. There may also be mismatches between the novelty and size 
range definitions, since new material properties may not always be exhibited within the 1–100 
nm size range (British Standards Institution 2007). 
 
To complicate the issue of nanomaterial definition further, it was noted in several of the 
appended papers that whether a stressor S is nano or not nano can vary in time. A stressor can 
cease to be a nanomaterial, for instance when silver nanoparticles dissolve into silver ions. A 
non-nanomaterial stressor can also become a nanomaterial, as when nano-sized titanium 
dioxide films are created through vapor deposition of titanium chloride. When studying 
stressors from an environmental systems analysis perspective, for instance in terms of their 
substance life cycles and environmental fate, their categorization according to the 

}nanonotnano,{  set may thus fluctuate.  
 
Considering these varying views and the problems related to the definition of nanomaterials, 
it is perhaps not surprising that nanomaterials have been defined somewhat differently in the 
appended papers. In Papers I–III, a size range definition of 1–500 nm was applied. This was 
justified by the importance from a risk perspective of making conservative assessments of the 
risk, and thus choosing the highest known suggested value of the upper boundary b. In Paper 
IV, the studied stressor is silver in general, including nano-sized silver. Since the model is 
assumed to be applicable to all kinds of silver, including all possible nano-forms, no specific 
definition of nanomaterials was needed in that study. In Paper V it is noted that graphene fits 
all known definitions of nanomaterials except for the definition by the European Commission 
that only seems to count particles as nanomaterials.  
 
It is valuable from a risk assessment perspective to have some knowledge about the stressor 
studied. However, science-based categorization of stressors according to the }nanonotnano,{  
set seems to be futile for the general case. This was also suggested by Maynard (2011), who 
stated that “a sensible definition has proved hard, if not impossible, to arrive at”. This does 
not mean that particles with a diameter between 1–100 nm cannot be labeled as nanoparticles. 
But it does suggest that more effort should be put into investigating in which physiochemical 
forms certain stressors constitute risk, and less effort into investigating whether the stressors 
should be labeled as nanomaterials. Consider, for example, chromium, which is very toxic to 
humans as a Cr6+ ion, but less so in other forms. Therefore, different guideline values exist for 
Cr6+ and for other forms of chromium (e.g., the Swedish Environmental Protection Agency 
(1997)). The stressor chromium is thus categorized according to the set Cr}other,{Cr 6+  from 
a risk assessment perspective. Finding such sets based on differences in environmental fate 
and toxicity for stressors which may be nanomaterials seems to be more relevant from a risk 
assessment perspective than debating whether they actually are nanomaterials. To take 
another example, a review of ecotoxicity studies on nanoparticles revealed little difference in 
mass concentration-based toxicity between the nano and bulk forms of zinc oxide (Kahru and 
Dubourguier 2010). If the environmental fate of these two forms of zinc oxide were also 
similar, there would be little reason to differentiate between them from a risk assessment 
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perspective. An example of a categorization based on risk-related properties could perhaps be 
whether the stressor is rod-shaped or not, rod}not{rod, , as it appears that in general rod-
shaped stressors such as asbestos (Harremoës et al. 2001) and carbon nanotubes (Poland et al. 
2008) can cause more damage to lungs than can spherical stressors.  
 
 
6.2  Data scarcity  
 
Data scarcity is common within systems science (Miser and Quade 1985) and has been 
especially prominent in this work because of the novelty of nanomaterials. Exposure models 
for chemical substances are heavily dependent on input data, and the same is true for exposure 
models for nanomaterials. For many nanomaterials, such exposure-related data is not 
available. This problem is highlighted in all of the appended papers.  
 
Possibly the most crucial exposure-related data that has been lacking are emission factors 
describing the rate at which nanomaterials are emitted from society to the environment. These 
factors can be formulated in different ways, the most simple of which is probably the fraction 
of the substance released within one year. Without such information, it is extremely difficult 
to assess the risks of nanomaterials. Lack of data on environmental fate can partly be 
compensated for by crude modeling approaches that do not require extensive data. Although 
crude, such an approach may provide a better assessment of the exposure than a mere guess. 
But emission factors are required to obtain even an order of magnitude estimation of 
emissions. This was a major problem in Paper V. Emissions of graphene from, for example, a 
composite material may be 1 percent per year, 0.01 percent per year, 0.0001 percent per year, 
or something completely different. There are no such measurements for graphene, few 
measurements of emission factors for nanomaterials in general, and no models to aid even 
order of magnitude estimates of emission factors. Studies from which emission factors may be 
derived exist only for a limited number of nanomaterials and uses, such as silver 
nanomaterials in consumer products (Benn and Westerhoff 2008; Geranio et al. 2009; Benn et 
al. 2010; Kaegi et al. 2010; Swedish Chemicals Agency 2011), titanium dioxide nanoparticles 
in paint (Kaegi et al. 2008), titanium dioxide nanopowder coatings (Hsu and Chein 2007), and 
carbon nanotubes from composites (Movahedi 2008). The existence of a number of such 
studies for silver in clothing made it possible to perform the calculations in Papers III and IV. 
If sound risk assessments of nanomaterials are to be conducted, more effort must be put into 
deriving emission factors for different nanomaterials in different products.  
 
In addition, data on the use of products containing nanomaterials is often lacking, and when 
available, it is often reported in terms of money rather than physical flows. For example, 
consumption of clothing is typically reported in terms of money spent rather than mass 
bought. In theory, data on production and consumption can be obtained from consumers and 
companies via surveys or interviews. The problem is that such studies are time-consuming, 
and there is no guarantee that companies would answer. Contacts with producers of 
antibacterial silver and products containing antibacterial silver during the work presented in 
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Papers III and IV did not result in any data. Another study also stated that companies are 
unwilling to answer questions about their production volumes of nanomaterials (Hendren et 
al. 2011). Thus, despite putting time and money into such surveys and interviews, there is no 
guarantee that companies will be willing to share information. Consumers may be more eager 
to answer such surveys, but may not always know whether they are consuming products that 
contain nanomaterials due to lack of information on consumer products.  
 
Much more could be written about data scarcity, and many examples from the appended 
papers could be repeated. It is clear that if risk assessment is to keep up with innovation in 
nanomaterials, additional mechanisms that provide risk-relevant data are required.  
 
 
6.3  Risk indicators for nanomaterials 
 
Three different risk indicators have been suggested for exposure to and effects of 
nanomaterials (see Paper I and Dhawan et al. (2009)). These are mass concentration, particle 
number concentration, and surface area concentration. In this section, the pros and cons of 
these indicators are discussed.  
 
Mass concentration is used as an exposure and effect indicator in risk assessment of chemicals 
and in mass-flow models for chemical substances (van Leeuwen and Vermeire 2007; 
MacLeod et al. 2010). The law of conservation of mass makes mass-based calculations 
convenient. Much of the available basic data on nanomaterial production is reported in terms 
of mass, and recalculation into other indicators requires information that may not always be 
available. The vast majority of the toxicological and ecotoxicological studies on 
nanomaterials are conducted on a mass basis (Baun et al. 2008; Kahru and Dubourguier 
2010), although a few were conducted on a surface area basis (Oberdörster et al. 2005; van 
Hoecke et al. 2008). It is therefore difficult to use results from exposure assessments with 
indicators other than mass for calculating risk quotients and performing a full risk assessment. 
If indicators other than mass concentration are to be used in risk assessment of nanomaterials, 
it requires effort from both exposure assessors and toxicologists. Considering the entrenched 
position of mass in risk assessment, production reporting, and toxicology, it is not surprising 
that the literature review presented in Section 4.4 shows that most risk assessment studies of 
nanomaterials use mass concentration as the risk indicator (Table 1).  
 
Particle number has so far only been applied as a risk indicator in Papers I–III and in the study 
by Praetorius et al. (2012). However, particle number has two advantages over mass as a risk 
indicator for nanoparticles. The first advantage is that particles are more relevant, in the sense 
that what a fish swimming in a lake contaminated by nanoparticles actually encounters are 
discrete particles. This is similar to the case of chemicals, for which molecules or atoms rather 
than mass would be encountered by a swimming fish. But the number of molecules or atoms 
is proportional to the mass according to the following equation:  
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MNm =

      (20) 
 
where N is the number of molecules or atoms, m is the mass, M is the molar mass of the 
substance, and NA is Avogadro’s constant. The ratio N/NA is referred to as the amount of a 
substance in chemistry. For nanoparticles, however, there is no similar way to relate mass and 
particle number. If it is assumed that the particles are monodisperse, that is, not agglomerated 
at all, the following expression may be used to convert between particle number and mass:  
 

N
dm

6

3ρπ
=

      
(21) 

 
where N stands for particle number, m for mass, ρ for density, and d for particle diameter. 
However, considering that agglomeration of particles in the environment is likely (see for 
instance Paper I), this expression is probably inaccurate for most cases.  
 
The second advantage of particle number is that it is compatible with agglomeration and 
sedimentation models such as the one described in Paper I and Section 5.2. The reason for this 
is that agglomeration takes place mechanistically by merging of discrete particles or 
agglomerates, creating larger agglomerates that will sediment at a faster rate. Sedimentation 
depends on the mass of the discrete object, whether particle or agglomerate. There is no way 
to tell whether a dispersion of 1 mg/l of particles will sediment without knowledge of the 
agglomeration behavior and the size and density of the particles or agglomerates. Mass alone 
cannot provide this information. However, a clear drawback of particle number as risk 
indicator is that it can only be applied to nanoparticles, and not to other nanomaterials.  
 
There are no risk assessments of nanomaterials in which surface area is used as risk indicator, 
but there are some toxicity studies in which surface area is applied as an effect indicator (e.g., 
van Hoecke et al. (2008)and Oberdörster et al. (2005)). The reason for the interest in surface 
area in toxicology is that some toxic effects from nanomaterials are believed to arise 
mechanistically from interactions between the endpoint and the surface of the nanomaterial 
(Nel et al. 2006). Surface area may therefore be the most relevant risk indicator from an effect 
assessment point of view. Regarding exposure assessment, however, modeling the emissions 
and fate of nanomaterials in terms of surface area has not been attempted in this thesis. Nor is 
it known to have been attempted by other authors. The reason for this is probably the dynamic 
nature of surface area. For monodisperse nanoparticles the surface area A can be calculated 
from the mass m and density ρ:  
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However, for nanoparticles in the environment, this equation would not hold. The particles 
would agglomerate, sediment, and bind to natural colloids and natural organic matter. These 
processes would alter the surface area in ways that cannot yet be predicted by models. 
Although it may be relevant from a toxicological point of view, surface area concentration as 
risk indicator thus constitutes a major challenge for exposure assessment.  
 
On the basis of the two advantages mentioned above, Papers I–III argue that particle number 
is a more appropriate risk indicator for nanoparticles. But in Paper IV, it was concluded that 
considering that silver nanomaterials may dissolve into silver ions, and that both will probably 
experience a similar fate during wastewater treatment and in soil, mass was sufficiently 
relevant for the calculations. The question of which risk indicator to use for nanomaterials is 
strongly linked to the question of the need for novel exposure assessment methods for 
nanomaterials, and to novel effects caused by nanomaterials. If exposure models based on 
mass appear to be sufficient, and if agglomeration and sedimentation can be described and 
modeled sufficiently well on a mass basis, the two main advantages of particle number fall 
away. The question of how to distinguish whether mechanistic agglomeration and 
sedimentation models are required for a relevant assessment of the risk of nanoparticles is 
discussed further in Section 7.5. A risk indicator for nanomaterials must also be relevant to 
both exposure and effect assessment. Finding a risk indicator that is relevant and feasible for 
both exposure and effect assessment constitutes a challenge that should be further engaged by 
risk assessors, chemists, and ecotoxicologists.  
 
 
6.4  Proxy risk indicators  
 
Other approaches have been suggested as alternatives to risk assessment of chemicals. These 
approaches have different names, such as the precautionary approach (Santillo and Johnston 
1999), proxy measures (Berg and Scheringer 1994), and the hazard-based approach (Löfstedt 
2011). In this thesis, they are referred as proxy risk indicators. Proxy indicators are indicators 
that are correlated or linked to some attribute which is not directly observable (Gallopín 
1996). The risk of chemicals is a good example of such an attribute. The use of proxy risk 
indicators for chemicals can be justified by the considerable complexity of the environment 
and organisms living in the environment (Berg and Scheringer 1994). Their use has been 
claimed to be more precautionary and scientific than risk quotients in light of the high 
uncertainty related to the models used to derive risk quotients (Santillo and Johnston 1999). 
Examples of proposed proxy risk indicators for chemicals include their persistence, emissions, 
spatial range (Scheringer and Berg 1994), and of course also their toxicity. Using similar 
arguments about the considerable complexity of the environment and its organisms, Azar et 
al. (1996) proposed that chemical sustainability could be assessed from annual emissions and 
degradation rates of synthetic chemicals, thus avoiding the need to model the complex 
environment.  
 
In some studies, proxy risk indicators have been applied to assess the risks of nanomaterials. 
For example, Grieger et al. (2011) assessed risk in a proxy-fashion using the two indicators, 
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protected units (PUs) and causes of risk (CRs). PUs are populations of organisms of interest 
to be protected, such as algae in water. CRs are ways for the stressor to induce harm, such as 
forming reactive oxygen radicals and inducing cell swelling. The importance of these two 
indicators is ranked on a three-point scale }3,2,1{  with 1 corresponding to low importance 
and 3 to high importance. If both the PU of algae in water and the CR of production of 
reactive oxygen are ranked as a 3, that is, if 3}{3,CR}{PU, = , the risk of oxygen radical 
formation in algae in water is considered high. Unlike the proxy risk indicators suggested by 
Scheringer and Berg (1994) and Azar et al. (1996), the PU and CR focus on toxic effects 
rather than potential exposure.  
 
Data scarcity has been a major obstacle in the appended papers, and this makes less data-
demanding proxy risk indicators attractive for assessment of the risks of nanomaterials. 
However, proxy risk indicators for nanomaterials, as well as for chemicals, face a problem 
when it comes to showing a strong connection between the proxy indicator and the risk. It can 
be argued that a low ranking of PU and CR is no guarantee of low risk, since emissions and 
consequently exposure may be very high for a particular nanomaterial. If only the toxicity of a 
nanomaterial is known, it is difficult to make a relevant assessment of its risks. The same is 
true for other proxy risk indicators such as persistence and emissions. Although proxy risk 
indicators are useful because of the immense complexity of the environment (Berg and 
Scheringer 1994) and because they reduce the need for risk-related data, there is also a 
possibility that important risk-related aspects may be left out of an analysis based on proxy 
risk indicators. The risk quotient (RQ, Eq. 4) is holistic in the sense that it incorporates data 
on emissions, persistence, long-range transport, toxicity, and other parameters into one single 
indicator. Still, considering the immense difficulties in deriving RQs for nanomaterials as 
pointed out in this thesis and elsewhere, proxy risk indicators for nanomaterials may 
constitute a relevant approach. Further discussion and studies of proxy risk indicators for 
nanomaterials would help to reveal the relevance of that approach.  
 
 
6.5  A call for collaboration on exposure assessment of nanomaterials 
 
A number of chemists have advocated the need for a new risk assessment paradigm for 
nanomaterials, stating that assessing the risks of nanomaterials requires the inclusion of novel, 
nanomaterial-specific aspects (e.g., Klaine et al. (2008), Handy et al. (2008), Lubick (2008), 
Wiesner et al. (2009) and Owen and Handy (2007)). There are a large number of experimental 
chemistry studies on nanomaterials, in particular nanoparticles. The studies often describe the 
measurement of some physiochemical property of the nanoparticles, such as their zeta 
potential, collision efficiency and electrophoretic mobility. The introductions to these studies 
often claim that their research will aid in the assessment of risks related to nanoparticles. 
Often, the authors claim that an accurate assessment of the risks of nanoparticles must be 
based on detailed knowledge of their chemistry as “the devil is in the details” (Mudunkotuwa 
and Grassian 2011). Some criticism of the risk assessments conducted has been expressed by 
such chemists, for instance the comment of Wiesner et al. (2009) primarily on the work of 
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Gottschalk et al. (2009): “Such simple models are entirely appropriate for poorly 
characterized systems, but they offer limited guidance.”  
 
Indeed, it can be argued that many of the risk assessment studies reviewed in Chapter 4 are 
crude and premature. However, although there is little doubt that some physiochemical data 
on nanomaterials is required in order to make a relevant risk assessment, the call for detailed, 
mechanistic risk models made by some chemists must be nuanced. The environment is too 
complex to ever be described in full detail for risk assessment purposes (Berg and Scheringer 
1994). Risk assessment methods always require simplifications of reality – the question is 
which simplifications can be made without making the assessment irrelevant. Furthermore, 
exactly how the detailed experimental studies on nanomaterials performed by chemists relate 
to exposure and risk is not always made clear in their studies. Even a very detailed model with 
an output parameter such as electrophoretic mobility will not aid risk assessment unless the 
connection between this output parameter and exposure and risk is made clear.  
 
As mentioned in the review conducted in Section 4.2, there are a number of different 
modeling approaches for exposure assessment of nanomaterials. Some apply mechanistic, 
nanomaterial-specific models, and others apply aggregated partitioning factors to model 
complex processes. It is too early to tell which of these methods is the most promising. In 
order to say something about which of these models are most relevant for further 
development, collaboration between risk assessors and chemists is required. Surely, chemists 
have ideas about which mechanisms are important to include in a model, and perhaps also 
about how to model them. It is also necessary to collaborate in order to ensure measured data 
for the models, and to ensure that risk assessors do not include parameters in their models for 
which the availability of measured data cannot be ensured. More collaboration between 
chemists and risk assessors could also prevent chemists from conducting studies on self-
claimed risk-related properties of nanomaterials that have an unclear connection to exposure 
and risk. Instead, experimental studies could be conducted on nanomaterial properties that 
have an explicit role in risk models, for instance the collision efficiency. Collaboration may 
also ensure that risk models are designed to include the parameters that chemists consider 
important from a risk perspective. And perhaps most importantly, collaboration is necessary 
in order to be able to compare modeling results with experimental measurements in order to 
validate the models. Such collaborations are crucial for developing harmonized exposure 
assessment methods for nanomaterials.  
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7 CONCLUSIONS AND FUTURE RESEARCH 
 
 
The aim of this work was to contribute to the development of risk assessment methods for 
nanomaterials, in particular the development of emission and exposure assessment methods. 
The contributions to the development of risk assessment methods for nanomaterials are 
mainly the methods outlined in this thesis:  
 

• The method of prospective particle flow analysis for assessing emissions of 
nanoparticles developed in Papers II and III.  

• Exposure modeling for nanoparticles based on colloidal stability outlined in Paper I.  
• Exposure modeling using partitioning factors outlined in Paper IV.  

 
The second aim was to apply the developed methods to assess the risks of selected 
nanomaterials. This has resulted in a number of case study results:  
 

• Collision efficacy was shown to have a considerable impact on the agglomeration and 
sedimentation behavior of titanium dioxide nanoparticles in Paper I.  

• Sunscreen is currently the largest source of titanium dioxide nanoparticle emissions, 
and may remain so in the future if the high-emission scenario in Paper II is realized.  

• Textiles treated with silver nanoparticles for antibacterial purposes are currently the 
largest source of silver nanoparticles, and may remain so in the future according to the 
high-emission scenario in Paper III.  

• Antibacterial silver in clothing, possibly in nanomaterial forms, can cause high 
concentrations in sludge and soil if the concentration of silver in clothing is not 
controlled, according to the assessment in Paper IV.  

• Knowledge about the environmental and health risks of graphene is very limited 
according to the review in Paper V. The current data gives some reason for concern 
due to the potentially high production rate, hydrophobicity, and considerable toxicity 
of graphene.  

 
In addition to methods and case study results, this work has resulted in some reflections on 
risk assessment of nanomaterials:  
 

• It is currently difficult to determine the most relevant risk indicator for nanomaterials. 
Mass, particle number, and surface area concentrations constitute possible options, and 
all have different pros and cons.  

• Existing definitions of nanomaterials are questionable from a risk assessment point of 
view, and more effort should be expended in investigating which types of stressors are 
extra hazardous, rather than trying to find a one-size-fits-all definition of 
nanomaterials.  

• Data scarcity is currently profound and obstructs risk assessments of nanomaterials.  
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• Proxy risk indicators may constitute a relevant alternative approach to assessing the 
risks of nanomaterials.  

• In order to obtain more risk-relevant data and develop exposure models for 
nanomaterials, more collaboration between risk assessors and chemists would be 
helpful, since chemists know best what can be measured and how, whereas risk 
assessors know best what would be interesting to measure from a risk perspective.  

 
These contributions should be seen as a number of small steps towards a harmonized method 
for risk assessment of nanomaterials. A number of issues for future research, which would 
take the field even closer to this goal, have been identified in this thesis:  
 

• Additional case studies using the methods outlined in this thesis, that is, prospective 
particle flow analysis, exposure modeling of nanoparticles based on colloidal stability, 
and exposure modeling of nanomaterials using partitioning factors, would help to 
develop these methods and reveal their strengths and limitations. In particular, the 
application domains of Eq. 13 and Eq. 14 should be investigated.  

• The nanomaterials studied in this thesis have provided interesting cases. However, 
other nanomaterials should also be investigated. For example, a study by Aschberger 
et al. (2011) ranked zinc oxide as the most risky of five studied nanomaterials. 
Concerns have also been raised regarding the extensive exposure of many people to 
cerium dioxide nanoparticles used as fuel additive (Cassee et al. 2011).  

• One way to determine the merits of developed risk models and indicators for 
nanomaterials is to compare the results from experimental measurements and risk 
models. Although none of these methods are flawless, mutual cross-validation may 
provide a way towards a harmonized risk assessment method for nanomaterials.  

• The profound data scarcity in the field of risk assessment of nanomaterials must be 
remedied. Deriving emission coefficients and collecting data on production of 
nanomaterials constitute two important goals for future research. Regardless of which 
fate modeling approach is considered most relevant, data on emissions to the 
environment will always constitute important input to such models.  

• Further studies on proxy risk indicators for nanomaterials would help to reveal the 
relevance of such an approach as an alternative to risk assessment.  

• Further studies by risk assessors, chemists and ecotoxicologists on the relevance of 
different risk indicators for nanomaterials should be conducted.  

 
Finally, all three nanomaterials studied in this thesis are what are known as passive 
nanomaterials (Roco 2004; Tour 2007). Active nanomaterials are currently not as developed, 
and risk-related data for them is probably even scarcer than for graphene. It is also possible 
that other definitions of risk than the one applied in this thesis, that is, the risk quotient in Eq. 
4, are required to assess the potentially more complex risks related to active nanomaterials. 
Still, considering the possible shift towards active nanomaterials (Subramanian et al. 2010), 
they constitute an important topic for future research.  
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