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Abstract
In benefit of the current revolution in computer technology, nowadays, society
is dependent on dedicated computer-aided systems more than ever to assist us
in every aspect of daily life. Thereby, designing reliable control logic of those
systems to avoid malfunctioning behavior is of importance.

At some certain level of abstraction, the dynamics of many computer-aided
systems can be characterized by a set of states and the state evolution depends
entirely on the occurrence of discrete events. Such dynamic systems are referred
to as discrete event systems (DES), which is the main subject of this thesis.

Supervisory Control Theory (SCT) is a formal methodology for generating
control function for DESs based on a model of an uncontrolled plant and speci-
fications that the closed-loop system must fulfill. SCT makes it easier to handle
changes for the system to be controlled. This is, for example, important for man-
ufacturing systems where both the products to be produced and the production
equipment may change frequently. With such a model-based framework, it is
possible to use algorithms to generate large parts of the control logic.

Although SCT shows great promise to assist control engineers to create cor-
rect control functions, industrial acceptance has been limited so far. One of
the main obstacles with SCT is the state-space explosion problem which arises
from the failure of explicit enumerating and storing large number of states due
to lack of memory. To alleviate this problem, a well-known strategy is to utilize
compact data structures such Binary Decision Diagrams (BDDs) to efficiently
represent set of states. By encoding system models, the computation of control
functions can be carried out implicitly (symbolically).

In this thesis, DESs are modeled as Extended Finite Automata (EFAs), which
are ordinary automata augmented with variables. By taking advantage of the
EFA structure, this thesis presents a set of BDD-based algorithms and formal
analysis for exploring the state-space of large-scale DESs. Specifically, by using
one of the partitioning techniques, the algorithms partition the state-space of a
considered DES into a set of BDDs according to the included events and explore
them in an efficient and structural manner. The work presented in this thesis has
been implemented and integrated into the SCT tool Supremica and the algorithm
efficiency is demonstrated on a set of academic and industrial examples.

Keywords: Discrete Event Systems, Supervisory Control Theory, Extended Fi-
nite Automata, Binary Decision Diagrams, Partitioning Techniques
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Chapter 1

Introduction

We are living in a fast changing era -- the era in which almost every aspect of
daily life is being fundamentally changed with the current revolution in computer
technology. From the very moment of waking up in the morning, human beings
are surrounded themselves with diversely dedicated hardware and software sys-
tems, e.g., mobile phones, transportation facilities, communication tools, medi-
cal devices.

As such systems are widely used, our reliance on the functioning of them is
growing unprecedentedly. As a consequence, failure, is unacceptable. We are
annoyed when our mobile phones malfunction, or when two robots in a manufac-
turing system moves unexpectedly and collide with each other. These errors do
not threaten our lives but have substantially financial consequences for the man-
ufacturer. In the early nineties, a bug in Intel’s Pentium II floating-point division
unit [1] caused a loss of about 455 million US dollars to replace faulty processors.
It also severely damaged Intel’s reputation as a reliable chip manufacturer. It is
not only about money, but also safety. Errors can be catastrophic too. A recent
example of such a failure is the Ariane-5 rocket [2], which exploded on June 4,
1996, less than forty seconds after it was launched. The accident was caused by
a software error in the computer that was responsible for calculating the rocket’s
movement. During the launch, an exception occurred when a large 64-bit float-
ing point number was converted to a 16-bit signed integer. This conversion was
not protected. The same error also caused the backup computer to fail. As a
result, incorrect attitude data was transmitted to the on-board computer, which
caused the destruction of the rocket.

The increasing reliance of critical applications necessitates the development
of formal methods for rigorously modeling systems and accurately assessing
their functional properties. With respect to system modeling, classical control
theory deals with systems whose behavior can be formulated as a set of dif-
ferential or difference equations. Such systems are time-driven, since the sys-
tem equations are parameterized by time. On the other hand, at a certain level
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CHAPTER 1. INTRODUCTION

of abstraction, the behavior of systems such as automated manufacturing sys-
tems, computer networks and embedded systems can be profitably modeled as
sequences of events. A system, characterized by a set of states, where the state
evolution depends entirely on the occurrence of asynchronous events at discrete
points time, is referred to as a discrete event system (DES) [3]. A comprehensi-
ble example that can be modeled a DES is the traffic light system. At a certain
level of abstraction, the traffic light system consists of three states denoting ei-
ther green, amber or red, as well as a series of events modeling the alternation
between the lights, e.g., the light turns green to amber.

During the last two decades, research in formal methods has led to some
promising verification and synthesis approaches that ease the burden of design-
ing reliable systems. One such approach towards the correctness of computer-
based systems is model checking [4, 5], a formal verification technique allowing
for desired behavioral properties of a given system to be verified on the basis
of a model of the system automatically. While verification generally terminates
with a yes or no answer to the satisfiability of the system with respect to proper-
ties, synthesis goes further and directly generates such a desirable system where
properties are fulfilled. In 1987, Ramadge and Wonham proposed a model-based
framework called Supervisory Control Theory (SCT) [6, 7], which automatically
generates a correct control function, referred to as the supervisor for discrete
event systems. Given a model of the system to be controlled, the plant, and a
model of the desired behavior of the controlled system, the specification, the
supervisor, can be automatically generated, synthesized, to control the plant ac-
cording to the specification. In SCT, DESs are often formally represented deter-
ministic finite automata (DFAs) [8] or extended finite automata (EFAs) [9] that
are DFAs augmented with variables. Besides, it is assumed that all of events
are generated from the plant and the resultant supervisor is minimally restrictive,
meaning that the plant is given the greatest amount of freedom to generate events
without dissatisfying the specification.

In today’s industry, designing and implementing control functions is still
carried out manually through a series of verification steps, which is both time-
consuming and error-prone. By applying SCT, the control function can be auto-
matically generated in an algorithmic and systematical way, and thus the reliabil-
ity of resultant control functions is enhanced. SCT has been applied to different
research areas, such as manufacturing systems [10, 11], chemical batch process-
ing systems [12, 13], and communication systems [14].

Similar to model checking, synthesis needs explore all possible system states.
In the standard approach, these states are enumerated and stored explicitly dur-
ing verification or synthesis. However, nowadays, the magnitude of systems, as
well as their complexity, grows rapidly. They are not stand-alone, but are typi-
cally embedded in a larger context, connecting and interacting with several other
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systems. To synthesize the supervisor for such complex applications, explicit
enumeration quickly becomes a serious impediment and might suffer from the
state-space explosion problem due to lack of available memory. In general, two
well-known strategies can be utilized to alleviate the state-space problem and
thus handle complex industrial applications: compositional approach or sym-
bolic approach. Regarding the former, by exploiting the modularity structure of
automata and applying a series of abstractions, the synthesis task can be substan-
tially improved [15, 16, 17]. The latter strategy, the main focus in this thesis,
is achieve by the introduction of Binary Decision Diagrams (BDDs) [18, 19],
compact and operation-efficient data structures for manipulating Boolean func-
tions. After encoding system states and associated events, i.e. system transitions,
the explicit supervisory synthesis algorithm can be translated to the correspond-
ing counterpart where the supervisory synthesis can be carried out implicitly or
symbolically in BDDs. However, the symbolic computation is not a silver bul-
let. Transforming from the explicit state-space traversal algorithm into a BDD-
based computation scheme does not guarantee that the algorithm will become
remarkably efficient. During the synthesis computation, the state-space explo-
sion problem still occurs due to the huge size of BDD nodes, even though the
resultant BDD representation is manageable. Regarding this issue, inspired from
the model checking community, partitioning techniques [20] come in handy for
the reduction of intermediate size of BDDs. The idea is to split the monolithic
transition under full synchronous composition into a set of less complex compo-
nents with some logic connection in between. According to some heuristics, one
small component is selected at a time for participating the symbolic computation
and thus the chance of causing the explosion, comparing to having a huge mono-
lithic transition of a given DES, is reduced. From prior work, such techniques
have been applied to DESs represented as DFAs [21, 22] and relatively compli-
cated applications can be solved that were not possible with explicit enumeration
methods. In the light of the remarks above, the main objectives in this thesis is
to enhance the results from prior work and meanwhile, apply partitioning tech-
niques to DESs modeled as EFAs where the analysis is more difficult due to the
introduction of variables.

With the computation efficiency brought by the application of BDDs, it is
possible to synthesize supervisors of complex industrial examples with signifi-
cantly huge state-space. Meanwhile, another problem arises from the interpreta-
tion of supervisors represented symbolically. Since the original models (DFAs
or EFAs) have been reformulated and encoded, it is cumbersome for the users
to relate each state with the corresponding BDD variables. Therefore, it is more
convenient and natural to represent the supervisor in a form similar to the models.
In [23], a promising approach is presented, where a set of minimal and tractable
logic expressions, referred to as guards, are extracted from the supervisor and
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CHAPTER 1. INTRODUCTION

attached to the original models. The guard generation approach [23] is used to
generate guards from supervisors as soon as they are symbolically computed.

As a supplement, the work presented in this thesis has been integrated into the
modeling and synthesis framework from prior work. Overall, the whole frame-
work provides the convenience for users to model systems and obtain control
functions in the same model domain. All symbolic computations are performed
efficiently by BDDs, which are transparent and the only interface users deal with
is the modeling formalism provide by the framework. The presented symbolic
algorithms have been implemented in the SCT tool Supremica [24, 25], and the
efficiency is demonstrated on a set of academic and industrial applications.

1.1 Contributions

The contributions of this thesis are:

• Identified a problem with a previously published algorithm for supervi-
sory synthesis. Suggested a modification to the algorithm and proved the
correctness.

• Adapted the symbolic SCT algorithm to take advantage of the EFA struc-
ture and thus avoiding a costly pre-processing step that translated EFA to
DFA models.

• Suggested and benchmarked several ways to partition the symbolic repre-
sentations of the DFA and EFA models such that the intermediate blow up
of internal nodes in the BDD representation are kept small.

• Proposed an approach to modeling and efficient synthesis of control logic
for resource allocations systems with routing flexibility and error handling.

• Adapted the suggested SCT algorithms to the guard generation procedure,
making it more applicable for industrially interesting applications.

• Implemented all the suggested algorithms in Supremica.

1.2 Outline

The scope of this thesis is constituted by two parts. Serving as a general intro-
duction to this field, Part I provides the preliminaries and puts the papers into the
context. Part II contains the papers, authored or co-authored. Regarding Part I,
Chapter 2 describes several modeling formalisms, the core concepts in SCT and
the main synthesis algorithm. Chapter 3 focuses on the symbolic computation
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1.2. OUTLINE

where a set of symbolic algorithms are described and discussed. In Chapter 4, an
approach to modeling sequential resource allocation systems is firstly detailed.
Then we show the experimental results by applying the symbolic algorithms in
this thesis to a set of benchmark examples. A summary of the appended papers
is provided in Chapter 5. Finally, some concluding remarks and future work are
given in Chapter 6.
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Chapter 2

Supervisory Control Theory

Supervisory Control Theory, SCT [6, 7, 26, 3], developed by Ramadge and Won-
ham in the 80’s, is a formal framework for control and analysis of discrete event
systems (DESs). In the theory, the plant which is the model of a given un-
controlled system, is assumed to spontaneously generate all physically possible
events. An important feature of the SCT is the partitioning of events as control-
lable or uncontrollable. If Σ is an event set, then Σc ⊆ Σ denotes the subset
of controllable events and its complement Σu ⊆ Σ the subset of uncontrollable
events. Note that only controllable events can be prevented from occurring by
a supervisor. For synthesis, a specification is needed. A specification is a de-
scription of the intended behavior of the closed-loop system. The task of the
supervisor is to restrict the uncontrolled behavior of the plant such that the spec-
ification is fulfilled.

Given a system to be controlled, plant, and the intended behavior of the close-
loop system, specification, the algorithm provided by SCT can automatically
synthesize a supervisor which restricts the conduct of the plant to ensure that
the close-loop system never violates the given specification. Figure 2.1 shows
the interaction between the plant and the supervisor. By following the generated
events from the plant, the supervisor only restricts the controllable events that
can be generated in the current state of the plant. It is worth mentioning that,
typically the supervisor is not unique. A class of supervisors that do not allow
anything to happen also fulfills the specification in the sense that the plant is not
allowed to do anything outside the specification. However, such supervisor is
not useful. In SCT, supervisors are assumed to be minimally restrictive, which
means plants are give the greatest amount of freedom to generate events and
controllable events are only disabled when necessary in order to prevent systems
from reaching undesirable states. It has been proved that such supervisor exists
and is unique with respect to a given plant and specification. Therefore, unless
otherwise noted, in this work we will only consider synthesis of supervisors with
minimally restrictive closed-loop behavior.
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CHAPTER 2. SUPERVISORY CONTROL THEORY

SCT shows great promise to help control engineers to create correct control
functions for discrete event systems. Comparing to the current approach adopted
in industry, where the generation of control functions is still carried out manually,
SCT provides a formal and algorithmic methodology for analyzing properties of
DESs and automatically generating reliable control functions. Unfortunately,
industrial acceptance has been limited so far. One fact is that SCT problems are
inherently hard to solve while industrial systems usually have high complexity.
It has been well-know that computing the minimal restrictive supervisor is NP-
hard. This implies in the worst case we cannot expect a solution that is faster than
the brute-force solution. Therefore, there is a need to develop more intelligent
algorithms.

Although SCT originates from the control engineering community, it does
have some similarities with some well-known and widely accepted research ar-
eas in computer science, such as planning in Artificial Intelligence and model
checking. In planning [27], given a set of feasible steps or operations together
with one or more objectives, a plan is generated containing a series of valid op-
erations that are capable of taking the model to the desired state. There is a
difference between planning and SCT is that in SCT, a supervisor is required
to be minimally restrictive by including every possible feasible solutions while
in planning, the algorithm terminates when one solution is found. Nevertheless,
both SCT and AI planning suffer from the same complexity problems. There
are a number of researches dedicated to the improvement of planning algorithms.
Some of the best known approaches can be applied to the context of SCT, such
as partial-order planning [28], symbolic computation [29, 30].

As mentioned in the introduction, the major difference between SCT and
modeling checking is that unlike model checking, where the goal is to verify
whether a model satisfies a given specification, SCT yields a correct model
which behaves according to the specification. In addition, in model checking
the specification is usually a temporary logic formula, while in SCT, the mod-
eling formalism such as automata is used to model both plant and specification.
Because of the strong relation between SCT and model checking, in particular,
symbolic model checking [31, 20, 32, 33], a number of promising approaches
have been accommodated and applied in SCT. The approaches proposed in the
thesis and attached papers are inspired by them.

In this chapter, a number of preliminaries and extensions in SCT such sys-
tem modeling, synthesis algorithm and supervisor representation are introduced,
which are used throughout the thesis.
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2.1. MODELING FORMALISMS

Plant

Supervisor

Σc ∪ Σu f(·)

Figure 2.1: The interaction between plant and supervisor. Σc and Σu denote
controllable and uncontrollable events respectively. f(·) is an event disabling
function [3].

2.1 Modeling Formalisms

When it comes to representation and manipulation of discrete event systems,
there are a number of modeling formalisms that can be used depending on the
different objectives of analysis. In our work, to improve the expressiveness and
compactness of system models, we use an extended variant of ordinary automata,
where variables are introduced [9].

In general, a DES can be non-deterministic, which means that some transi-
tions can occur because of some internal, non-observable behavior of the system.
On the occurrence of a certain event in a certain state, the system may transit to
different states at different occasions. For a deterministic system on the other
hand, the next state is uniquely determined by the current state of the system and
the event itself. In this thesis, the focus is on deterministic models.

2.1.1 Extended Finite Automata (EFAs)

An EFA, introduced in [9], is an augmentation of the ordinary finite automaton
(FA) with guards predicates and actions functions. The guard predicates and
actions are associated to the transitions of automata. A transition in an EFA is
enabled if and only if its corresponding guard predicate is evaluated to true,
and when a transition is taken, updating actions of a set of variables may follow.
Guard predicates can be realized by their characteristic functions.

Definition 2.1.1 (Characteristic Function). Let W be a finite set so that W ⊆ U ,
where U is the finite universal set. A characteristic function χW : U → B is
defined by

χW (a) =

{
1 iff a ∈ W

0 iff a /∈ W
.

9
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Let n be the number of elements in U , in practice its elements are represented
with numbers in Zn or binary m-tuples in Bm(m = �logn

2�). For binary charac-
teristic functions, an injective function θ : U → Bm is used to map the elements
in U to elements in Bm. In general, χW (a) is constructed as

χW (a) =
∨
w∈W

a ↔ θ(w),

where ↔ on two m-tuples v1 and v2 is defined as

v1 ↔ v2 �
∧

0≤i<m

(vi1 ↔ vi2),

where vi denotes the i:th element in the binary m-tuple v. As we will see later,
characteristic functions can also be used to represent BDDs.

Definition 2.1.2 (Extended Finite Automata). An extended finite automaton E

is a 6-tuple
E = 〈LE × V ,ΣE,G,A,→, (�E0 , v0)〉,

where:

• LE × V is the extended finite set of states, denoted by Q, where LE is a
set of locations and V is the domain of definition of the variables;

• ΣE is a non-empty finite set of events, called alphabet;

• G = {χW | W ∈ 2V } is the set of guard predicates over V ;

• A = {a | a : V → V } is a collection of action functions;

• →⊆ LE × ΣE × G ×A× LE is the transition relation;

• (�E0 , v0) ∈ LE × V is the initial state.

The finite set V = V 1 × . . . × V n is the domain of definition of an n-tuple
of variables v = (v1, . . . , vn) with the initial values v0 = (v10, . . . , v

n
0 ) ∈ V . A

guard g(v) is a predicate over the variables that relate each element of V to either
1 (true) or 0 (false). Actions are written as

v́ : = a(v) = (a1(v), . . . , an(v)),where v́ ∈ V .

The symbol ξ is used to denote implicit actions that do not update the values of
variables. For instance, if ai(v) = ξ, it means that action ai does not update
variable vi, i.e. v́i = vi.

The transition relation can be written as �
σ→g/a �́, where �, �́ ∈ L, σ ∈

Σ, g ∈ G and a ∈ A. If g is absent, denoted by �
σ→a �́, it is assumed that

10
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g always evaluates to true. If a is absent, denoted by �
σ→g �́, it is assumed

that a(v) = Ξ, where Ξ is the vector notation for (ξ, ξ, . . . , ξ), indicating that no
variable is updated during the transition.

For convenience, the states (locations and variable values) can be explicitly
written in system transitions according to the following definition.

Definition 2.1.3 (Explicit State Transition Relation). Let E = 〈LE × V ,ΣE , �→
, (�E0 , v0)〉 be an EFA. The explicit state transition relation of E is defined as

�→E � {(�E, v, σ, �́E, v́) ∈ LE × V × Σ× LE × V |
∃�E σ→g/a �́

E : v ∈ SATG(g) ∧ (v, v́ ∈ SATA(a))},

where v and v́ are the values of the variables before and after executing the tran-
sition, respectively; SATG denotes the set of variable assignments that satisfies
the guard g(v),

SATG(g) � {v ∈ V | v � g};

and SATA denotes the following set:

SATA(a) � {(v, v́) ∈ V × V | v́ = a(v)}.

For brevity, we denote the explicit representation of a transition �
σ→g/a �́ by

�→
�
σ→g/a �́

. Besides, since we are interested in deterministic systems, we merely
focus on deterministic EFAs which are defined as follows. In the sequel, for the
sake of brevity, we simply write EFAs for deterministic EFAs.

Definition 2.1.4 (Deterministic EFA). An EFA E = 〈LE × V ,Σ, �→, (�E0 , v0)〉
is deterministic if (�E, v)

σ�→ (�E1 , v1) and (�E, v)
σ�→ (�E2 , v2) always implies

(�E1 , v1) = (�E2 , v2).

Example 1. In this example, we model a mathematical strategy game, called
stick-picking game by using EFAs. Supposing that there are five sticks on a
table, two players take turn by remove one or two sticks from the table. The
winner is the player that takes the last stick. Fig. 2.2 shows the EFA model for
this game. The EFA contains two locations denoting the two players in the game.
Each location has two outgoing transitions label by the events in correspondence
with the two options: remove one or two sticks. Furthermore, one variable sticks
is declared to maintain the number of sticks on the table and the value is updated
when players remove sticks by taking different transitions.

11
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PLAYER_1

PLAYER_2

player2_remove_two player2_remove_one

player1_remove_two player1_remove_one

sticks > 0

sticks > 0

sticks > 1

sticks > 1

sticks-=2

sticks-=2

sticks-=1

sticks-=1

Figure 2.2: The EFA model for the stick-picking game

2.1.2 Deterministic Finite Automata (DFAs)

Deterministic Finite automata (DFAs) [8], from which EFAs are generalized,
can be considered as a special case of EFAs where no variables are defined.
Specifically, a deterministic finite automaton (DFA) can be reduced from the
definition of deterministic EFA to a 4-tuple 〈Q,Σ,→, q0〉, whereQ and q0 denote
a finite set of states and the initial state of a DFA, corresponding to the finite
location set and the initial location of an EFA where no variables are defined.
Σ, same as EFA, is a non-empty finite set of events (the alphabet). For an EFA,
since no variables are defined, guards and actions in the transition relation are
thus omitted. This leads to →⊆ Q×Σ×Q, the state transition relation of DFA.

2.1.3 Composition of Subsystems

Usually, a considered DES can be modeled by a set of partially independent com-
ponents (DFAs or EFAs). The total system is a composition of these subsystems.
The composition of two concurrent subsystems can be done in several different
ways. In our work, full synchronous composition (FSC) (Definition 2.1.5) and
its extension, extended full synchronous composition (EFSC) (Definition 2.1.6)
are used.

Definition 2.1.5 (Full Synchronous Composition [34]). LetAk = 〈QAk ,ΣAk ,→Ak

, qAk
0 〉, k = 1, 2 be two DFAs. The Full Synchronous Composition (FSC) of A1

and A2 is

A1 ‖ A2 = 〈QA1 ×QA2 ,ΣA1 ∪ ΣA2 ,→, (qA1
0 , qA2

0 )〉

12
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where the state transition relation → is defined as


〈(qA1, qA2), σ, (q́A1, q́A2)〉 if 〈qA1, σ, q́A1〉 ∈→A1 ∧〈qA2, σ, q́A2〉 ∈→A2

〈(qA1, qA2), σ, (q́A1, qA2)〉 if 〈qA1, σ, q́A1〉 ∈→A1 ∧σ /∈ ΣA2

〈(qA1, qA2), σ, (qA1, q́A2)〉 if 〈qA2, σ, q́A2〉 ∈→A2 ∧σ /∈ ΣA1

undefined otherwise

Definition 2.1.6 (Extended Full Synchronous Composition [9]). LetEk = 〈LEk×
V ,ΣEk ,→Ek

, (�Ek
0 , v0)〉, k = 1, 2, be two EFAs with the shared variables v =

(v1, . . . , vn). The Extended Full Synchronous Composition (EFSC) of E1 and
E2 is

E1 ‖ E2 = 〈LE1 × LE2 × V ,ΣE1 ∪ ΣE2 ,→, (�E1
0 , �E2

0 , v0)〉
where the state transition relation → is defined as

1. (�E1 , �E2)
σ→g/a (�́

E1 , �́E2), σ ∈ Σ1 ∩ Σ2 if
∃�E1

σ→g1/a1 �́
E1 ∈→E1 and

∃�E2
σ→g2/a2 �́

E2 ∈→E2 such that:

• g = g1 ∧ g2,

• For i = 1, . . . , n and ∀v ∈ V :

ai(v) =




ai1(v) if ai1(v) = ai2(v)

ai1(v) if ai2(v) = ξ
ai2(v) if ai1(v) = ξ

vi otherwise

2. (�E1 , �E2)
σ→g/a (�́

E1 , �́E2), σ ∈ Σ1\Σ2 if
(�E1, σ, g, a, �E1) ∈→E1 and �E2 = �́E2 ;

3. (�E1 , �E2)
σ→g/a (�́

E1 , �́E2), σ ∈ Σ2\Σ1 if
(�E2, σ, g, a, �E2) ∈→E2 and �E1 = �́E1 .

Note that, in the case where the action functions of E1 and E2 explicitly try
to update a shared variable to different values, we assume that the variable is not
updated. Such situation is usually a consequence of bad modeling, and thus it is
reasonable to inform the user by a message rather than disabling the transition.
However, we wanted the EFSC to always be well defined and thus we made the
decision to keep the value in this situation.

Normally, a plant is described by a number of sub-plants P1, . . . , Pl. To
obtain the plant P , FSC or EFSC can be used and thus the total plant P is defined
by P1 ‖ . . . ‖ Pl. Similarly, if the specification is described as a series of
sub-specifications, Sp = Sp1 ‖ . . . ‖ Spm. Additionally, some states of an
automaton which is typically a (sub-)specification, are considered as marked
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states, denoted by Qm. The marked states are these states that can be reached
from the initial state. The set of marked states of a composed automaton E1 ‖ E2

is the Cartesian product of the corresponding sets of marked states. Note that for
EFAs, a state is marked only if the location as well as the values of variables
are both marked. Besides, some states can be specified as forbidden states, Qex,
which are the states that should be forbidden. The set of forbidden states of a
composed automaton E1 ‖ E2 is QE1

ex ×QE2 ∪QE1 ×QE2
ex .

2.2 Supervisory Synthesis

As mentioned earlier, the supervisor to be computed is assumed to minimally
restrictive meaning that the plant is give the greatest amount of freedom to gen-
erate events and the resultant supervisor only disables certain controllable events
when necessary. To synthesize such a supervisor, the closed-loop systemP ‖ Sp

is firstly computed, which we refer to as S0 in the sequel. During the synthesis
procedure, some states are identified either blocking or uncontrollable, referred
to as forbidden states, which should be excluded from S0 in order to obtain the
safe states, i.e. the states belonging to the supervisor.

2.2.1 Desired Properties of Supervisors

In addition to the basic property that the plant P under the control of the superior
S should fulfill the given specification Sp, typically, there are two additional
properties [6, 7] which supervisors are desired to have:

1. Non-blocking.

2. Controllable with respect to the plant P .

A non-blocking automaton is an automaton where at least one of the marked
states Qm should be reached by every reachable state. This is a liveness property
where unmarked deadlock and livelock states should be avoided. A state with
no outgoing transitions is called a deadlock state. The situation where a system
enters a set of states that are strongly connected, but without any transition going
out of the set, is called livelock. The union of unmarked deadlock and livelock
states of an automaton A are referred to blocking states.

Definition 2.2.1 (Blocking States Qbl). Given an automaton A, which is either a
DFA or an EFA, the blocking states Qbl of A can be defined as follows.

• A is a DFA, then

Qbl = {q ∈ QA
reach | �q́ ∈ Qm ⇒ 〈q, σ, q́〉 ∈ →A}
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where QA
reach denotes all the states in A which can reached by the initial

state qA0 and →A is the state transition relation of A.

• A is an EFA, then

Qbl = {(�, v) ∈ QA
reach | �(�́, v́) ∈ Lm × Vm ⇒ 〈�, v, σ, �́, v́〉 ∈ �→A}

where QA
reach denotes all the states in A which can be reached by the initial

state (�A0 , v0) and �→A is the explicit transition relation of the EFA A. Lm

and Vm denote the marked locations and values of variables.

The controllability is a safety property, saying that a supervisor is control-
lable with respect to the plant if the supervisor is able to follow all uncontrollable
events that generated by the plant. Precisely, a supervisor S is controllable with
respect to the plant P if, from any reachable state in S ‖ P , an enabled uncon-
trollable event σu in P is either enabled in S as well or σu is not included in the
alphabet of S.

Definition 2.2.2 (Uncontrollable States Quc). Given a supervisor S and a plant
P , if S is not controllable with respect to P , the corresponding uncontrollable
states, denoted by Quc, can be defined as follows.

• Both P and S are DFAs, then

Quc = {〈qP , qS〉 ∈ Q
P‖S
reach | ∃σu ∈ ΣP

u ∩ ΣS

⇒ 〈qP , σu, q́
P 〉 ∈ →P ∧ 〈qS, σuq́

S〉 /∈→S}
where ΣP

u is the uncontrollable event set of P . →P and →S are the state
transition relations of P and S.

• Either P or S is an EFA, then

Quc = {(�P , �S, v) ∈ Q
P‖S
reach | ∃σu ∈ ΣP

u ∩ ΣS

⇒ (�P , v, σu, �́
P , v́) ∈ �→P ∧ (�S, v, σu, �́

S, v́) /∈ �→S}
where ΣP

u is the uncontrollable event set of P . �→P and �→S are the explicit
transition relations of P and S.

2.2.2 Safe-State Algorithm

The algorithm synthesizes the supervisor by first building the closed-loop S0 =
P ‖ Sp, then removing forbidden states from QS0 until the remaining safe states
are both nonblocking and controllable. In this thesis, the synthesis algorithm that
is used to calculate the maximally restrictive supervisor is called the safe-state-
synthesis, introduced in [22].
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As Algorithm 1 shows, given a set of forbidden states Qx that could either
be explicit forbidden states or forbidden states due to the controllability, the
algorithm computes the set of safe statesQS by iteratively removing the blocking
states (Algorithm 2) and the uncontrollable states (Algorithm 3). Note that after
the termination of the algorithm, not all of the safe states are reachable from the
initial state. Therefore, a forward reachability search (Algorithm 4) is needed to
exclude the safe states which are not reachable.

Algorithm 1: Safe-State Synthesis

Input: Qx and QS0

Output: QS

begin
1 i := 0;
2 Q0

x := Qx;
repeat

3 i := i+ 1;
4 Q′ := RestrictedBackward (Qm, Q

i−1
x );

5 Q′′ := UncontrollableBackward (QS0 −Q′);
6 Qi

x := Qi−1
x ∪Q′′;

until Qi
x = Qi−1

x ;
7 QS := QS0 −Qi

x;
end

Algorithm 2: Restricted Backward
Input: Qm and Qx

Output: Qco

begin
1 j := 0;
2 Q0 := Qm −Qx;

repeat
3 j := j + 1;
4 Qj := Qj−1 ∪ {q | ∃q́ ∈ QS0 , ∃σ ∈ ΣS0 ⇒ 〈q, σ, q́〉 ∈→S0} −Qx;

until Qj = Qj−1;
5 Qco := Qj;

end
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Algorithm 3: Uncontrollable Backward
Input: Qx

Output: Qex

begin
1 k := 0;
2 Q0 := Qx;

repeat
3 k := k + 1;
4 Qk := Qk−1 ∪ {q | ∃q́ ∈ QS0, ∃σu ∈ ΣS0

u ⇒ 〈q, σu, q́〉 ∈→S0};
until Qk = Qk−1;

5 Qex := Qk;
end

Algorithm 4: Restricted Forward
Input: q0 and Qx

Output: Qr

begin
1 l := 0;
2 Q0 := {q0};

repeat
3 l := l + 1;
4 Ql := Ql−1 ∪ {q́ | ∃q ∈ QS0 , ∃σ ∈ ΣS0 ⇒ 〈q, σ, q́〉 ∈→S0} −Qx;

until Ql = Ql−1;
5 Qr := Ql;

end

2.2.3 Representing Supervisors with Guards

When designing the supervisor of a system, a typical issue is how to realize
such a control function efficiently and represent it appropriately. The standard
approach [6], or the safe-state approach above, synthesize the supervisor by first
building the closed-loop system and then explicitly enumerate all states that can
be reached. The problem of computing and representing supervisors in such
monolithic and explicit way is that for large and complex systems, supervisors,
with potential huge numbers of states, become intractable and might cause the
state-space explosion problem.

An alternative approach to handle the computation of supervisors, is to use
binary decision diagrams (BDDs) [18, 35, 36] to encode the transition relation
of the closed-loop system and express the supervisor symbolically [37, 22, 38,
39, 40]. The discussion of BDDs and the applications in SCT will be detailed in
Chapter 3. Here we suppose that the supervisor of a system has been computed
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and represented by BDDs. Meanwhile, another problem is arising from the BDD
representation of the resultant supervisor. Since the original models have been
reformulated and encoded, it is cumbersome for the users to relate each state with
the corresponding BDD variables. Therefore, it is more convenient and natural
to represent the supervisor in a form similar to the models.

In [23], an approach, called the guard generation procedure, was presented.
Being dependent on three kinds of state sets, the guard generation procedure ex-
tracts a set of conditional propositional formulae, referred to as guards indicating
under which conditions the event can be executed without violating the specifi-
cations. These guards are then attached to the corresponding transitions of the
original models, which results in a modular representation of supervisors.

Concerning the states that are retained or removed after the synthesis process,
the states that enable an arbitrary event σ can be divided into three basic state
sets: forbidden state set, allowed state set and don’t care state set.

• The forbidden state set, denoted by Qσ
f , is the set of states in the supervisor

where the execution of σ is defined for S0, but not for the supervisor.

• The allowed state set, denoted by Qσ
a , is the set of states in the supervisor

where the execution of σ is defined for the supervisor. In other word, for
each event σ in S0’s alphabet, Qσ

a represents the set of states where event
σ must be allowed to be executed in order to end up in states belonging to
the supervisor.

• The don’t care state set, Qσ
dc can be defined as the complement of the union

of Qσ
a and Qσ

f .

Qσ
dc = C(Qσ

a ∪Qσ
f )

Based on the basic state sets, guards can be extracted, expressing under which
conditions the events can be executed without violating the specifications. In
addition, by applying minimization methods of Boolean functions (utilizing the
don’t care state set) and certain heuristics, the generated guards can be simplified.
The detailed exposition is however beyond the scope of the thesis and can be
found in [23].
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Chapter 3

Symbolic Computation of
Supervisors

The state-space explosion problem is one of the typical problems which pre-
vent SCT from having a major industrial breakthrough. As mentioned earlier
in Chapter 2, the prerequisite for synthesizing the supervisor of a system is the
construction of the closed-loop system by performing the full synchronization
composition on a set of modular models interacting with each other by common
events. Due to the limitation of available memory, synchronizing multiple au-
tomata might fail if the consider system has a potential huge state space, e.g.,
millions of states.

Since the state-space explosion problem results from the failure of explicit
enumeration of a large number of reachable states during synchronization, an
alternative approach, inspired from model checking, is to represent states and
transitions symbolically, or implicitly by using binary decision diagrams (BDDs)
[18, 35, 36]. The main difference between explicit and implicit representation
is that in the former approach, states are manipulated individually while in the
latter one, set of states are manipulated at the same time. In addition, symbolic
operations are carried out more efficiently compared to the explicit operations.

In this chapter, first a general symbolic computation approach using BDDs
is described, including the representation of the transition relation of an EFA
and the translation of safe-state algorithm to the corresponding symbolic coun-
terpart. Following the symbolic discussion, two approaches to constructing the
transition relation of synchronized EFAs, namely the monolithic and partitioning
approaches, are described.
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3.1 Binary Decision Diagrams

Binary Decision Diagrams (BDDs) [18, 19] are powerful data structures for rep-
resenting Boolean functions. For large systems where the number of states grows
exponentially, BDDs can improve the efficiency of set and Boolean operations
performed on the state sets dramatically [22, 31, 41, 42].

Definition 3.1.1 (Binary Decision Diagrams). Given a set of Boolean variables
B, a BDD is a Boolean function h : 2B → {0, 1}, which can be expressed using
Shannon’s decomposition [43]:

h = (¬bj ∧ h|bj=0 ∨ (bj ∧ h|bj=1)) bj ∈ B

where h |bj=0 and h |bj=1 refer to assignment 0 and 1 to all occurrences of the
Boolean variable bj , respectively. A BDD is represented as a directed acyclic
graph (DAG), which consists of two types of nodes: decision nodes and termi-
nal nodes. A terminal node can either be 0-terminal or 1-terminal. Each decision
node is labeled by a Boolean variable and has two edges to its low-child and high-
child. The low- and high-child corresponds to the cases in the above equation
where bj is 0 (graphically represented by a dotted line) and 1 (graphically repre-
sented by a solid line), respectively. The size of a BDD refers to the number of
decision nodes.

A BDD is Ordered (OBDD) if on all paths through the graph the variables
respect a given linear order b1 ≺ b2 ≺ . . . ≺ bn. In addition, an OBDD is
Reduced (ROBDD) if [36]

1. (uniqueness) no two distinct nodes and have the same variable name and
low- and high-child;

2. (non-redundant tests) no variable node has identical low- and high-child.

In [19], Randal Bryant prove the canonicity of ROBDDs. That is to say, let
B and B′ be two ROBDDs representing a given function f . Then B and B ′ are
identical. This is the single most important property of ROBDDs, which allows
us to perform tests such as equality, satisfiability efficiently. Today, ROBDDs
are used in a number of model checking tools for verifying system models. Note
that on the following, all BDDs are assumed to be ordered and reduced BDDs
(ROBDDs).

The power of BDDs lies in their simplicity and efficiency to perform binary
operations. A binary operator op between two BDDs h and g can be computed
as

h op g = [¬bj ∧ (h|bj=0 op g|bj=0)] ∨ [bj ∧ (h|bj=1 op g|bj=1)].
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Most of the operations used when manipulating BDDs are linear in the prod-
uct of the sizes of the operand BDDs. The main exception is the relational prod-
uct operation, i.e., relprod. The relational product can be implemented with
one conjunction and a series of existential quantifications, however the time
complexity in the worst case is exponential. Moreover, it is well-known that
the variable ordering impacts the size of the BDD dramatically, however, find-
ing an optimal variable ordering of a BDD is an NP-complete problem [44]. In
this thesis, a static BDD variable ordering is computed based on the method pre-
sented in [45]. In this method, the variable ordering is influenced by the ordering
of interacting automata based on weighted search in the Process Communication
Graph (PCG) [45]. A PCG for a set of automata is a weighted undirected graph,
where the weight between two automata A1 and A2 is defined as |ΣA1 ∩ ΣA2 |.
With respect to the DESs modeled as finite automata with variables, such as
EFAs, the interaction of automata is affected not only by the alphabets but also
the global variables. To handle this issue, we add additional weights to the PCG
by inspecting the guard predicates and actions functions of each transition. This
is however beyond the scope.

For a more elaborate and verbose exposition of BDDs and the implementa-
tion of different operators, refer to [36, 35].

3.1.1 Representation of Models

By taking the advantage of characteristics functions 2.1.1, system models such
as automaton can be symbolically represented by BDDs. Without loss of the
generality, we focus on the symbolic representation of an EFA.

Given a EFA E, the characteristic function of the explicit state transition
relation �→

�
σ→g/a�́

can be constructed as:

χ�→
�
σ→g/a�́

(bV
1

, . . . , bV
n

, b́V
1

, . . . , b́V
n

, bL, b́L, bΣ) =
 ∨

(v,v́)∈SATA(a)|v∈SATG(g)
n∧

i=1

(
bV

i ↔ θ(vi) ∧ b́V
i ↔ θ(v́i)

)) ∧

bL ↔ θ(�) ∧ b́L ↔ θ(�́) ∧ bΣ ↔ θ(σ),

where bΣ denotes the Boolean variables representing the alphabet while bL and b́L

are two different sets of Boolean variables representing the current and updated
locations. For an EFA where n variables are defined, bV

i
and b́V

i
denote the

current and updated integer values of variables. In our framework, integers are
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Table 3.1: Event and current location encoding for the EFA in Fig. 3.1

Event bΣ1 b
Σ
0 Location bL0

player1remove1 0 0 player1 0

player1remove2 0 1 player2 1

player2remove1 1 0

player2remove2 1 1

represented in the two’s complement system as array of BDDs [46]. In practice,
it is very often that values of variables are defined as or updated to non-negative
integers. In that case, for computational purposes, the BDD variable representing
the sign-bit of a non-negative integer is omitted and thus only the magnitude is
encoded. Besides, we assume that overflows are not allowed and thus we omit
the cases where an overflow occurs. This is performed by removing all the
variable assignments that result in values outside the domain of the variables.
Consequently, the characteristic function of the transition relation of an EFA E

will be

χ�→E
=

∨
�
σ→g/a�́∈→E

χ�→
�
σ→g/a�́

∧
n∧

i=1

χV i(bV
i

) ∧
n∧

i=1

χV i(b́V
i

).

Example 2. Regarding the EFA model shown in Example 1 of Chapter 2, the
corresponding symbolic transition relation is shown in Fig. 3.1. Note that the
BDD does not contain the cases where sticks < 0 and sticks > 5. The BDD
variables in the figure are labeled by numbers as follows

bΣ = (bΣ1 , b
Σ
0 ) = (1, 0), bL = (bL0 ) = (2), b́L = (b́L0 ) = (3),

bsticks = (bsticks2 , bsticks1 , bsticks0 ) = (6, 5, 4),

b́sticks = (b́sticks2 , b́sticks1 , b́sticks0 ) = (9, 8, 7).

where b0 is the least significant bit. Table shows the encoding of events and
locations. At it can be observed, the BDD in this example is larger than the
EFA model. However, for large models the BDDs typically become much more
compact.

3.1.2 BDD-Based Safe-State Algorithm

In Chapter 2, the synthesis algorithm, i.e., the safe-state algorithm is discussed on
an explicit level. By making use of the characteristic functions, the correspond-
ing symbolic safe-state and restricted backward reachability algorithms can be
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Figure 3.1: The Corresponding BDD for the Transition Relation of the EFA in
Example 1.

obtained and are shown in Algorithm 5 and Algorithm 6 respectively. Note that
→S0 denotes the transition relation for DFAs or the explicit transition relation
(�→S0) for EFAs. The symbolic version of the restricted forward and uncon-
trollable reachability algorithms can be translated similarly. It can be observed
states and transition relation are represented by their corresponding characteris-
tic functions. Set operations, used to expand the state sets, are translated to logic
operations.

Algorithm 5: B-Safe-State Synthesis
Input: χQx and χQS0

Output: χQS

begin
1 i := 0;
2 χ0

Qx
:= χQx;

repeat
3 i := i+ 1;
4 χQ′ := B-RestrictedBackward (χQm , χ

i−1
Qx

);
5 χQ′′ := B-UncontrollableBackward (χQS0 ∧ ¬χQ′);
6 χi

Qx
:= χi−1

Qx
∨ ¬χQ′′ ;

until χi
Qx

↔ χi−1
Qx

;
7 χQS := χQS0 ∧ ¬χi

Qx
;

end
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CHAPTER 3. SYMBOLIC COMPUTATION OF SUPERVISORS

Algorithm 6: B-Restricted Backward
Input: χQm and χQx

Output: χQco

begin
1 j := 0;
2 χ0

Q := χQm ∧ ¬χQx;
repeat

3 j := j + 1;

4 χQ′ := ∃{bΣ, b́L, b́V }.(χj−1
Q ∧ χ→S0

);

5 χj
Q := χj−1

Q ∨ χQ′ ∧ ¬χQx;

until χj
Q ↔ χj−1

Q ;

6 χQco := χj
Q;

end

At line 4 of Algorithm 6, relprod operation is used to calculate more co-
reachable states from the marked states. Precisely, by performing the conjunc-
tion operation (∧) on the existing co-reachable state set χj−1

Q and →S0 , only
the tuples where the target states belong to Qj−1 is retained. Then the new co-
reachable state set can be obtained after existential quantifying the BDD vari-
ables for these target states (b́L and b́V ) and events (bΣ). It should be mentioned
that after the execution of line 4, χQ′ , the set of new states co-reached from
Qj−1, contains the source BDD variables, i.e., bL and bV . As an additional step,
which is not shown in Algorithm 6, we need to replace those source variables
with the corresponding target variables before merging them into the existing
co-reachable state set.

3.2 Symbolic Synthesis for EFAs

At this moment, readers might ask the question: since the (extended) full syn-
chronous composition is an explicit operation, how to acquire the symbolic rep-
resentation of the (explicit) transition relation? In the upcoming sections, the
question will be answered.

3.2.1 The Monolithic Approach

The characteristic function of the synchronized transition relation can be com-
puted monolithically. For the sake of understandability and reachability, first
the case that systems are modeled as DFAs is handled then we extend the ap-
proach to the extended case.

Definition 3.2.1 (Extended Transition Relation). For N ≥ 2 DFAs, A1, . . . , AN ,
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3.2. SYMBOLIC SYNTHESIS FOR EFAS

the extended transition relation of Ak, 1 ≤ k ≤ N , denoted by �Ak
, represents

the transition relation of Ak together with self-loops on all states with events that
are not in the alphabet of Ak

�Ak
�→Ak

∪ {(q, σ, q́) | ∀q ∈ QA : σ ∈ (ΣA1‖...‖AN\ΣAk) ∧ q́ = q}.
By this extension, all automata in the DFA model have the same alphabet.

This simplifies the full synchronous composition, since we only have to con-
sider the first case. The extended explicit transition relation for an EFA can be
similarly defined.

With the extended transition relation for each DFA defined, the characteristic
function representing the transition relation of a set of DFAs can be computed as
follows

χ→A1‖...‖AN
=

N∧
k=1

χ�Ak
.

Regarding the computation for EFAs, it is not as straightforward as the DFA
case, since the above formula doe not hold any more, i.e.,

χ�→E1‖...‖EN
�=

N∧
k=1

χ�Ek
.

Because then it would not be possible to keep track of the variables that are not
updated. Furthermore, the action conflicts will disable the corresponding events.
However, based on Definition 2.1.6, result should be a transition relations where
values of variables are unchanged.

In [47], A monolithic approach to computing the characteristic function rep-
resenting �→S0 is presented. The approach, briefly described here, consists of
three step:

1. Compute a characteristic function representing �→S0 without including the
actions, denoted by χ′

�→S0
and

χ′
�→S0

=
N∧
k=1

χ′
�Ek

,

where χ′
�Ek

denotes χ�Ek
excluding the update of variables.

2. Compute a characteristic function representing the update of the EFA vari-
ables, denoted by χ �→v

S0
.

For two EFAs, E1, E2 and a variable vi, we define

χ�vi,E1‖E2
=

4∨
j=1

(χCj
�

vi,E1‖E2

),
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CHAPTER 3. SYMBOLIC COMPUTATION OF SUPERVISORS

where χ�vi,E1‖E2
denotes the transition of E1 ‖ E2 where the variable vi is

updated. According to Definition 2.1.6, there are four alternative situations
which are corresponded by

4∨
j=1

(χCj
�vi,E1‖E2

),

can decide whether and how this variable vi is updated. For the sake of
simplicity and understandability,the formal definition is omitted and read-
ers can find them in [47].

Finally, for a set of variables v = (v1, . . . , vn), χ �→v
S0

can be computed as
follows

χ�→v
S0

=
n∧

i=1

χvi,S0
.

3. Based on χ′
�→S0

and χ �→v
S0

,

χ�→S0
= χ′

�→S0
∧ χ�→v

S0
.

The proof can be found in [47].

3.2.2 The Partitioning Approach

Another symbolic approach to the characteristic function representing �→S0 , is
to apply partitioning techniques. Instead of obtaining one characteristic func-
tion, χ �→S0

, the partitioning approach generates a series of characteristic func-
tions. These functions, with some logic connection in between, together repre-
sent χ �→S0

:
χ�→S0

= χ1
�→S0

⊗ . . .⊗ χm
�→S0

,

where ⊗ denotes either conjunction or disjunction operator.
The monolithic approach works fine for some cases when applied to indus-

trial applications. However, for other complex applications, the symbolic com-
putation still causes the state-space explosion problem, because of either of the
following two reasons:

• For some larger and more complex systems, the monolithic BDD repre-
senting �→S0 is too huge to be constructed, although it occurs rarely.

• In the safe-state algorithm, the final set of safe states is generated after a
series of (co-)reachability computations. These (co-)reachability computa-
tions, for instance restricted backward reachability computation,
are the bottleneck of the algorithm. Assuming that the monolithic BDD
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3.2. SYMBOLIC SYNTHESIS FOR EFAS

representing �→S0 is managed to be constructed, however, the reachabil-
ity computations may still suffer from the state-space explosion due to the
large intermediate BDDs.

To reach significant intermediate BDD reduction, it is crucial to explore the
search space in an intelligent way. The key is to impose structure on the state-
space exploration. Moreover, to realize such an intelligent state-space explo-
ration, an important ingredient is the use of partitioning techniques, which was
rigorously defined in [20] and used in a number of contexts [48, 49]. There also
exists a number of papers dealing with the adaption of these techniques to the
verification or synthesis task of SCT. In [21, 22, 40], a straightforward but non-
trivial approach was proposed to represents the monolithic transition relation of
a fully synchronized DES modeled by DFAs by a collection of partial transition
relations. In this thesis, the disjunctive partitioning is the technique that is al-
ways used. In [50], an alternative symbolic way to partition DESs modeled as
EFAs by using the disjunctive partitioning technique. In the sequel, similar to
the discussion of the monolithic approach. The partitioning approach for DFAs
will be first described and extended to the EFA case.

First we need to introduce a couple of definitions which are used in the ap-
proach.

Definition 3.2.2. [Exclusive Dependency Set [22]] Given a set of DFAs, A1, . . . , AN ,
N ≥ 2, the dependency set of Ai ∈ {A1, . . . , AN}, denoted by D+(Ai), can be
defined as

D+(Ai) = {Aj | 1 ≤ j ≤ N ∧ j �= i ∧ ΣAi ∩ ΣAj �= ∅}.

Definition 3.2.3. [Retained Transition Relation] For N ≥ 2 DFAs, the retained
transition relation of Ai, 1 ≤ i ≤ N , denoted by �Ai

, is defined as

�Ai
= {(q, ·, q́) | ∀q, q́ ∈ QAi : q = q́},

where · denote any event σ ∈ ΣE1 ∪ . . . ∪ ΣEN .

Based on Definition 3.2.2 and 3.2.3, the characteristic function representing
the partial transition relation of Ai is computed as

χAi→S0
=

∧
Aj∈D+(Ai)

χ→Aj
∧

∧
Ak /∈D+(Ai)

χ�Ak
.

Furthermore,

χ→S0
=

N∨
i=1

χAi→S0
.
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CHAPTER 3. SYMBOLIC COMPUTATION OF SUPERVISORS

With respect to the EFA case, a slightly different approach is taken. The
approach, called event-based partitioning approach, partitions the transition re-
lation under full synchronous composition according to the included events of
the model. In all of the following computations, let E = {E1, . . . , EN} where
N ≥ 2.

For each event σ ∈ ΣE where E = E1 ‖ . . . ‖ EN , the corresponding
disjunctive partial transition relation χ σ�→E

under full synchronous composition
can be constructed in the following three steps:

1. Compute a characteristic function of
σ�→E† , denoted by χ σ�→

E†
where E† =

E†
1 ‖ . . . ‖ E†

m and σ ∈ ΣE†
1 ∩ . . . ∩ ΣE†

m .

2. Compute a characteristic function of
σ�→E‡ , denoted by χ σ�→

E‡
where E‡ =

E‡
1 ‖ . . . ‖ E‡

m′ and {E‡
1, . . . , E

‡
m′} = E\{E†

1, . . . , E
†
m}.

3. Based on χ σ�→
E†

and χ σ�→
E‡

, compute χ σ�→E
.

Regarding step 1, computing χ σ�→
E†

, two further steps need to be performed
in advance:

• Compute χ′
σ�→

E†
, which denotes the characteristic function of

σ�→E† exclud-

ing the action functions of EFA variables.

χ′
σ�→

E†
=

m∧
k=1

(∃ b́V
i

.χ σ�→
E
†
k

),

and
χ σ�→

E
†
k

= χ�→
E
†
k

∧ χσ,

where χ�→
E
†
k

denotes the characteristic function representing the explicit

transition relation of Ek while χσ denotes the characteristic function rep-
resenting the event σ.

• Compute χ σ�→v

E† denoting the update of EFA variables.

Similar to the monolithic approach, for two EFAs. E1 and E2 and a variable
vi, we defined

χ σ�→
vi,E1‖E2

=
4∨

j=1

χ
Cj(

σ�→
vi,E1‖E2

)
,

where χ σ�→vi,E1‖E2

is the transition relation of E1 ‖ E2 where vi is updated on

the occurrence of σ. These four alternatives according to Definition 2.1.6, repre-
sented by

4∨
j=1

χCj(
σ�→

vi,E1‖E2
),
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can decide whether and how this variable is updated once the event σ occurs. For
the formal definition, refer to [50]. Hence, for a set of variables v = (v1, . . . , vn),
χ�→v

E† can be computed as follows

χ�→v
E† =

n∧
i=1

χ σ�→
vi,E†

.

At this stage, we are done with step 1.

Remark. Recall from Definition 2.1.6, that if there exists an event σ, such that
σ ∈ ΣE1\ΣE2 , on the occurrence of σ, E2 would remain the previous location,
i.e. ∀�, �́ ∈ LE2 , � = �́. On the other hand, the values of variables are updated
according to the transitions labeled by σ in E1.

Regarding the scond step,

χ σ�→
E‡

=

m′∧
k=1

χ σ
�

E
‡
k

,

and
σ
�E‡

k
= {(�, σ, �́) | ∀�, �́ ∈ LE‡

k ∧ σ /∈ ΣE‡
k : � = �́}.

At this moment, we have done the first two steps. Sequentially, computing
the characteristic function of

σ�→E, can be computed:

χ σ�→E
= χ σ�→

E†
∧ χ σ�→

E‡

Finally, for the closed-loop system S0,we have

χ�→S0
=

∨
σ∈ΣS0

χ σ�→S0
.

The proof can be found in [50].

3.2.3 Structural State-Space Exploration

Following the previous sections, in order to design successful BDD-based reach-
ability algorithms for large-scaled systems, it is vital to traverse the state-space
in a structural way. For this purpose, an efficient symbolic algorithm for the
DFA model, i.e. the workset algorithm was proposed in [22] while the in-depth
analysis and proof can be found in [21].

As mentioned before, the interaction between two EFAs is not only affected
by the shared events, but also the update of EFA variables. For instance, after
an occurrence of an event, the values of variables are updated. These updated
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variables may lead to some guards of other transitions from other EFAs to be
evaluated to be true, even though they are labeled by different events. When
designing the algorithm, this issue should be taken into account. Otherwise, the
algorithm might either explore the state-space in an incorrect way or is not an
exhaustive exploration.

In this section, the symbolic algorithm proposed in [50] is mainly discussed.
The algorithm uses the event-partitioning approach and works for both EFA and
DFA models. For the sake of simplicity and consistency with the notations
in [50], the algorithms are described explicitly (without the characteristic func-
tions), but they are implemented symbolically.

Algorithm 7 shows the forward reachability computation without forbidden
states. Other versions of (co-)reachability computations can be similarly defined.
As Algorithm 7 shows, taking as input the initial state and the set of partial transi-
tion relations of which each corresponds to each event, the algorithm maintains
a set of active partial transition relations, Wk. For each iteration, one partial
transition relation is selected and a saturated reachability search (Algorithm 8)
is performed on it. If more reachable states are found, the event and variable
dependent transition relation sets of σ, defined as follows, are appended to the
workset. The algorithm terminates as long as there is no transition relation in
Wk.

Definition 3.2.4 (Event Dependent Transition Relation Set of σ). For N ≥ 2

EFAs, E = {E1, . . . , EN}, the event dependent transition relation sets of σ,
denoted by De(

σ�→E1‖...‖EN
) is defined as:

De(
σ�→E1‖...‖EN

) = { σ′�→E1‖...‖EN
| σ′ ∈ De(σ) ∧ σ′ �= σ},

where

De(σ) ={σ′ | ∃Ei ∈ E, �, �́, �̌ ∈ LEi , v, v́, v̌ ∈ V

⇒ (�, v, σ, �́, v́) ∈ �→Ei
∧ (�́, v́, σ′, �̌, v̌) ∈ �→Ei

}.

Definition 3.2.5 (Variable Dependent Transition Relation Set of σ). For N ≥ 2

EFAs E1, . . . , EN and a n-tuple of variables v1, . . . , vn, the variable dependent
transition relation sets of σ, denoted by Dv(

σ�→E1‖...‖EN
), is defined as:

Dv(
σ�→E1‖...‖EN

) = { σ′�→E1‖...‖EN
| σ′ ∈ Dv(σ) ∧ σ′ �= σ},

where

Dv(σ) ={σ′ | ∃(�, σ′, g, a, �́) ∈→E1‖...‖EN
, ∀χvi ∈ g

⇒ ∃(�, v, σ, �́, v́) ∈ σ�→E1‖...‖EN
∧ vi �= v́i)}
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Algorithm 7: Event-based Forward Reachability

Input: the initial state q0: (�
E1
0 × . . .× �EN

0 × v0)
Input: the set of partial transition relations W0:

{ σ�→E1‖...‖EN
| ∀σ ∈ ΣE1 ∪ . . . ∪ ΣEN}

Output: the reachable state set: Qreach

begin
1 k := 0;
2 Q0 := {q0};

repeat
3 Pick and remove

σ�→E1‖...‖EN
∈ Wk;

4 k := k + 1;

5 Qk := Qk−1 ∪ Reachability(Qk−1,
σ�→E1‖...‖EN

);
6 if Qk �= Qk−1 then

Wk = Wk−1 ∪De(
σ�→E1‖...‖EN

) ∪Dv(
σ�→E1‖...‖EN

) ;
end

until Wk = ∅;
7 Qreach := Qk;

end

Algorithm 8: Reachability

Input: Q and
σ�→E1‖...‖EN

Output: the new reachable states found from
σ�→E1‖...‖EN

: Qσ
reach

begin
1 l := 0;
2 Q0 := Q;

repeat
l := l + 1;
Ql := Ql−1 ∪ {(q́, v́) | ∃(q, v) ∈ Ql−1

⇒ (q, v, σ, q́, v́) ∈ σ�→E1‖...‖EN
};

until Ql = Ql−1;
Qσ

reach := Ql;
end

31



CHAPTER 3. SYMBOLIC COMPUTATION OF SUPERVISORS

The correctness of the algorithm is proved in [50]. It should be mentioned
that a drawback of the aforementioned event-based algorithm is that, more it-
erations are needed to reach the fixed point in the reachability task, especially
for large-scaled systems involving a large number of events in the alphabet. To
make such reachability computations more efficient, thus reducing the number of
iterations, it is possible to combine multiple partial transition relations. This idea
is originally presented in the literature [33], referring to as clustering. Based on
this general principle, [50] discusses three invariants of this algorithms by using
different ways to cluster BDDs together.
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Chapter 4

User Cases

All the algorithms discussed from previous chapters have been implemented and
integrated into Supremica [24, 25], which is a software tool for automatic veri-
fication, synthesis and simulation of DESs. Supremica is a project implemented
in the Java programming language that was initiated about 10 years ago in the
Automation research group at Chalmers University of Technology, and has been
continuously developed since then by different PhD students.

This chapter is consisted of two parts. Firstly, an approach to modeling se-
quential resource allocation systems (RAS) by using EFAs, is presented and
discussed. By modeling a set of simple RAS examples, we demonstrate how
to use EFAs to model RAS with multiple instance execution, routing flexibility
and failure handing. Moreover, two RAS benchmark examples are modeled and
represented as EFAs. Secondly, the symbolic synthesis algorithm is applied to
these two RAS examples, as well as other well-known DFA and EFA examples
to generate the optimal supervisors.

4.1 Modeling Sequential Resource Allocation Sys-
tems using EFAs

For sequential resource allocation systems, we mainly focus on Conjunctive /
Disjunctive sequential resource allocation systems (C/D RAS), one of the most
powerful RAS classes investigated in the literature. In [51], a modeling approach
was presented to model C/D RAS using EFAs. The section mainly demonstrates
this approach by a set of simple examples.
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C/D Resource Allocation Systems (RAS)

Definition 4.1.1. A Conjunctive / Disjunctive resource allocation system is for-
mally defined by a 4-tuple [52, 53]:

Φ = 〈R, C,P,A〉
where

• R = {R1, . . . , Rm} is the set of the system resource types;

• C : R → Z+− is the capacity function, characterizing the number of
identical units from each resource type available in the system. Resources
are assumed to be reusable, i.e., each allocation cycle does not affect their
functional status or subsequent availability, and therefore, C(Ri) ≡ Ci

constitutes a system invariant for each i;

• P = {Π1, . . . ,Πn} denotes the set of the system process types supported
by the considered system configuration. Each process type Πj is a compos-
ite element itself, in particular, Πj = 〈Sj ,Gj〉, where Sj = {Ξj1, . . . ,Ξjlj}
denotes a set of processing stages involved in the definition of process type
Πj ; Gj is an acyclic diagraph with the node set equal to Sj . Every path in
Gj connecting a ’’source’’ to a ’’sink’’ node corresponds to an execution
sequence of Πj ;

• A :
⋃n

j=1 Sj → ∏m
i=1{0, . . . , Ci} is the resource allocation function as-

sociating every processing stage Ξjk with the resource allocation vector
A(Ξjk) ≡ Ajk required for its execution.

Furthermore, it is assumed that after a process instance accomplishes a non-
terminal stage Ξjk, it must allocate the entire set of resources implied by the
resource allocation request, in order to advance to the next stage. As soon as the
requested resources are allocated, it releases all allocated resources that are not
needed any more. The considered resource allocation protocol further guarantees
that no resource type Ri ∈ R is over-allocated with respect to the capacity Ci at
any processing stage.

Taking as input a RAS configuration, the approach in [51] can generate a set
of extended finite automata, each of which models the resource allocation and
deallocation of a process type. For simplicity and understandability, we start
with a simple sequential RAS and first model it as a Petri net. For the readers
who might be unfamiliar with Petri net, [3] provides a good introduction. From
the Petri net model, the corresponding extended finite automata are then derived.
After grasping the basic idea, extended finite automata are directly used to model
the remaining C/D RAS.
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Model Single-Unit (SU) RAS

Example 3. Consider a flexibly automated robotic cell example, borrowed from
[52]. As Fig. 4.1 shows, the RAS is constituted by two process types Π1 and Π2,
each of which consists of three processing stages performing the linear structure.
The system resource set is R = {R1, R2, R3}, with the capacity Ci = 1, i =

1, 2, 3. Each processing stage Ξij(i = 1, 2; j = 1, 2, 3) requests one single unit
of one resource type.

Π1 : Ξ11

R1(1)

Ξ12

R2(1)

Ξ13

R3(1)

Π2 : Ξ21

R3(1)

Ξ22

R2(1)

Ξ23

R1(1)

C1 = C2 = C3 = 1

Figure 4.1: The considered SU RAS in Section 4.1

As the intermediate stage, the considered RAS is first modeled as a Petri net,
shown in Fig. 4.2. For each resource type Ri, i = 1, 2, 3, the corresponding
resource place is introduced. Initially the number of tokens of each resource
place is set equal to its capacity. Similarly, three processing stage places for
each process type are introduced to denote the number of process instances exe-
cuting at the processing stages. For example, the stage places p11, p12, p13 map
the three processing stages Ξ11,Ξ12,Ξ13 of process type Π1. Moreover, the tran-
sitions t11, t12, . . . , t23 depict the resource allocation and deallocation process.
The weight of arcs from the resource places to transitions can be considered as
the number of requested resource units with respect to various processing stages.
From Fig. 4.2, it can be observed that multiple process instances can be allowed
to execute in the Petri net model as long as the resource constraint is satisfied.

p11

p12

p13

p23

p22

p21

R1

R2

R3

t11

t12

t13

t14 t21

t22

t23

t24

Figure 4.2: The Petri net model of the considered RAS in Section 4.1

With the considered RAS having been modeled as the Petri net, the extended
finite automata can be correspondingly derived in the following steps:
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P1

P1_book_R1
vR1 ≥ 1
vR1 = vR1 − 1;
v11 = v11 + 1

P1_book_R2_release_R1
vR2 ≥ 1&v11 ≥ 1

vR2 = vR2 − 1;
vR1 = vR1 + 1;
v11 = v11 − 1;
v12 = v12 + 1

P1_book_R3_release_R2
vR3 ≥ 1&v12 ≥ 1

vR2 = vR2 + 1
v12 = v12 − 1

(a) The EFA of Π1

P2

P2_book_R3
vR3 ≥ 1
vR3 = vR3 − 1;
v21 = v21 + 1

P2_book_R2_release_R3
vR2 ≥ 1&v21 ≥ 1

vR2 = vR2 − 1;
vR3 = vR3 + 1;
v21 = v21 − 1;
v22 = v22 + 1

P2_book_R1_release_R2
vR1 ≥ 1&v22 ≥ 1

vR2 = vR2 + 1
v22 = v22 − 1

(b) The EFA of Π2

Figure 4.3: EFAs modeling the two process types of Example 4.1.

• For each process type Πi, i = 1, 2, create an extended finite automaton.
To support the multiple instance execution as the Petri net does, each EFA
is defined to have only one location and all the transitions labeled with
events are added as self-loops. This location is both initial and marked.

• For each resource type (place in the Petri net) Ri, i = 1, 2, 3, declare one
resource variable vRi denoting the number of available units of Ri. The
domain of vRi is defined to be {0, . . . , Ci}, where both of the initial and
marked values of vRi are equal to Ci.

• For each processing stage except the last one of each process type Πi, i =

1, 2, declare one instance variable vjk, j = 1, 2 and k = 1, 2, denoting the
number of instances executing at the corresponding stage Ξjk. The domain
for each instance variable is defined to be from 0 to the maximal number of
executing instances. In this case, since each processing stage only acquires
one unit of one resource type, the maximal number of instances at each
processing stage is one. Therefore, the domain of all instance variables is
defined to be {0, 1} where 0 is the initial and marked value.

• Make use of the resource and instance variables defined above to con-
struct the guards and actions. Guards are local formulae which determine
whether a process instance can advance to the next processing stage while
actions are used to update the available resource units and instances for
various processing stages. Finally, the guards and actions are attached to
the corresponding transitions of the created EFAs.

Fig. 4.3 shows the EFAs, which model the process type Π1 and Π2 based on
the above steps. Here two points must be elaborated. From both the Petri net and
the EFA, it can be observed that every time a process instance advances to the
non-terminal processing stage, the requested resource allocation and the unused
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resource deallocation occur simultaneously, which confirms to the assumption
made in [53]. The purpose of the supervisor is to prevent the system from run-
ning into blocking situations. Since there is no restriction on these deallocation
events as soon as the next requested resources are allocated, we know that all
states that have resources waiting to be deallocated cannot be blocking states.
Besides, it is noticed that there is no instance variable defined for the terminal
processing stage. For the process instance at the terminal processing stage where
the requested resources have been allocated, it is assumed that these allocated
resources are released immediately. Certainly, this does not model the true be-
havior of the physical system, but enough information is captured. Reasonably,
a model that can be used to find all blocking states need much less information
than a model that expresses all possible events and variables, a important reduc-
tion of the system size is made.

Model C/D RAS

Compared with the Single-Unit (SU) RAS, e.g., the example shown above, mod-
eling is more complicated in the context of the C/D RAS.

Example 4. Fig. 4.4 shows a C/D RAS which is extended from Example 4.1.
The considered C/D RAS contains two process types Π1 and Π2. Same as before,
the processing stages of Π1 perform the linear structure, but the processing stage
Ξ12 now allows for alternative resource type acquisition, i.e., either R2 or R4.
The process type Π2 is extended to have two alternatives to support the routing
flexibility. The processing stage Ξ23 requires two types of resources to perform
the task. Besides, the capacities of the resource types R1, R2, R3 are increased
to 4 and a new resource type R4 with the capacity 2 is added into the C/D RAS.

Π1 : Ξ11

R1(2)

Ξ12

R2(2) +R4(1)

Ξ13

R3(2)

Π2 : Ξ21

R3(2)

Ξ22

R2(2)

Ξ23

R2(1) ∗R4(1)

Ξ24

R1(2)

C1 = C2 = C3 = 4, C4 = 2

Figure 4.4: The considered C/D RAS of Example 4

In order to model the process type Π1 by following the previous instructions,
the first issue we need to resolve is how to handle the processing stage Ξ12. In
particular, how to define the instance variables for it. The processing stage Ξ12
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allows for the alternative resource type acquisition. The decision that which
resource type is allocated to an instance can only be determined dynamically.
Besides, when an instance advances to the next stage Ξ13, we cannot know which
resource type should be deallocated. Therefore, two instance variables v12R2

and v12R4 need to be declared, which denote the number of instances having
acquired R2 and R4 respectively. Based on the capacities of R2 and R4 and the
requested units of each type, the domains of these two variables can be obtained,
which are {0, . . . , 4} and {0, . . . , 2}. With the instance variables defined, the
corresponding EFA can be constructed, as Fig. 4.5 shown.

P1_book_R1
vR1 ≥ 2

vR1 = vR1 − 2;

v11 = v11 + 1
P1_book_R2_release_R1

vR2 ≥ 2&v11 ≥ 1

vR2 = vR2 − 2;

vR1 = vR1 + 2;

v11 = v11 − 1;

v12R2 = v12R2 + 1

P1_book_R3_release_R2

vR3 ≥ 2&v12R2 ≥ 1

vR2 = vR2 + 2;

v12R2 = v12R2 − 1

P1_book_R3_release_R4

vR3 ≥ 2&v12R4 ≥ 1

vR4 = vR4 + 1;

v12R4 = v12R4 − 1

P1_book_R4_release_R1
vR4 ≥ 1&v11 ≥ 1

vR4 = vR4 − 1;

vR1 = vR1 + 2;
v11 = v11 − 1;
v12R4 = v12R4 + 1 P1

Figure 4.5: The EFA model of Π1 of Example 4

With the experience of modeling the behavior of the alternative resource type
acquisition, modeling the flexible routings follows the same strategy. Actually,
the resultant EFA for Π2 is similar to the EFA for Π1, even though the process-
ing stages perform different structures. Note that for the processing stage Ξ23,
one variable is enough to model the resource allocation and deallocation for this
processing stage. The upper bound of the variable is defined to be the maximal
number of instances executing at Ξ23 with both resource type units.

Model the Abnormal Behavior

The aforementioned modeling methods presume that the considered RAS is to-
tally controllable. Specifically, (1) all the resource allocation events taking place
can be disabled by the supervisor if necessary; (2) In a process type present-
ing routing flexibility, process instances can be conducted by the supervisor to
choose different routing options to realize the system flexibility. However, in
many contemporary applications, it is necessary to have some form of error han-
dling. When an error occurs for an instance at some processing stage, repair or
rework must be performed.

The idea to model such error handling is to introduce alternative branches
after the necessary processing stage. Being different from modeling the routing
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Π1 : Ξ11

R1(1)

Ξ12

R2(1)

Ξ13

R4(1)

Ξ14

R3(1)

C1 = C2 = C3 = C4 = 1

Figure 4.6: The process type Π1 with error handling

Π1 : Ξ11

R1(1)

Ξ’12 Ξ12

R2(1)

Ξ’13 Ξ13

R4(1)

Ξ14

R3(1)

Figure 4.7: The process type Π1 with imaginative stages

flexibility, the events corresponding to these uncontrollable branches are mod-
eled as uncontrollable events. The supervisor cannot influence which branch
to choose. Hereby, it must assure that there exists a non-blocking path for all
branches.

Example 5. Consider the process type Π1 of the example presented in Section
4.1. At this time, we suppose that an error may occur at the processing stage
Ξ11 and needs to be handled by one unit of R4. To distinguish from the flexible
routing options, these two uncontrollable branches are described by dashed lines,
as Fig. 4.6 shows.

As mentioned above, to model such alternatives, two uncontrollable events
are introduced. Note that these two uncontrollable events have nothing to do
with the resource allocation and deallocation. They are merely used to indicate
the success and failure of an instance executing at Ξ11. To assure that failed
instances enter Ξ13 while successfully executed ones enter Ξ12, two more EFA
variables need to be declared. These two variables can be thought of as the
variables of two imaginative stages, as Fig. 4.7 shows. An instance at either
of these two imaginative stages still possesses the resources allocated to Ξ11.
Once the resource constraint is satisfied, it enters the next stage while the unused
resources in Ξ11 are deallocated.

Fig. 4.8 shows the resultant EFA which models the process type Π1 with
error handling. Two uncontrollable events !normal and !abnormal indicate the
success and failure of the instances executing in Ξ11. Two variables iv12 and iv13
denote the number of instances which need enter Ξ12 and Ξ13 respectively. Note
that it is only when an instance enters the next stage Ξ12 or Ξ13, the resource (1
unit of R1) is deallocated.
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P1_book_R1
vR1 ≥ 1
vR1 = vR1 − 1;
v11 = v11 + 1 !normal

v11 ≥ 1
v11 = v11 − 1;
iv11 = iv11 + 1

P1_book_R2_release_R1
vR2 ≥ 1&iv12 ≥ 1
vR2 = vR2 − 1;
vR1 = vR1 + 1;
v12 = v12 + 1;
iv12 = iv12 − 1

P1_book_R3_release_R2
vR3 ≥ 1&v12 ≥ 1
vR2 = vR2 + 1;
v12 = v12 − 1

P1_book_R3_release_R4
vR3 ≥ 1&v13 ≥ 1
vR4 = vR4 + 1;
v13 = v13 − 1

P1_book_R4_release_R1
vR4 ≥ 1&iv13 ≥ 1
vR4 = vR4 − 1;
vR1 = vR1 + 1;
v13 = v13 + 1;
iv13 = iv13 − 1

!abnormal

v11 ≥ 1

v11 = v11 − 1;
iv13 = iv13 + 1

P1

Figure 4.8: The EFA modeling error handling for Π1

Two RAS Benchmark Examples

Following the above discussion, two RAS benchmark examples, as shown in
Fig. 4.9 and Fig. 4.10, are modeled by using the modeling approach. The detailed
exposition of these two benchmark examples can be found in [51]. Later the EFA
models are fed into the symbolic algorithm to generate correct supervisors, i.e.
deadlock-avoidance policies.

Π1 : Ξ11

R1(1)

Ξ12

R6(1)

Ξ13

R2(1)

Ξ14

R7(1)
Ξ15

R3(1)
Ξ16

R4(1)

Ξ17

R2(1)

Ξ18

R5(1)

Π2 : Ξ21

R2

Ξ22

R5

Ξ23

R2

Π3 : Ξ31

R3

Ξ32

R7

Ξ33

R2

Ξ34

R6

Ξ35

R1

C1 = C2 = C3 = 1 C4 = C5 = C6 = C7 = 2

Figure 4.9: The flexible manufacturing system configuration (FMS) in [54].

4.2 Experimental Results

In this section, the efficiency of the proposed symbolic algorithm in this thesis
is applied to a set of benchmark examples. Experiments are carried out on a
standard PC (Intel Core 2 Quad CPU @ 2.4 GHz and 3GB RAM) running Win-
dows 7 and the results and comparisons are shown in Table 4.1 and 4.2. The
benchmark used to carry out the experiments are:
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Π1 : Ξ11

R1(1)

Ξ12

R4(2)

Ξ13

R7(1)

Ξ14

R2(1)

Ξ15

R7(1)

Ξ16

R3(1)

Π2 : Ξ21

R1(1)

Ξ22

R4(2)

Ξ23

R5(2)

Ξ24

R6(2)

Ξ25

R3(1)

Π3 : Ξ31

R1(1)

Ξ32

R5(1) +R7(2)

Ξ33

R2(1)

Π4 : Ξ41

R2(2)

Ξ42

R1(1)

Ξ43 R3(1) ∗R7(1)

Ξ44

R6(2)

Ξ45

R2(1)
Π5 : Ξ51

R8(1)

Ξ52

R9(1)

Ξ53

R2(1)

C1 = 1, C2 = 4, C3 = C5 = 2,

C4 = C6 = C7 = C8 = C9 = 2

Figure 4.10: The extended D/C-RAS of Fig. 4.9 with error handling (RAS-EH).

• DFA models: Automated Guided Vehicles (AGV) [55]; Parallel Manufac-
turing Example [56]; The Transfer Line [57], Cat and Mouse [41] with
different parameters.

• EFA models: Two RAS benchmark examples from the previous section,
FMS and RAS-EH; Ball Sorting Process (BSP) [58]; Extended Cat and
Mouse Tower (ECMT) and Extended Dinning Philosophers (EDP) [50] ,
with different parameters.

For DFA models, the comparison is made between two automat-based par-
titioning techniques: the conjunctive and disjunctive partitioning techniques of
which both were implemented in Supremica. Table 4.1 shows the result of ap-
plying two partitioning techniques to the DFA examples explained above. It is
observed that both of the partitioning based algorithms can handle the AGV and
the Parallel Manufacturing example, for which the number of reachable states
is up to 107. However, with DESs getting larger and more complicated, the
conjunctive partitioning technique is not capable of synthesizing nonblocking
and controllable supervisors and gets memory out (M.O.). The disjunctive par-
titioning, on the other hand, could successfully explore the state space within
acceptable time. In addition, the column ‘‘BDD Peak’’, the maximal number
of BDD nodes during the reachability computation, in the figure, shows that the
disjunctive partitioning together with heuristic decisions can effectively reduce
the number of intermediate BDD nodes.

For EFA models, the comparison is made between the symbolic monolithic
and event-based partitioning. As Table 4.2 shows, for all of the benchmark ex-
amples, the maximal number of BDD nodes during the reachability computation
of the partitioning synthesis approach is less than that in the monolithic synthesis
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approach. Regarding the example Ball Sorting Process, event though the final
number of supervisor states is only 706, the intermediate BDDs during the state-
space exploration, on the other hand, are large due to the high interactive com-
plexity of the system. The monolithic approach fails to explore the state-space
while the partitioning approach can survive and synthesize the supervisor within
11 seconds. As mentioned before, since the partitioning algorithm is based on
the alphabet which might contain a large number of events, more iterations than
the standard algorithm are needed to reach the final fixed point. However, the
intermediate BDDs produced during the computation are smaller, leading to im-
proved memory and runtime efficiency. With respect to the last two benchmark
examples, the Extended Cat and Mouse Tower and Extended Dining Philoso-
phers, the partitioning approach can also handle some relatively large problem
instances with the acceptable time while the monolithic algorithm is memory out
or time out (>10 mins) However, with the values of parameters growing, both
the computation time and memory used increase rapidly.
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Chapter 5

Summary of Included Papers

Part II of this thesis consists of five papers. In this chapter the papers are sum-
marized and important contributions are pointed out. It is also briefly discussed
how the papers relate to each other.

Paper 1

Zhennan Fei, Sajed Miremadi, Knut Åkesson, Bengt Lennartson.
Symbolic State-Space Exploration and Guard Generation in Super-
visory Control Theory. will appear as a book chapter in volume
0271 of the Communications in Computer and Information Science
(CCIS) series, 2012.

The paper adapts a symbolic supervisory synthesis approach from prior work
[22] to the guard generation procedure [23], making it applicable for industrially
interesting applications. In particular, by using one of partitioning techniques,
i.e., the disjunctive partitioning technique, the symbolic approach splits the state-
space of discrete event systems under full synchronous composition into a set of
simpler components and the reachability search is performed structurally. More-
over, the guard generation procedure is tailored to use the partitioned structure
to extract the simplified guards and attach them to the original models. Finally, a
comparison of algorithm efficiency between two partitioning techniques is made
by applying them to a set of benchmark examples.

Paper 2

Zhennan Fei, Knut Åkesson, Bengt Lennartson. Symbolic Reacha-
bility Computation using the Disjunctive Partitioning Technique in
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Supervisory Control Theory. Proceedings of the 2011 IEEE Con-
ference on Robotics and Automation (ICRA 2011), pp. 4364-4369,
2011.

With respect to the symbolic approach in Paper 1, the paper improves the
state-space traversal algorithm where a set of forbidden states are involved to
ensure the exhaustive exploration is always performed. The correctness of the
modified traversal algorithm is formally proved as well.

Paper 3

Zhennan Fei, Sajed Miremadi, Knut Åkesson, Bengt Lennartson.
Efficient Supervisory Synthesis to Large-Scale Discrete Event Sys-
tems Modeled as Extended Finite Automata. Submitted to possible
journal publication .

In Paper 1 and Paper 2, the modeling formalism adopted to model DESs is
deterministic finite automata (DFAs). This paper is intended to apply the disjunc-
tive partitioning technique to DESs modeled as extended finite automata (EFAs)
which are DFAs augmented with guards and actions. Due to the appearance
of global variables, the corresponding full synchronous composition of EFAs is
more complicated. This paper suggests an alternative way to construct partial
transition relations, called event-based partitioning approach. In addition, the
correctness is formally proved. Moreover, similar to the efficient state-space ex-
ploration algorithm from Paper 1 and 2, this paper proposes a straightforward
algorithm including the proof of correctness to realize the structural state-space
exploration.

Paper 4

Zhennan Fei, Sajed Miremadi, Knut Åkesson: Modeling Sequen-
tial Resource Allocation Systems using Extended Finite Automata,
Proceedings of the Seventh Annual IEEE Conference on Automation
Science and Engineering (CASE 2011), pp. 444-449, 2012.

This paper might be considered as an application of the symbolic method in
Paper 3. It presents an approach to modeling sequential conjunctive / disjunctive
resource allocation systems (C/D RAS) by using EFAs. The proposed approach
allows for multiple products execution and resource allocation, routing flexibility
and error handling. With the model of a considered C/D RAS obtained, the
symbolic method is then utilized to synthesize the supervisor symbolically and
generate the guards.
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Chapter 6

Conclusions and Future Work

As one of main obstacles when it comes to analysis of large-scale discrete event
systems, the state-space explosion problem has been well-studied and alleviated
for decades in the model checking area. In short words, the problem results
from the failure of explicit enumeration of synchronized models with huge state-
space due to lack of time and memory. According to this, a well-known approach
to the state-space explosion problem is to symbolically represent discrete event
models and compute supervisor by using BDDs, compact and operation-efficient
data structures for representing Boolean functions.

The main objective of this thesis is to develop efficient symbolic algorithms
using BDDs in Supervisory Control Theory to allow verification and synthesis
of modern industrial applications. Specifically, the disjunctive partitioning tech-
nique is applied to different modeling formalisms to partition the closed-loop
system under full synchronous composition. Subsequently, efficient algorithms
are suggested to explore the state-space in a structural way. Moreover, the the-
sis presents a modeling formalism together with a symbolic algorithm for mod-
eling timed discrete event systems and synthesizing non-blocking supervisors.
The proposed approaches have been implemented in the supervisory control tool
Supremica and applied to a set of academic and industrial examples. Experimen-
tal results show that the method successfully compute supervisors and generate
guards for a set of relatively large and complex industrial models.

As a supplement, the symbolic algorithms discussed in this thesis have been
integrated to the modeling and synthesis framework from prior work. Overall,
the whole framework provides the convenience for users to model systems and
obtain control functions in the same model domain. All symbolic computations
are performed efficiently by BDDs using the symbolic algorithms presented in
this thesis, which are transparent and the only interface users deal with is the
EFA framework.

There are three directions towards which we could extend and improve the
work in future. It is believed that a sub-optimal but well-functioning BDD vari-
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able ordering can still dramatically enhance the performance of the symbolic
algorithm proposed in this paper and thus larger and more complicated systems
can be handled. Moreover, it is possible to combine our symbolic approach with
some sophisticated synthesis techniques, such as compositional techniques, to
improve the efficiency of the synthesis task further. As mentioned before, there
are some similarities between SCT and AI planning. We believe that it is possi-
ble to exploit promising techniques and approaches in planning and apply them
to SCT.
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