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Abstract—Let $A(n, d)$ denote the maximum possible number of codewords in an $(n, d)$ binary code. We establish 4 new bounds on $A(n, d)$, namely $A(21,4) \leq 43869$, $A(22, 4) \leq 87378$, $A(22, 6) \leq 6941$, and $A(23, 4) \leq 173491$. Furthermore, using recent upper bounds on the size of constant-weight binary codes, we reapply known methods to generate a table of bounds on $A(n, d)$ for all $n \leq 28$. This table extends the range of parameters compared with previously known tables.
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I. INTRODUCTION

A $(n, d)$ binary code is a set of binary vectors (or codewords) of length $n$ such that the Hamming distance between any two of them is at least $d$. An $(n, d, w)$ constant-weight binary code is an $(n, d)$ binary code in which all codewords have the same number $w$ of ones. The size of a code is its cardinality. The maximum possible sizes of binary codes and constant-weight binary codes are denoted $A(n, d)$ and $A(n, d, w)$, respectively. Known methods to bound $A(n, d)$ often assume that bounds on $A(n, d, w)$ are known. Motivated by the recently published [1] tables of upper bounds on $A(n, d, w)$, we compute bounds on $A(n, d)$ for all lengths $n \leq 28$. This generates Table I, which is the main result of this correspondence. The table gives upper bounds for longer codes than existing tables; it also includes several updates to bounds in these tables.

The latest published table of upper bounds on $A(n, d)$ is [5, p. 248], for the range $n \leq 24$ and $d \leq 10$. A wider range of parameters is included in [4, Table II]. Updates to the combination of the upper bounds in [4] and [5] are given in boldface in Table I. Specifically, we establish four new bounds on $A(n, d)$ for $n \leq 24$, namely $A(21, 4) \leq 43869$, $A(22, 4) \leq 87378$, $A(22, 6) \leq 6941$, and $A(23, 4) \leq 173491$. Superscripts in Table I indicate the method used to obtain each upper bound, where integers refer to theorem numbers in this correspondence while S refers to bounds for specific parameters (discussed in the last paragraph of the next section). The best known lower bounds are included for completeness; these are taken from [9].

Online versions of the tables of bounds on $A(n, d)$ and $A(n, d, w)$ are available at [2]. We welcome reports of any updates, which will be recorded at [2] upon verification.
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II. A TABLE OF BOUNDS ON $A(n, d)$

We start with a brief review of known upper bounds on $A(n, d)$ that are referenced in Table I. The following bounds are due to Plotkin [12].

**Theorem 1.**

$$
A(n, d) \leq 2A(n-1, d),
$$

$$
A(n, d) \leq 2 \left[ \frac{d}{2d-n} \right], \quad \text{if } n < 2d
$$

$$
A(n, d) \leq 2n, \quad \text{if } n = 2d.
$$

Johnson [10, p. 532] showed that the sphere-packing bound can be improved as follows.

**Theorem 2.** For every positive integer $\delta$,

$$
A(n, 2\delta) \leq 2^{n-1} \left( \frac{n-1}{\delta} + \cdots + \frac{n-1}{\delta-1} \right)
$$

$$
+ \frac{(n-1) - (2\delta-1)}{\frac{1}{5}} \left( \frac{n-1}{\delta} \right) \left( \frac{n-1}{2\delta-1} \right) \right)^{\frac{1}{5}}.
$$

The best known bounds on $A(n, d, w)$ are tabulated in [1,2]. One useful result of Theorem 2 is $A(24, 4) \leq 344308$. This was known to Johnson [8, Table I] in 1971, but has been overlooked in later tables [4,5].

The distance distribution of a binary code $C$ is defined as the sequence $A_i = \{|(c_1, c_2) \in C \times C : d(c_1, c_2) = i\}|/|C|$ for $i = 0, 1, \ldots, n$, where $d(\cdot, \cdot)$ is the Hamming distance. It is known that $A(n, d) = A(n+1, d+1)$ if $d$ is odd. Furthermore, for any $(n, d)$ binary code with even $d$, there exists another $(n, d)$ binary code with the same number of codewords, in which all codewords have even weight. Hence, the search for $A(n, d)$ can be limited to those codes for which $d$ is even and $A_1 = 0$ for all odd $i$. The linear programming bound was introduced by Delsarte [6], who showed that the distance distribution of any code satisfies

$$
\sum_{i=0}^{n} A_i P_k(i) \geq 0
$$

for $k = 0, 1, \ldots, n$, where $P_k(x)$ is the Krawtchouk polynomial of degree $k$, given by:

$$
P_k(x) = \sum_{j=0}^{k} (-1)^j \binom{x}{j} \binom{n-x}{k-j}.
$$

As discussed above, it would suffice to consider only even values of $d$, while assuming that $A_1 = 0$ except for $A_4$ and $A_2, A_4, 2, \ldots, A_{2\lfloor n/2 \rfloor}$. This leads to the following theorem.

Erratum: In Theorem 2, the denominator \"$\lfloor n-1 \div \delta \rfloor$\" should be \"$\lfloor n-1 \div \delta \rfloor$\"
TABLE I
A table of bounds on $A(n, d)$. Boldface denotes updates to [4, 5].

<table>
<thead>
<tr>
<th>n</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$1^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$4^1$</td>
<td>$2^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$8^1$</td>
<td>$2^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$16^1$</td>
<td>$2^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$40^1$</td>
<td>$2^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$72^1$</td>
<td>$2^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$144^1$</td>
<td>$2^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$256^1$</td>
<td>$2^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>$512^1$</td>
<td>$2^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>$1024^1$</td>
<td>$2^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>$2048^1$</td>
<td>$2^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>$4096^1$</td>
<td>$2^1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Theorem 3.** For every positive even integer $d$,  
\[
A(n, d) \leq 1 + \left[ \max(A_d + A_{d+2} + \cdots + A_{[n/2]}) \right]
\]  
subject to the constraints  
\[
0 \leq A_i \leq A(n, d, i), \quad i = d, d + 2, \ldots, 2^\lfloor n/2 \rfloor
\]

\[
\sum_{j=d/2}^{\lfloor n/2 \rfloor} A_{2j}P_k(2j) \geq -\binom{n}{k}, \quad k = 1, 2, \ldots, \lfloor n/2 \rfloor.
\]  

Finally, some bounds hold only for specific values of $n$ and $d$. The following bounds, that do not follow from Theorems 1–4, are included in Table I: $A(13, 6) \leq 32$ was proved by linear programming in [10, pp. 538–540], using constraints specifically derived for these parameters. In a similar manner, van Pul [13, pp. 32–39] proved $A(18, 8) \leq 72$, $A(21, 10) \leq 48$, and $A(22, 10) \leq 88$, while Honkala [7, pp. 25–27] obtained $A(25, 12) \leq 56$ and $A(26, 12) \leq 98$. The bounds $A(17, 6) \leq 340$, $A(21, 6) \leq 4096$, $A(17, 8) \leq 37$, and $A(21, 8) \leq 512$ have been derived in [3], apparently by linear programming, although the specific inequalities used in the optimization are not disclosed in [3]. The bounds $A(11, 4) \leq 32$ and $A(12, 4) \leq 144$ have been established in [11] with the help of a computer-assisted search method (thereby proving a long-standing conjecture).
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