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A Novel Multilayer Neural Network Model for TOA-Based Localization in Wireless Sensor Networks

Sayed Yousef Monir Vaghefi, Reza Monir Vaghefi

Abstract—A novel multilayer neural network model, called artificial synaptic network, was designed and implemented for single sensor localization with time-of-arrival (TOA) measurements. In the TOA localization problem, the location of a source sensor is estimated based on its distance from a number of anchor sensors. The measured distance values are noisy and the estimator should be able to handle different amounts of noise. Three neural network models: the proposed artificial synaptic network, a multi-layer perceptron network, and a generalized radial basis functions network were applied to the TOA localization problem. The performance of the models was compared with one another. The efficiency of the models was calculated based on the memory cost. The study result shows that the proposed artificial synaptic network has the lowest RMS error and highest efficiency. The robustness of the artificial synaptic network was compared with that of the least square (LS) method and the weighted least square (WLS) method. The Cramer-Rao lower bound (CRLB) of TOA localization was used as a benchmark. The model’s robustness in high noise is better than the WLS method and remarkably close to the CRLB.

I. INTRODUCTION

WIRELESS sensor network (WSN) localization problem is one of the interesting subjects studied in recent years. In this problem, the locations of anchor sensors are known and the location of each source sensor is estimated based on its distance from the anchor sensors. The approximate distance of a source sensor from an anchor sensor is obtained using different measurement methods such as time of arrival (TOA) [1], time difference of arrival [2], and received signal strength (RSS) [3]. Throughout this work we assume that the distances are obtained using TOA measurements, however, the problem can easily be extended to the other methods.

The maximum likelihood (ML) estimator is the optimal estimator when the number of data records is sufficiently large [1], [4]. However, the cost function of the ML estimator is non-linear and non-convex and finding the global minimum requires convoluted computations. The solution of the ML estimator is computed using iterative optimization methods [1]. Since the cost function has many saddle points and local minima, a good initialization guess is inevitable to make sure that the algorithm converges to the global minimum. To deal with this behavior of the ML estimator, different methods such as semidefinite programming (SDP) relaxation [5], [6] and multidimensional scaling (MDS) [7] are introduced. In SDP, the cost function is approximated and relaxed to a convex optimization problem and solved with efficient algorithms that do not require any initialization. In MDS, the locations of the sources are estimated using data analysis of the coordinates and distances. It is stated that the MDS approach is very sensitive to measurement noise and not applicable to low connectivity networks [7].

Linear estimators [8], [9], [10] are also investigated in a number of studies. The model of the TOA localization, which is basically a non-linear problem, is linearized using some approximation. The least squares (LS) method is studied in [9]. The method is simple to implement but cannot handle the measurement noise. The TOA measurement noise is usually modeled as a zero-mean Gaussian random variable with a variance depending mostly on the distances (i.e., the larger measured distances have higher noise than the shorter ones). To improve the performance of the LS method, the weighted least squares (WLS) algorithm [11] is introduced which can tolerate unequally sized noises. However, since linearization of the TOA localization model is done under the assumption that the measurement noise is sufficiently small, the performance of LS and WLS declines considerably as the measurement noise increases. Different extensions to the LS method such as the constrained weighted least squares (CWLS) method [8] and corrected least squares method [9] are also introduced. Although these algorithms have better performance in high noise, their computation cost and complexity is higher.

In this project, the TOA-based sensor localization is tackled using artificial neural network models. Shareef et al. [12] have compared the performance of three types of neural networks namely RBF, MLP, and recurrent neural networks in sensor localization. Their result shows that the RBF network performs better than the other networks but it has higher memory and computation costs. On the other hand, the MLP network has the lowest memory and computation costs. Rahman et al. [13] have implemented a MLP network for the WSN localization problem. The network has reached the RMS error of 0.54 meter for a $20n \times 20m$ problem. The localization problem in a UWB sensor network is tackled in [14]. A neural network model is introduced. The performance of the model has not been as good as the LS method. In [15], a neural network model is developed for identification of undetected direct paths (UDP) in TOA localization.

The advantage of artificial neural network models is that they are adaptable to different conditions and situations. Indeed, our proposed model is designed to tolerate a specific condition or situation. For instance, if the sensor network is
set up in an indoor environment where the signals from the sources are blocked and diminished by many objects and the measurements are subject to high noise, the algorithm can be trained to deal with the high-noise measurements. On the other hand, if the connectivity of the sensor network is high and it is required to have an accurate estimate, the algorithm can be trained to handle the low-noise measurements.

The rest of the paper is organized as follows. In the networks section, the neural network models are described. In the data section, the training and test data are presented. In the experiments and results section, the models are compared based on their performance and efficiency and the robustness of the artificial synaptic network (ASN) model is compared with that of the LS, and WLS methods. The study results are summarized in the conclusion section.

II. NETWORKS

In this study, the TOA localization problem was considered as a supervised learning problem, in which a neural network is trained with a set of input-output data called the training dataset, and tested with another set of input-output data called the test dataset. Three neural network models: an artificial synaptic network (ASN), a generalized radial basis functions (GRBF) network, and a multilayer perceptron (MLP) network were applied to the problem. The models were implemented in C sharp. The performance and efficiency of the models were studied. The best model was identified and then tested for robustness. The designed ASN model is comprised of a number of artificial synaptic networks - each of them working on a data cluster. The architecture of each network is presented in Fig. 1. The output of each network is computed using:

\[ f(x) = \sum_{i=1}^{n} w_i \cdot x_i + w_0. \]  

where \( n \) is the number of inputs, and is constructed in a deeper layer:

\[ w_i = \sum_{j=1}^{n} w_{ij} \cdot x_j + w_{i0}. \]  

where \( n \) is the number of inputs. In training, a center is assigned to each ASN by the k-means clustering algorithm. Each training data goes to the closet network. The error is computed at the output layer of the network. The error is then backpropagated to the deepest layer. The weights at the deepest layer are updated. The weights at the next layers are not updated; they are instead constructed layer by layer from the weights of the deepest layer. The learning algorithm:

1. Initialize the centers, the output layer, the second layer, and the third layer weights, and the maximum acceptable error
2. For each data point
   a. Compute the Euclidean distance of the point from all the centers
   b. Assign the closet center to the point

Fig. 1. Artificial Synaptic Network (ASN) architecture
3. For each center
   Change the center to the centroid of the data points assigned to that center
4. If not yet converged go to step 2
5. For each data point: x
   a. backpropagate(x)
   b. Compute the networks output:
      \(\text{networkout}(x) = \text{computeoutput}(x)\)

6. Compute the Root Mean Square Error:
   \[ \text{rmse} = \sqrt{\frac{\sum_{i=1}^{n} (\text{output}_i - \text{networkout}_i)^2}{n}} \]  
   (3)
where \(n\) is the number of training data.
7. If (\(\text{rmse} > \text{maxerror}\)) go to step 5

The computeoutput(x: the data point) method:
1. Compute the output for the data point:
   \(\text{computeoutput}(x)\)
2. Backpropagate the error layer by layer
   a. Output layer:
      \(\delta_1 = \text{output}(x) - \text{networkout}(x)\)
   b. Second layer:
      \(\delta_2_i = \delta_1 \times x_i\)
   c. Third layer:
      \(\delta_3_{ij} = \delta_2_i \times x_j\)
3. Update the weights of the deepest layer
   \(\text{layer3weights} = \text{layer3weights} + \eta \times \delta_3 \times x\)
The multilayer perceptron (MLP) network implemented for the problem has two hidden layers. The architecture of the network is presented in Fig. 2. The activation function of the hidden neurons is a logistic function. The network was trained using the backpropagation algorithm [16].

The GRBF network [17] consists of a number of radial basis function neurons, each of them working on a center. In the training, the fixed centers of the network are specified using the k-means clustering algorithm. The network is then trained using the gradient descent algorithm. Fig. 3 shows the architecture of the network.

III. DATA

The performance of a neural network model depends on the density of the training data and complexity of the problem. If the training data is not dense, the network does not have enough information to build the model. Considering the modeling process as a hyperplane reconstruction process, the more complex the hyperplane is the more data is required for reconstruction.

The datasets were generated in MATLAB. The training dataset was a set of 144 data points evenly distributed over the input space. Fig. 4 presents the training dataset. The red points, diamonds, are the source sensors and the blue points, squares, are the anchors. The test dataset was 300 data points randomly distributed over the input space. The distances of each data point from the anchors were calculated by MATLAB. A random amount of noise was added to the distances. The test dataset is shown in the Fig. 5.

IV. EXPERIMENTS AND RESULTS

A model with two outputs is required to estimate the location, x and y, of a sensor. However, since one-output models have less complexity and less training time, two separate models of one output were employed to estimate x and y of a sensor. In the first experiment the models were trained with the training dataset of Fig. 4. The performance of the models was compared based on the Root Mean Square error (RMSe). The efficiency of the models was compared based on the memory cost. Table 1 shows the memory cost and RMSe of the models.

The memory cost was calculated based on the number of memory blocks required to store the centers and synaptic weights. In the GRBF network, there are 15 centers that require 60 memory blocks, and there are 15 synaptic weights that require 15 blocks of memory. The MLP network has 7 neurons in each hidden layer which means 28 synaptic weights between the input layer and the first hidden layer, 49 synaptic weights between the first and the second hidden layer, and 7 synaptic weights between the second hidden layer and the output layer. The number of synaptic weights in the ASN model is equal to the number of centers multiplied by the number of neurons in the deepest layer. The model has 3 centers and there are 20 neurons in the deepest layer.

In the second experiment, more neurons were added to the MLP network. The RMSe decreased but the training was considerably slow. Fig. 6 shows the RMSe of networks of different number of hidden neurons. The number of hidden neurons in the first and second hidden layer is equal. The networks were trained for 100 thousand iterations. By increasing the number of hidden neurons, the RMSe first decreases. But then it increases because networks with more hidden neurons require more iterations to converge. Lower RMSe can be achieved, if the learning rate goes up. After changing the number of neurons to 12, the learning rate was increased. As a result the RMSe went down. To conclude, the MLP network could not achieve better performance than the ASN model, even with more hidden neurons.

The ASN model had the best performance and efficiency. Compared to the other models, the ASN model converges faster and requires less memory. It has also achieved the lowest RMSe. Therefore, the ASN model was selected for the TOA localization problem.

In the third experiment, the ASN model was trained with a termination condition of \( RMSe < 0.3m \). The model was then tested on the test dataset. The computed RMSe is 0.335 m. Fig. 7 shows the estimated and true locations of the source nodes. The model was again trained with a termination condition of \( \text{iterations} > 400000 \). The model reached the RMSe of 0.258 m. The model was then tested with the test dataset. The RMSe of the test dataset is 0.271 m. Thus, in a 40m x 40m square area, the location of a source sensor can be estimated with an average error of 27.1 cm.

In the next experiment, the ASN model was tested for robustness. A total of 300 random locations were selected. For each location, the distance between the location and

---

TABLE I

<table>
<thead>
<tr>
<th>The Comparison of Models</th>
<th>RMSe</th>
<th>Memory Cost</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generalized Radial Basis Functions (GRBF) Network</td>
<td>2.829</td>
<td>4*15+15=75</td>
<td>99917</td>
</tr>
<tr>
<td>Multilayer Perceptron (MLP) Network</td>
<td>3.204</td>
<td>4<em>7+7</em>7+7=84</td>
<td>97186</td>
</tr>
<tr>
<td>Artificial Synaptic Network (ASN)</td>
<td>0.2999</td>
<td>3<em>4</em>5 + 3*4= 72</td>
<td>91697</td>
</tr>
</tbody>
</table>

---

Fig. 6. Influence of number of hidden neurons on RMSe
each anchor was computed. A zero-mean Gaussian noise was added to the distances. A set of 10 different four-distance inputs were computed for each location. A total of 3000 inputs were sent to the ASN model and the RMSes was computed. The experiment was repeated for different Gaussian noises. Two other methods applied to the WSN localization problem, the LS method and the WLS method, were tested using the same procedure. Fig. 8 shows the computed RMSes in the presence of different amounts of noise. As shown in the figure, although the ASN model has achieved lower RMSes compared to the LS method, the model has not been as robust as the WLS method.

To improve the robustness of the model, two centers were added to the model. The memory cost increased to 100. The model was trained using the same training dataset. The training stopped with the RMSe of 0.3 m. The model was tested with the same set of test inputs. Fig. 9 presents the robustness of the model. As shown in the figure, the model is almost as robust as the WLS method. However, WLS outperforms the model when the standard deviation of noise is lower than 0.5.

If the model is less trained, it would be more robust. In other words, if the RMSe of the training data is higher, the model’s tolerance of noise is higher. To test this theory, the model was trained with the termination condition of \( \text{RMSe} < 0.5 \text{m} \). The model was then tested with the test dataset. Fig. 10 compares the model’s robustness with that of the other methods. As demonstrated by this figure, when the noise standard deviation is higher than or equal to 2, the model has lower RMSes compared to the WLS method. Conversely, when the noise standard deviation is lower than 2, the model has higher RMSes in compare with the WLS method.

Another way to improve the robustness is to train the model with noisy data. A zero-mean Gaussian noise with the standard deviation of 2 was added to the training data. The model was trained with the new training dataset. The model was then tested with the same test inputs. Fig. 11 shows the results. When the noise is high, the model outperforms the WLS method. In contrast, when the noise is low, the model fails to compete with the WLS method. Overall, the model’s robustness is better than the LS method and almost as good as the WLS method. If trained with noisy data, the model can outperform the WLS method.

V. CONCLUSION

In TOA localization, our artificial synaptic network (ASN) model has better performance and efficiency compared to GRBF and MLP models. The model converges faster and its memory cost is lower. Tested on the training dataset, the model reached the RMSe of 0.258 m. Tried on the test dataset the model achieved the RMSe of 0.271 m. Therefore, in a 40 m * 40 m square area, the location of a source sensor can be estimated with an average error of 27.1 cm.

The robustness of the ASN model is almost as well as the weighted least squares (WLS) method. Adding more centers to the model improves the robustness of the model. However,
there is a limit in this improvement. If trained with noisy data, the model can outperform the WLS method. In high noise, the model performs better than the WLS method. On the contrary, in low noise, the model fails to perform as well as the WLS method.
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