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Abstract: This paper describes a methodology for automatic
optimization of hybrid electric powertrains. This methodology is
developed and implemented in a tool, CAPSimO, and the paper is
written in the form of describing the tool. Given the user inputs, which
are dynamic vehicle model, driving cycle and optimization criterion,
the tool first produces a simplified powertrain model in a form of static
maps, before dynamic programming is used to find an optimal power
split which minimizes the chosen criterion. The tool does not require
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1 Introduction

The interest for alternative powertrain solutions has increased during the last
decade due to fuel economy and environmental reasons. Hybrid electric vehicles
(HEVs) are one group of such alternatives where the traditional combustion
engine is complemented with one, or several electric motors, and an energy buffer,
typically a battery. This gives the vehicle two power sources, where the electric
one can also be used in reversed mode, i.e. as a generator. The potential fuel
savings mainly depend on 1) the possibility to re-generate braking energy by using
the electric motors as generators and storing the energy in the buffer, and 2) the
possibility to run the engine at more efficient load conditions while storing the
excess energy in the buffer. See, e.g. Guzzella and Sciarretta (2007) for an overview
on hybrid vehicles.

Given the power command originating from the driver’s gas pedal, the
control algorithm has to decide how the demanded power should be divided into
contributions from the two power sources. This is a delicate control problem
where the optimal solution depends not only on vehicle design parameters. The
dominating external information which influences the best power split is the future
driving scenario, i.e. speed and altitude as a function of time (Johannesson et al.,
2005). This information describes the need of energy in the near future, and with
help of this information it can be decided, e.g. if the battery should be emptied
because of an expected inflow of re-generated energy. See Johannesson (2009) for
more insight on this.

At the end, the vehicle performance, e.g. the fuel consumption, depends on the
configuration including the design and sizing of the components of the HEV and
the power split control algorithm. This work describes the development of a tool to
assess the first of these issues, i.e. to estimate the potential of the HEV powertrain
configuration without developing a realtime control algorithm. Such a tool is useful
for gaining information of the potential of a certain powertrain, and to evaluate
reasonable sizing of different subsystems, such as the battery.

Hence, given a vehicle model and a driving cycle, the tool generates the optimal
power-split strategy. The approach is deterministic since the demanded power and
vehicle speed trajectories are perfectly known and the strategy is optimal only for
the given driving cycle. This control is not to be implemented in real time, but
used for assessment of powertrain capabilities to meet the targets and constraints
early in the powertrain design process.
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The optimization is based on dynamic programming (Bellman, 1957). A
weakness of this algorithm is that the computational time increases exponentially
with the number of state variables. For this reason, in place of dynamic vehicle
model, a simplified powertrain model is produced where fast states are removed.

The simplified powertrain model is represented with static maps. The tool
produces these maps automatically by performing a series of simulations of the
dynamic model at gridded values of the input signals until steady state has been
reached. Hence, the production of the maps includes long simulation and special
measures are taken to not exaggerate this time.

The methodology to simplify a dynamic model (typically in quasi-static
relations) and then apply dynamic programming, is not new in connection to
evaluating HEV configurations. See for example Kang et al. (1999); Kolmanovsky
et al. (2005); Guzzella and Amstutz (1999); Lin et al. (2003); Sundström
et al. (2008). There are also tools for modeling and simulation of HEVs which
support the evaluation of the size of design parameters, VEHLIB (Trigui et al.,
2004), AMESim, Dymola, JANUS (Bumby et al., 1985), SIMPLEV (Cole, 1991),
ADVISOR (Wipke et al., 1999), Markel et al. (2002), QSS-TB (Guzzella and
Amstutz, 1999), HYSDEL (Torrisi and Bemporad, 2004), CAPSim (Fredriksson
et al., 2006), ADAMS/Car, CARSim and others (Butler et al., 1999; Mierlo and
Maggetto, 2001; Hayat et al., 2003; Liu and Peng, 2008). Instead, the contribution
of this paper is the automation of the configuration evaluation. This is done by
concatenation of the two main steps into one tool. No interaction from the user is
needed in the intermediate step to set values for the algorithms (which they might
not know).

The automation of this process relies on the solutions of a number of problems
including, deciding the grid points in the generation of the maps, deciding
necessary simulation time to obtain the map values, assessing the quality of the
approximate map, a strategy to make it possible to work with non-transparent
models. These problems are further described in Section 2.

To sum up, the tool has the following features, which are new, to the best
knowledge of the authors:

• The only requirement on the model is to provide access to some general
variables and that it has a power split that can be fully controlled. This
makes it possible to work with non-transparent models, e.g. models which
are compiled, or hidden of intellectual property reasons.

• The tool offers a number of optimization criteria to choose between, but the
user can also specify criterion and constraints themselves.

• The tool integrates the model simplification and the optimization with
minimized need of interaction from the user. The user does not need to
understand details of the model. Instead, parameter values for the algorithms
are set automatically, although an experienced user can change some of the
parameters.

The paper is outlined as follows: tool overview and problem formulation is
discussed in Section 2; detailed description of the tool, requirements on the
dynamic vehicle model with a parallel powertrain and solutions to technical issues



4 Nikolce Murgovski, Jonas Sjöberg and Jonas Fredriksson

Figure 1 Block diagram of the tool. Vehicle model, driving cycle and optimization
criteria are given by the user.
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are given in Section 3; extension of the tool operation on a model with a parallel-
series powertrain is presented in Section 4; custom optimization criteria and user
interface aspects are discussed in Section 5; two examples of fuel consumption
minimization for a parallel and parallel-series HEV powertrain are given in Section
6 and 7; the paper is ended with conclusions in Section 8.

2 Tool overview and problem formulation

The tool is implemented in Matlab R© environment. It is composed of two modules,
one for generation of a quasi-static powertrain model and the other for power
split optimization, see Figure 1. Input data to the tool is supplied by the user
and these are dynamic vehicle model, driving cycle r(t) = [vr(t) αr(t)]

T (a vector
of demanded speed and slope of the driving profile) and optimization criterion.
Depending on the chosen criterion and the powertrain configuration (series,
parallel, parallel-series), the requirements on the model change.

In this presentation, for didactic reasons, we start by a model with a parallel
powertrain where the criterion is minimization of fuel consumption, under the
assumption that the only state in the simplified model is the battery state of charge
(SOC). Later, in Section 4, a model with series-parallel powertrain is considered
where fuel consumption is minimized for a simplified model with four states: gear,
SOC, engine coolant temperature and engine speed. It is explained afterward, in
Section 5, what changes for other optimization criteria as well as the additional,
possible, but not necessary entries that could be supplied by an advanced user.

After user info is supplied, a quasi-static model is automatically obtained from
the dynamic model where most of the dynamics are removed. This is done by
simulating at gridded constant input values. The purpose of using a quasi-static
model in the second step, where the actual optimization takes place, is to obtain
faster simulation without losing much of the model accuracy. This led to a list of
non-trivial technical issues that needed to be solved, which is a contribution of this
paper:

• Generation of a map of the vehicle powertrain without taking components
apart such as engine, el. machine, battery, gearbox... This also makes it
possible to work with hidden models, further explained in Section 3.2.

• Simulate as little as possible by 1) deciding the grid points for at which
the map is generated so that unnecessary grid points are avoided, 2)
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deciding upon if the grid is dense enough by validating the simplified, grid
based model and 3) deciding upon the stop time for the simulation in the
generation of the map. This is further explained in Section 3.5, 3.6 and 3.7.

• Obtain map values at non-stationary points. For example, the derivative of
the battery state of charge ˙soc(t) is a function of, among other signals, soc(t).
The state soc(t) is constant only for ˙soc(t) = 0, but evaluation is needed for
other values of ˙soc(t), which then, by definition, gives a non-constant SOC.
A work around this contradiction is further explained in Section 3.2.

3 Parallel powertrain

This section describes the requirements on the dynamic vehicle model with
a parallel powertrain for it to be used by the tool. The automatic model
simplification into quasi-static relations and the optimization of the simplified
model are also described.

3.1 Dynamic Vehicle Model

The dynamic vehicle model comprises a controller fctrl, consisting of a driver
model and a power split controller, continuous and discrete vehicle dynamics
fc and fd and continuous and discrete output functions gc and gd. The vehicle
includes a model of a parallel powertrain, see Figure 2, and possibly other
vehicle components. In general, the vehicle model is a nonlinear hybrid system
(Witsenhausen, 1996) and can be expressed as

ẋc(t) = fc(x(t), uc(t), νc(t)), x+
d (t) = fd(x(t), u(t))

yc(t) = gc(x(t), uc(t)), y+d (t) = gd(x(t), u(t))
u(t) = fctrl(x(t), y(t), r(t))

x(t) =

[
xc(t)
xd(t)

]
, y(t) =

[
yc(t)
yd(t)

]
, u(t) =

[
uc(t)
ud(t)

] (1)

where r(t) are the reference signals, xc(t), uc(t) and yc(t) are continuous states,
inputs and outputs respectively, and νc(t) are disturbances to the continuous
states. The signals with index d take discrete values and they change at specific
times. That is, e.g. fd(x(t), u(t)) is constant (= xd(t)) up to some time t̃ at which
it jumps to a new value, i.e. x+

d (t̃) = fd(x(t̃), u(t̃)). After that fd remains constant
to the next jump in value.

The signals indexed c and d are split so that only the signals kept in the
simplified model become explicit, that is

x(t) =

⎡
⎣xck(t)
xdk(t)
xr(t)

⎤
⎦ , u(t) =

⎡
⎣uck(t)
udk(t)
ur(t)

⎤
⎦ , νc(t) =

[
νck(t)
νcr(t)

]
, y(t) =

[
yk(t)
yr(t)

]
.(2)

The rest of the signals are put into the signals indexed r.
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For the optimization criterion of minimizing fuel consumption, described later
in Section 3.8, the kept and accessible signals are

xck(t) = soc(t)

xdk(t) =
[
γ(t) xICE(t) xEM (t) xbrk(t)

]T
uck(t) = Fload(t)

udk(t) =
[
uγ(t) uICE(t) uEM (t) ubrk(t)

]T
yk(t) =

[
ṁf (t) vw(t) Fw(t)

]T
(3)

where γ(t) is the gear, xICE(t), xEM (t) and xbrk(t) are binary states (0 or 1) that
represent the on/off state of the internal combustion engine (ICE), on/off state of
the electric machine (EM) and availability of the friction brakes, respectively, and
soc(t) is the battery state of charge. The outputs that are to be accessed are the
vehicle velocity at the wheels vw(t), the traction force at the wheels Fw(t) and the
fuel flow ṁf (t) needed in the optimization criterion. The discrete control signals
that are to be accessed are uγ(t), uICE(t), uEM (t) and ubrk(t). These signals are
used to shift gear and decide the availability of the ICE, the EM and the friction
brakes, respectively. The input force Fload(t), which is an external disturbance in
the longitudinal vehicle dynamics, is zero normally, but is used by the tool to set
the load in simulations.

The signals xr(t), ur(t), yr(t) and νcr(t) in (2), and the functions fc, fd, gc, gd
and fctrl in (1) can be hidden from the user, as long as the model provides:

1. Access to the input events udk(t). The signals uγ(t), uICE(t) and uEM (t)
are used by the tool to select gear and to select pure combustion or pure
electrical operation. The tool uses ubrk(t) to deactivate the friction brakes in
order to find the maximum braking force of the EM.

2. Access to the discrete states xdk(t) and to the derivative of the continuous
states ẋck(t), in our case ˙soc(t), which are to be kept in the simplified model.

3. Access to the outputs yk(t).

4. Possibility to add an additional value νck(t) to the continuous states that are
to be kept in the simplified model. For the accessible continuous states in
(3) this corresponds to charging/discharging the battery and is used to keep
soc(t) constant although energy is taken out of the battery.

5. Possibility to add an external load Fload(t) acting at the wheels.
Alternatively, the tool can use the slope of the road to simulate a force load.

6. Possibility to add fuel. This signal is not of importance later in the paper
and notation is omitted.

The process of automatic simplification of the dynamic vehicle model is
illustrated in Figure 2.
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Figure 2 Dynamic powertrain model and the simplification process. The dynamic
model, which may not be transparent, includes a parallel HEV powertrain.
The tool decides the availability of the power sources and the friction brakes
and simulates the dynamic model with constant gridded values for the inputs
and the disturbances of the continuous states that will be kept in the
simplified model.

 

 
Steady- 
state 
detector 

CAPSimO 

Gridded 
values 

Controller 

��(�) = [�� �(�) �	(�) 
	(�)]� 
��
�(�) = ���� (�), 

Dynamic parallel 
powertrain model 

�
�(�) = 
����(�) 
���(�) = [��(�) ����(�) ���(�) ����(�)]�

�(�) , �
�(�)

Transmission 

Clutch 
EM ICE 

Battery 

Fuel tank 


���(�) 
��(�) 

�	(�), 
	(�) 

���� (�)

�� �(�) 

��� (

EM
C

)

lutch

el
del

teryy

nsmission


����(�) 

�(�) 

3.2 Quasi-static powertrain model

The simplified, quasi-static model is a backward simulation model that satisfies
the power balance equation

(F̃EM (t) + F̃ICE(t) + F̃brk(t))vw(t) = Fw(t)vw(t) (4)

where F̃ICE(t) is the force generated by the ICE, F̃EM (t) is the force of the EM,
F̃brk(t) is the force dissipated at the friction brakes and ∼ is used to distinguish
the signals of the quasi-static model from the corresponding signals of the dynamic
model. The power demanded from the quasi-static model over a given driving cycle
is the true output power of the dynamic model, Fw(t)vw(t), see Figure 3, simulated
over the same driving cycle, where it is assumed that the controller in the dynamic
model follows closely the reference velocity.

Which signals that are to be kept in the quasi-static model depends on the
optimization criterion and the accessible signals in the dynamic model. For the
criterion described later in Section 3.8, the gear shifting sequence is assumed
identical to the sequence the dynamic model chooses on the given driving cycle
and no dynamics are included for changing speed and switching on/off the ICE
and EM. Hence, the quasi-static model consists of only one state and three control
signals

x̃(t) = ˜soc(t)

ũ(t) =
[
F̃ICE(t) F̃EM (t) F̃brk(t)

]T (5)

where ˜soc(t) resembles soc(t) of the dynamic model. The states derivatives and the
fuel-flow ˜̇mf (t) needed in the optimization criterion are obtained from two lookup
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Figure 3 Simulation of the dynamic an the quasi-static model. Input to the
quasi-static model are the true vehicle velocity vw(t) and force at the wheels
Fw(t) obtained from the dynamic vehicle model.
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tables, fICE and fEM , describing the two cases where the dynamic model (1) is
powered only by the ICE, or the EM

˜̇mf (t) = fICE(γ(t), vw(t), F̃ICE(t))
˜̇soc(t) = fEM (γ(t), vw(t), F̃EM (t), ˜soc(t))

(6)

where ˜̇mf (t) resembles ṁf (t) of the dynamic model.
The quasi-static model is open and all variables within are accessible. Its

simulation entails linear interpolation of the underlying multidimensional maps
fICE and fEM , accomplished by the Matlab function interpn.

3.3 Generation of lookup tables

The tool ftool simplifies the dynamic model automatically by simulating the model
at constant gridded values for the reference signals r(t), the inputs uck(t) and
udk(t), and the continuous state disturbances νck(t)

[
r(t) uck(t) udk(t) νck(t)

]T
= ftool(ẋck(t), yk(t))

r(t) =
[
vr(t) 0

]T (7)

where the driving cycle r(t) has zero altitude throughout the whole simulation,
since instead of the longitudinal slope the tool uses Fload(t) = uck(t), see (3), to
give an extra load to the model. For the rest of the control signals ur(t) we choose
to rely on the controller fctrl and let them keep the values set by the controller.

The tool keeps the input values constant until equilibrium is reached, after
which a new gridded combination is being generated. The equilibrium condition,
further explained in Section 3.5, is automatically detected by the tool from the
derivative of the accessible continuous states ẋck(t) and the outputs yk(t) of
the dynamic model. If the controller fctrl, which may not be known, is good,
equilibrium may be reached fast.

For the generation of fICE in (6) the dynamic vehicle model is powered only
by the ICE, yielding

xdk(t) =
[
γ(t) 1 0 1

]T
[
vr(t) Fload(t) udk(t)

]T
= ftool(ṁf (t), vw(t), Fw(t))

(8)
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where the steady-state detection is based on ṁf (t), vw(t) and Fw(t). Values saved
as map inputs are γ(t), vw(t) and Fw(t) as stated in (6), where from (4) it follows
that F̃ICE(t) = Fw(t).

For the generation of fEM the vehicle is propelled only by the EM, yielding

xdk(t) =

⎧⎪⎨
⎪⎩
[
γ(t) 0 1 1

]T
, Fload(t) ≥ 0[

γ(t) 0 1 0
]T

, otherwise[
vr(t) Fload(t) udk(t) νck(t)

]T
= ftool( ˙soc(t), vw(t), Fw(t))

(9)

where gridded values for soc(t), according the requirement 4) in Section 3.1, are set
through the state disturbance νck(t). For negative force load the tool deactivates
the friction brakes, i.e. ubrk(t) = 0, to obtain the maximum braking force of the
EM. The detection of stationarity is based on ˙soc(t), vw(t) and Fw(t) which
together with γ(t) are saved as map inputs, as in (6), where from (4) it follows
that F̃EM (t) = Fw(t).

3.4 Non-stationary points

The process of model simplification requires simulations with constant state values.
The tool keeps the discrete states xdk(t) constant by controlling the input events
udk(t). However, constant values for the continuous states xck(t) are also needed
although the system may not be in equilibrium with regard to these states, i.e.
ẋck(t) �= 0. A work around this problem, enclosed in requirement 4) in Section 3.1,
is the possibility to add an external disturbance νck(t) to xck(t).

Consider a solver for differential equations with a sampling time that may not
be constant and let xck(tk) be the continuous states at time instant tk. Then, the
successive states obtained by the solver can be expressed as

xck(tk+1) = xck(tk) +

∫ tk+1

tk

(ẋck(t) + νck(t))dt. (10)

Then the tool can keep the states constant, xck(tk+1) = xck(tk), by controlling
the state disturbance, such that

νck(t) = −ẋck(t) (11)

assuming that the model provides access to ẋck(t) as was stated in requirement 2)
in Section 3.1.

3.5 Simulation stop time

In this section, the problem of detecting stationarity is investigated for dynamic
models that use fixed step-size solver. The section gives brief overview on the
existing methods and shows the implementation of a variant of the T-test method
(Montgomery and Runger, 2003). The proposed T-test variant reduces simulation
time and memory storage and improves accuracy by weighting the stationarity of
several signals simultaneously.
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When the dynamic model is simulated for the different constant input signals,
it must be decided upon when the model has reached equilibrium, ẋc(t) = 0,
x+
d (t) = xd(t). In a non-transparent system however, access to all states may not

be possible and in fact only few signals may be available. For example, only three

continuous signals, z(t) =
[
ṁf (t) vw(t) Fw(t)

]T
, are accessible for the generation of

fICE in (8) and also three signals, z(t) =
[
˙soc(t) vw(t) Fw(t)

]T
, are accessible for

the generation of fEM in (9). Hence, stationarity is investigated over a predefined
period of time (a time window), since there is a higher expectation that the
changes of all states will show up as changes in the available signals within the
time window.

Using a time window for detecting stationarity is common for many methods
in literature, but most of them are based on the assumption that only noisy
measurements are available and the problem then condense to detecting changes
in presence of noise. Since simulations are noise-free, these methods cannot be
used straight away, but could be a good starting point for the development of
an accurate and efficient algorithm. For example, the F-test method of statistics
(Crow et al., 1960) investigates the ratio of the mean square deviation from the
mean in a time window to the mean of squared differences in successive data. A
method presented by Narasimhan et al. (1986) is based on a two-stage composite
statistical test to detect departures from steady-state. The method first tests
the equality of the covariance matrices of consecutive time windows and then a
second test establishes whether the means of the two periods are equal using the
Hotelling’s T 2-test (Hotelling, 1931).

Alternatively, methods have been developed that do not require a time window,
see Flehmig et al. (1998); Cao and Rhinehart (1995); Rhinehart (1995); Brown and
Rhinehart (2000). According the authors, these methods are faster, but typically
also applicable only to noisy measurements.

A direct approach to steady-state detection, known as T-test (Montgomery
and Runger, 2003), investigates the linear regression slope over a time window. If
the slope is close to zero, a steady-state condition is indicated. The steady-state
detector used in this work is a variant of the above mentioned and is a measure
based on the mean of the absolute values of the consecutive derivatives żj(t) in the
time window.

For each component zj(t) in z(t), a steady-state index αj(t) is defined as

αj(t) =
1

K

∫ t+Nwh

t

|żj(τ)|dτ, j = 1, 2, 3 (12)

where h is the sampling interval and Nw is the number of samples in the time
window (window size). The constant K is used for normalization

K = Nwzj,max, zj,max = max{|zj |} (13)

where zj,max is the signal magnitude automatically found by the tool.
Replacing the derivative with the difference

żj(t) ≈
Δzj(t)

h
, Δzj(t) = zj(t+ h)− zj(t) (14)
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valid for small sampling time h, and with some manipulation, (12) can be rewritten
as

αj(t+ h) ≈ αj(t) +
1

hK
(|Δzj(t+Nwh)| − |Δzj(t)|) . (15)

Equation (15) requires lower storage and fewer operations than (12) and thus
saves simulation time. For each observed signal and at each time instance, the
method requires one variable to be stored and one product, four additions and
two absolute values to be performed. Only at the start of the simulation, 2Nw

additions and Nw absolute values are needed.

The stationarity of the whole system is computed following the Dempster’s rule
of combination (Shafer, 1976) over all the signals z(t). The system is considered in
equilibrium when the variable

β(t) = 1−
3∏

j=1

(1− αj(t))
θj∑
θj (16)

is within an acceptable tolerance ε. The parameter θj indicates the level of
significance of the signal zj(t) and can be customized by the user together with the
window size Nw. By default, all signals are considered equally significant θj = 1,
the window size is 10 samples and the tolerance is ε = 1× 10−3.

The suggested T-test variant described above is compared to a simpler method
that indicates stationarity when the derivatives of all the three components of z(t)
are close to zero

δ(t) =
3∏

j=1

(
1

zj,max
|żj(t)| ≤ ε

)
. (17)

This comparison is shown in Figure 4 and the difference is visible for a step in
reference velocity. The modified T-test method, used by the tool, avoids faulty
detection of stationary condition at t ≈ 2 s and t ≈ 3 s, where the derivative of all
the three signals is close to zero. Equilibrium is correctly found after t � 12 s.

3.6 Gridded values and simulation speedup

The model simplification process, as mentioned in Section 3.3, requires the values
for r(t), uck(t), udk(t) and νck(t) to be set by the tool for at which the dynamic
model is to be simulated. The tool uses these signals to excite the system in order
to obtain a quasi-static model that can accurately replace the dynamic model
under steady-state conditions. This procedure requires a grid on the continuous
signals r(t), uck(t) and νck(t) (udk(t) already belong to a discrete set), and
obtaining this grid may not be trivial since a decision need to be made on the grid
size and density.
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Figure 4 Steady-state detection for a step in reference velocity. Investigated variables
are fuelflow, velocity and force at the wheels of the dynamic model. The
result of two methods is presented, 1) the T-test variant used by the tool and
2) test if the derivatives of the investigated signals are close to zero. The
second method had false indications at t ≈ 2 s and t ≈ 3 s, while the T-test
variant method performed better by correctly detecting equilibrium. All
variables are normalized to 1.
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3.6.1 Grid size

Since no previous knowledge on the operating regions of the power sources is
assumed, the default set of gridded values used by the tool is chosen wide, to cover
the operation of both light and heavy vehicle models. For example, the speed may
range from 0 to 70m/s and the force load up to 20 kN, see Figure 5. A dense grid,
discussed later in Section 3.6.2, may give a large set of grid points, most of them
outside the vehicle’s operating range, and to simulate for all these may take a long
time. Hence, some special measures are taken to shorten this time.

First, the grid points demanding positive vehicle power are sorted in ascending
order so that the power gradually increases (the grid points demanding negative
power are sorted in descending order so that the absolute value of the power
increases). Input combinations are changed from one stationary value to another
without restarting the simulation so that the kinetic energy of the system is
preserved. For a new grid point the tool starts from the neighboring one so that
only the transient dynamics between two close stationary points needs to be
simulated.

Second, assume that the grid is uniform and nγ and nv are the number of
grid points for the map inputs, gear and velocity respectively, as in (8). Then the
tool can automatically remove the points outside the operating vehicle range by
identifying that reference values cannot be met. Consider the case, for example,
where for a fixed gear and velocity a force load is demanded that the vehicle cannot
satisfy. Then the vehicle may end up in 1) never getting steady, but starts moving
backwards (the velocity gets negative) or 2) equilibrium, but either its velocity
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Figure 5 Default set of gridded values. The set is chosen wide to cover the operation
of various vehicle models. The non-operating region, shaded in the figure for
the two examples of a passenger and heavy vehicle, is automatically removed
by the tool.
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or traction force do not meet the reference, i.e. they differ from the reference by
more than half of their step size in the grid. In either case, the tool will identify
the maximum force load the vehicle can cope and all grid points with higher force
demands at the same gear and velocity will be automatically removed from the
grid. The number of performed tests to obtain the force limits per needed gear and
velocity is nγnv.

3.6.2 Grid density

The grid density is characterized by the number of grid points for the continuous
map inputs, such as nv for velocity. The grid points use default step sizes chosen
by the authors’ experience and are trade-off between small interpolation error
and simulation time. For example, the velocity grid is uniformly spaced with step
size of 1m/s and the force values use increment of 50N. The simplified model is
validated and if there is a significant miss-fit between the dynamic and the quasi-
static model, see Section 3.7, then new grid is created with half the step sizes and
the simplification process is repeated only at the new grid points.

The procedure to describe the grid density works a little bit like the step size
by numeric solution of differential equations. If the grid is made denser, but the
fit does not improve any further, then the grid is dense enough and the remaining
miss-fit can be expected to be due to transients, see Section 3.7 for details.

3.7 Validation of the quasi-static model

Validation of the quasi-static model (6) is the process of determining the degree
to which its simulation is an accurate representation of the dynamic vehicle model
(1). The tool gives the user possibility to perform validation by simulating both
models over a chosen driving cycle that will be used later in optimization. The
signals ṁf (t) and ˙soc(t) of the dynamic model are compared to the outputs of
the quasi-static model, ˜̇mf (t) and ˜̇soc(t), obtained by simulating the quasi-static
model with the true output velocity vw(t) and force Fw(t) of the dynamic model.
The percentage of the output variation is expressed as the root-mean-square of
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the difference between the outputs, normalized by the standard deviation of the
dynamic model output

fit = 100

⎛
⎝1−

√∫ tf
t0

(z̃(t)− z(t))2dt√∫ tf
t0

(z(t)− z̄)2dt

⎞
⎠ , z̄ =

1

tf − t0

∫ tf

t0

z(t)dt (18)

where t0 and tf are the initial and the final time of the drive cycle, z̃(t) is the
output of the quasi-static model, either ˜̇mf (t) or ˜̇soc(t), and z(t) is the respective
signal in the dynamic model.

The quasi-static model is considered accurate if for all the outputs of its lookup
tables the fit is at least fitlim = 80%.

The user can also visually inspect the quality of the signals and depending on
the required accuracy of the predicted fuel consumption, the user can decide upon
the required fit. In particular, high accuracy is expected in non-transient regions
and if this is not the case, then the user may need to include additional input
signals to the maps in the quasi-static model. This is further explained in Section
5.

3.8 Optimization criterion

The tool offers a number of optimization criteria to choose from. In this section, for
didactic reasons, a simple criterion of minimizing fuel consumption is presented,
where the gear shifting strategy is assumed known and the ICE and EM can
instantaneously change speed and on/off state. Later in Section 4.3 a more complex
criterion is considered.

The optimization criterion is defined by an objective function and a list of
constraints

ũ∗(t) = argmin
ũ(t)

∫ tf

t0

Ψ(t)dt

Ψ(t) = ˜̇mq
f (t)

subject to (4), (6) and

F̃ICE(t) ∈ [F̃ICE,min(t), F̃ICE,max(t)] (19a)

F̃EM (t) ∈ [F̃EM,min(t), F̃EM,max(t)] (19b)

F̃brk(t) ≤ 0 (19c)

˜soc(t0) = soc0 (19d)

˜soc(tf ) = socf (19e)

˜soc(t) ∈ [socmin, socmax] (19f)

where ũ∗(t) are the optimal control signals, Ψ(t) is the instantaneous cost, soc0 and
socf are the initial and final SOC value and (19a-19c) impose physical limits to the
plowertrain components. The limits (19a) and (19b) are found automatically by
the tool from the maps fICE and fEM in (6) and are function of the corresponding
map inputs. The presence of (19d-19f) can be decided by the user, where (19f) is
imposed to avoid excessive wear of the battery.
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3.9 Optimal trajectory

The next step in the tool, after the model simplification, is the optimization
of the energy management (19). This kind of problem is conveniently solved
using dynamic programming, Bertsekas (2000), since it handles nonlinearities and
constraints in a straightforward way. Dynamic programming uses the Bellman’s
principle of optimality, Bellman (1957), and solves the problem via backwards
recursion

J∗(x̃(tf ), tf ) = c(x̃(tf )− xf )
2

J∗(x̃(tk), tk) = minũ(tk)

(∫ tk+1

tk
Ψ(t)dt+ J∗(x̃(tk+1), tk+1)

)
t ∈ T , ũ(t) ∈ U , x̃(t) ∈ X

(20)

where J∗ is the optimal cost-to-go function from time tk to the final time tf , c is
a penalty coefficient, usually a large number which relaxes (19e), x̃(t) and ũ(t) are
as in (5) and xf = socf . The cost function is calculated over a grid of the time,
the state and the control signal, i.e. the sets T , U and X are discrete. The grid
resolution determines the accuracy of the solution. For state values that do not
belong to X , the cost is obtained by linear interpolation in J∗.

4 Parallel-Series (Combined) powertrain

This section describes the requirements the dynamic model with a combined
powertrain needs to comply in order to be used by the tool. A more detailed
quasi-static model is described in which the fuel consumption depends also on the
ICE coolant temperature. The quasi-static model will be used in an optimization
criterion where frequent gear and ICE on/off switches are penalized.

4.1 Dynamic vehicle model

The dynamic vehicle model, that follows the same state space description as in (1),
includes a combined powertrain, configured as a mild parallel hybrid powertrain
propelling the front wheels, in addition to an electric machine propelling the rear
wheels. The electric machine on the rear axle, EM2, is supplied from the same
energy buffer as the electric machine on the front axle, EM1, see Figure 6. The
transmission includes a gearbox and a torque converter, see Heisler (2002) for
background.

The states that are to be kept in the simplified model and the signals that need
to be accessed by the tool are

xck(t) =
[
soc(t) T (t) ωs(t)

]T
xdk(t) =

[
γ(t) xICE(t) xEM1

(t) xEM2
(t) xbrk(t)

]T
uck(t) =

[
Fload(t) τload(t)

]T
udk(t) =

[
uγ(t) uICE(t) uEM1(t) uEM2(t) ubrk(t)

]T
yk(t) =

[
vw(t) Fw(t) ṁf (t) τs(t)

]T
(21)
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Figure 6 Combined powertrain model.

Transmission 

Clutch 
EM1 ICE 

Battery EM2 

Fuel tank 

�� �(�) 

$���(�), %(�)

&'(�), $'(�)

$��*
(�) 

���� (�) 
��+
(�) 


-�.(�) 

�	(�), 
	(�) 


����(�) 

�(�)

$����(�)

where T (t) is the ICE coolant temperature, ωs(t), τs(t) and τload(t) are the shaft
speed, torque and torque disturbance respectively between the ICE and the clutch,
xEM1(t) and xEM2(t) are the on/off states of the EM1 and EM2 and uEM1(t) and
uEM2(t) are the input events (0 or 1) that control these states. The rest of the
signals are as in (3).

The requirements on the model are the same as in Section 3.1, including the
possibility to externally add the torque load τload(t), see Figure 6. The necessity
of this signal, compared to the parallel powertrain where only the force Fload(t)
acting at the wheels was used to simulate a longitudinal load, is in the additional
possibility of the combined powertrain to operate in series mode, when the clutch
is open.

4.2 Quasi-static powertrain model

The simplified, quasi-static model is a backward simulation model that satisfies
the power balance equation

(τ̃ICE(t) + τ̃EM1(t))ω̃s(t) = τ̃s(t)ω̃s(t)

(F̃EM2
(t) + F̃trn(t) + F̃brk(t))vw(t) = Fw(t)vw(t)

(22)

where ω̃s(t) resembles ωs(t) in (21), τ̃ICE(t) is the torque of the ICE, τ̃EM1(t) is
the torque of the EM1, F̃EM2(t) is the force of the EM2 and F̃trn(t) is the force at
the transmission output.

In accordance to the optimization criterion described later in Section 4.3, the
states and inputs in the quasi-static model are

x̃(t) =
[
γ̃(t) x̃ICE(t) ˜soc(t) T̃ (t)

]T
ũ(t) = [ũγ(t) ũICE(t) ω̃s(t) τ̃ICE(t) τ̃EM1

(t) F̃EM2
(t) F̃brk(t)]

T
(23)

where γ̃(t), x̃ICE(t), ˜soc(t), T̃ (t) and ũγ(t) resemble the respective states and
inputs of the dynamic model (21). The shaft speed ω̃s(t) which resembles the
state ωs(t) in the dynamic model is rather used as an input to the quasi-static
model. This is because 1) in the optimization criterion the ICE and EM1 speed
dynamics are neglected and there is no need of including ω̃s(t) as a state and 2)
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the computational time of the optimization algorithm increases exponentially with
the number of states. This signal, however, cannot be completely removed from
the quasi-static model since it is needed as an input to some of the lookup tables,
see (24), and thus it is included in ũ(t).

The quasi-static model comprises four lookup tables from which fICE , fEM1

and fEM2
describe the three cases where the dynamic model is powered only by the

ICE, the EM1 or the EM2, and efficiency map of the transmission, ftrn, obtained
when both the ICE and EM1 power the vehicle. It is expressed as

[
˜̇mf (t)

˜̇T (t) ˜̇soca(t)

]T
= fICE(ω̃s(t), τ̃ICE(t), T̃ (t))

˜̇socEM1(t) = fEM1(ω̃s(t), τ̃EM1(t), ˜soc(t))
˜̇socEM2

(t) = fEM2
(vw(t), F̃EM2

(t), ˜soc(t))[
ω̃s(t) τ̃s(t)

]T
= ftrn(γ̃(t), vw(t), F̃trn(t))

(24)

where ˜̇soca(t), ˜̇socEM1
(t) and ˜̇socEM2

(t) are derivatives of the SOC that correspond
to the power used by the auxiliary devices, EM1 and EM2 respectively and satisfy

˜̇soc(t) = ˜̇soca(t) + ˜̇socEM1(t) + ˜̇socEM2(t). (25)

The lookup tables are generated as in (7).

4.3 Optimization criterion

The optimization criterion includes minimization of fuel consumption plus
additional terms that shape the states trajectories. It is given as

ũ∗(t) = argmin
ũ(t)

∫ tf

t0

Ψ(t)dt

Ψ(t) = ˜̇mq
f (t) + c1|x̃ICE(tk+1)− x̃ICE(tk)|+ c2 min{|γ̃(tk+1)− γ̃(tk)|, 1}

subject to (19c-19f), (22), (24), (25) and

τ̃ICE(t) ∈ [τ̃ICE,min(t), τ̃ICE,max(t)] (26a)

τ̃EM1
(t) ∈ [τ̃EM1,min(t), τ̃EM1,max(t)] (26b)

F̃EM2(t) ∈ [F̃EM2,min(t), F̃EM2,max(t)] (26c)

F̃trn(t) ∈ [F̃trn,min(t), F̃trn,max(t)] (26d)

ω̃s(t) ∈ [ωs,min, ωs,max] (26e)

T̃ (t) ∈ [Tmin, Tmax] (26f)

γ̃(t) ∈ {0, 1, ..., γmax}
ũγ(t) ∈ {−γmax,−γmax + 1, ..., 2} (26g)

x̃ICE(t) ∈ {0, 1}
ũICE(t) ∈ {0, 1}
x̃ICE(t0) = 0

γ̃(t0) = 0
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where the instantaneous cost Ψ(t) includes the fuel-flow and penalties for frequent
ICE on/off switching and frequent gear shifting. The penalty coefficients c1, c2
are user adjustable. The physical limits of the powertrain components in (26a-
26f) and the highest gear γmax are found automatically by the tool. The ambient
temperature Tmin can be given by the user and (26g) prevents upshifts of more
than 2 gears. The vehicle starts the simulation in neutral gear and with the ICE
turned off.

The optimization process is carried on as in (20), where the optimal cost matrix
J∗ is a five dimensional matrix, four states and time, and its computation may
require a significantly long time.

5 Custom optimization criteria and user interface aspects

There is a possibility to extend the tool library with custom optimization criteria,
e.g. minimization of pollutants and sound emissions. This can be done by assigning
the signals that will be used in the criterion and to which the dynamic model
provides access, as in (3) and (21). Given the transparency of the dynamic model,
it is up to the user to decide which vehicle dynamics will be kept in the simplified
model. If for example NOx emissions are to be minimized, the states describing the
ICE transients should be kept. This may require relaxation of the power balance
constraints (4) and (22) in order of avoiding infeasible solutions.

Except a custom optimization criterion, an experienced user may also provide:

• Desired vehicle performance by deciding the driving cycle r(t).

• A custom set of gridded values needed in the simplification process, for
r(t), uck(t), udk(t) and νck(t), at which the dynamic model is simulated, see
Section 3.2.

• The tolerance ε, the windows size Nw and the level of significance θj of the
signals used for detecting equilibrium, see Section 3.5.

• The required fit fitlim for deciding the accuracy of the simplified model, see
Section 3.7.

• The penalty coefficients, the initial and final state values and other
constraints in an existing optimization criterion.

• A custom discrete sets X , U and T at which the optimal cost-to-go matrix
J∗ is to be computed, see Section 3.9.

6 Example 1: Evaluation of a parallel powertrain

This section demonstrates the tool operation on the problem of minimizing
fuel consumption. The main focus is on the simplification process, while in the
following example in Section 7 the focus is shifted to the optimization process.

Two non-transparent dynamic models are considered, both modeled in
Matlab/Simulink, and both using a fixed step-size solver. The first model is a
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conventional passenger vehicle and the second model is a parallel HEV constructed
by adding a battery and EM to the first model. The problem of this study is to
investigate how big improvement in fuel consumption the hybridization may give,
without considering the economic cost for the additional components. Both models
fulfill the requirements listed in Section 3.1.

The chosen driving cycle is the ”New European Driving Cycle” (NEDC) with
constant road altitude, see Figure 7, and the optimization criterion is as in (19).

6.1 Results

The first step in the tool operation is the model simplification. The quasi-static
model (6) is generated by simulating the dynamic model over the default set of
gridded values given by the tool. Assuming that the maximum gear, velocity and
traction force the dynamic model provides are known, i.e. γmax = 5, max(vr(t)) =
180 km/h and max(Fload(t)) = 2.5 kN, then for the generation of fEM there would
be more than 220000 grid points. The tool’s automatic detection of the operating
region found that only 53920 points are operational. More precisely, there are
54180 points, including the number of performed tests for obtaining the velocity
and torque boundaries, for which the dynamic model is simulated.

With the steady-state detector in use, the total simulation time for the
generation of fEM was about 35 minutes (by running Simulink in Normal mode;
simulating in Accelerator mode would require smaller simulation time). Only for
comparison, the same operating points were simulated on the same computer, but
without a steady-state detector. The simulation time for each operating point was
set equal to the slowest step response time for which any operating point would
reach equilibrium. With this setup the total simulation time was about 7 times
longer.

After the quasi-static model is obtained, it is validated as was described in
Section 3.7 and the results are given in Figure 7. The validation shows that the
quasi-static model describes the behavior of the dynamic model well and not only
in steady-state conditions, but also in transients.

The second step after the simplification is optimization. The gear sequence
γ(t), the true vehicle velocity vw(t) and the traction force Fw(t) used as inputs
in the simplified model are obtained from the dynamic model simulated on the
same driving cycle, see Figure 3. The allowed battery SOC deviation is 20%
placed symmetrically around the initial charge of 50%. Charge sustain operation
is preserved.

The fuel consumption of the parallel HEV obtained by the optimal control law
is approximately 6.1 l/100km which is about 18% improvement compared with the
conventional vehicle. However, the quasi-static model is oversimplified and lower
fuel improvement is to be expected if, for example, the cold ICE start is considered
and the frequent ICE on/off and gear switches are penalized. Such scenario is
investigated in the following section.

7 Example 2: Evaluation of a combined powertrain

This section investigates the improvement in fuel economy by upgrading a mild
parallel to a combined powertrain. Two non-transparent models of passenger



20 Nikolce Murgovski, Jonas Sjöberg and Jonas Fredriksson

Figure 7 Validation of the quasi-static powertrain model with the fICE output in the
middle and the fEM output in the bottom plot. The quasi-static model gives
good fit in stationary conditions, but also in transients and being on top it
covers the output of the dynamic model almost completely.
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vehicles are given, both modeled in Matlab/Simulink, and both using a variable
step-size solver. The first model includes a mild parallel powertrain propelling the
front axel, while the second model has a combined powertrain, as described in
Section 4.1, constructed by adding an additional electric machine connected to the
rear axel. The goal is to investigate the potential benefit in fuel economy the full
hybridization can give, without considering the economic cost of the additional
components. The models fulfill the requirements listed in Section 3.1.

7.1 Results: Optimal state trajectories

The simplified quasi-static model, described as in (24), is automatically generated
by the tool and is used to optimize the criterion (26) over the NEDC. The initial
and the final SOC values are set to 50% charge and the allowed SOC interval is
within 40% and 60%. The ambient temperature is 30 ◦C.

The resulting optimal state trajectories are given in Figure 8, where in the
left column results are given of the combined HEV powertrain and in the right
column results are given of the mild parallel HEV powertrain. These results are
further grouped in three rows as follows, Figure 9(a) and Figure 9(b) show the
optimal state trajectories for a cold ICE start and penalized frequent gear and ICE
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on/off switching, Figure 9(c) and Figure 9(d) show the optimal state trajectories
for a hot ICE start and also penalized frequent gear and ICE on/off switching and
Figure 9(e) and Figure 9(f) show the optimal state trajectories for a cold ICE start
but with no penalty for frequent gear and ICE on/off switching.

The results show that frequent gear shifts and the ICE on/off switching are
prevented when penalized in the cost function, see Figure 9(a)-9(d). This causes
oscillatory behavior in the battery state, within the allowed interval, since the
optimal control tries to keep the ICE in the same state, off or on, for longer time
periods. When the ICE is off the vehicle is driven by the EM1 and/or EM2 and the
battery is discharged, until the ICE is turned back on to recharge the battery. This
is especially evident for the combined powertrain. Without the switching penalties
the battery state is steadier. In this case the battery is discharged only at the end
of the driving cycle, at about 1000 s, because the big deceleration that follows soon
after, see the NEDC in Figure 7, is used to recharge the battery.

The optimal control prefers shifting two gears up when frequent gear shifts are
not desired. This happens because the penalty for fast gear shifting in the cost
function can be understood as the energy wasted in the gear shifting transient.
Hence, two gears up-shift (environment friendly driving) will increase the overall
system efficiency, since the amount of wasted energy is assumed equivalent to the
amount of energy wasted in only one shifting transient.

The mild parallel powertrain reaches faster the high ICE coolant temperatures.
Although the ICE has better efficiency on higher temperatures, the amount of
consumed fuel for reaching this temperature is high, which makes this powertrain
less efficient than the combined powertrain, see Table 1. Both powertrains consume
less fuel when the ICE is hot started with 100 ◦C, see Table 1, but difference in
the optimal control for the rest of the states is not evident.

The combined powertrain almost never uses EM1 alone to power the vehicle
(look for closed clutch when the ICE is off in Figure 8). This is due to the clutch
placement, see Figure 6, since EM1 will also need to rotate the ICE in order to
drive the vehicle, which causes energy losses. The better solution is to use the EM2
instead.

The improvement in fuel economy of the combined powertrain, compared to
the mild parallel powertrain, is as high as 10%, see Table 1.

Table 1 Normalized fuel consumption of the combined and the mild parallel HEV
powertrain model.

Cold start Hot start
cold start
and frequent
switches

Mild parallel 1 0.99 0.92

Combined 0.91 0.89 0.86

Improvement [%] 9.25 10.12 6.31
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Figure 8 Optimal state trajectories for the combined and the mild parallel HEV.
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on/off switching

0.4

0.5

˜so
c(
t)

50

100

T̃
(t
)
[◦
C
]

0

5

γ̃
(t
)

0 200 400 600 800 1000 1200
0

0.5

1

x̃
I
C
E
(t
)

t [s]

(b) Mild parallel HEV powertrain with cold
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Figure 9 Operating points of the ICE for the case of cold ICE start and no frequent
gear and ICE on/off switching. The contour plot shows the ICE efficiency,
η̃ICE , for coolant temperature of T̃ = 100 ◦C. The bottom plot shows the
number of occurrences for the operating points of the combined powertrain.
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7.2 Results: Optimal operating points

The optimal ICE operating points for the case of cold ICE start and penalized
frequent gear and ICE on/off switching are given in Figure 9. It can be noticed
that the combined powertrain operates either in series mode (the clutch is opened
and EM1 is used as a generator), or recharging mode (the ICE provides more
power than needed and the surplus is used to recharge the battery). Series mode is
a reasonable choice when the battery has low energy level. Typical example would
be charging the battery at stand-still or cruising. As can be seen in Figure 9 this
mode occurs only at one specific operating point, which is the point of optimal
efficiency of the combined engine-generator unit.
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The vehicle operates in recharging mode for most of its trip. This is not
surprising, since running the ICE with higher load at some instance and keeping
it off at other, increases the system efficiency and therefore decreases fuel
consumption. It is clearly visible in Figure 9 that the combined powertrain never
runs the ICE with zero torque and non-zero speed. This confirms what was
previously concluded from Figure 8 that there is no incentive in driving with EM1
alone, when EM2 is also present in the vehicle. As a comparison, the mild parallel
powertrain has no other choice to empty the accumulated battery power, but to
rotate the ICE as well.

The combined powertrain is never operated in boosting mode (the EM1 and/or
EM2 assist the ICE in delivering the power demand). This is because the ICE is
obviously designed to handle much higher power requests and could drive the cycle
even without the battery. This raises curiosity of evaluating alternative powertrain
in which the ICE is downsized by at least one quarter of its maximum power. This
may slightly sacrifice the vehicle performance, such as safety and driveability, but
it may significantly improve the fuel economy since 1) the ICE will be operated
mostly with high torque, i.e. in high efficiency regions and 2) the ICE will be
lighter and the vehicle will need less fuel to finish the same driving cycle.

There are also no operating points where ICE alone operates the vehicle. This
is because the ICE efficiency, in general, increases with the torque, see Figure 9.
Hence, it is beneficial to either always lift the operating points (this is what the
optimal control does in recharging mode), or to completely turn off the ICE.

8 Conclusion

This paper described a methodology and a tool for fast and simple assessment
of powertrain performance for vehicle models that may not be transparent. The
assessment is useful for exploring the potential of different powertrain designs and
alternatives at an early stage of the development process.

The tool first simplifies the model into quasi-static relations, after which
dynamic programming is used to optimize the criterion chosen by the user. The
model details can be hidden from the user as long as the model satisfies the set of
requirements stated in Section 3.1.

The methodology of model simplification and powertrain evaluation was
presented through two examples of power management optimization. The first
example showed that upgrading the conventional powertrain to a parallel HEV
powertrain may improve fuel economy up to 18%. The second example showed
that the full hybridization of the mild parallel powertrain to a combined powertrain
may decrease fuel consumption by additional 10%. But most significantly, this
study showed that the process of powertrain evaluation can be automized such
that user insight in vehicle modeling, simulation and optimization is not necessary.
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