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Abstract

The main scope of this Master Thesis project was to simulate incoherent bistatic radar scattering from random rough surfaces using electromagnetic models. Three well-established models were implemented: Physical Optics (PO), Geometrical Optics (GO), and Small Perturbation Model (SPM). These models are asymptotic in frequency, and thus only valid in the extreme cases of either very high frequencies, as for GO/PO, or very low frequencies, as for SPM. The main focus of this thesis is on the Integral Equation Model (IEM), which is a more recently developed model and partially bridges the validity gap between GO/PO and SPM. The Integral Equation Model is built on the same basis as GO/PO, namely the tangential plane approximation, but it also includes a complementary term, which accounts for multiple scattering. In order to solve the underlying integral equations, a number of approximations was introduced during the derivation of IEM by the original authors. Some of these simplifications could later be removed, which resulted in the more recent derivatives of IEM (mainly Improved Integral Equation Model, IIEM, and Advanced Integral Equation Model, AIEM), giving much more complicated, but also more accurate expressions.

Five of the mentioned models (GO, PO, SPM, IEM, and AIEM) were implemented by the author and verified against results published in literature. In the low frequency region, studies of scattering coefficient ($\sigma^0$) as a function of the elevation angle $\theta_e$ were performed for a number of setups, and the agreement of the implemented models with the literature was perfect in all cases. In the high frequency region, $\sigma^0$ was studied both as a function of $\theta_e$ and the azimuth angle $\phi$. The general behavior of $\sigma^0$ as a function of $\phi$ is such, that a dip (minimum of scattering) can be expected at an azimuth angle around $90^\circ$. The observed positions of these dips were in a disagreement of up to $\pm20^\circ$ when compared to the literature. In the study of $\sigma^0$ as a function of $\theta_e$, the agreement with the literature was good except for the cases that were directly affected by the previously described dip disagreement. However, even in those cases, the maximal difference in $\sigma^0$ compared to the literature was at most $\pm2$ dB. The influence of the dip disagreement on the further studies could be minimized by avoiding angular setups close to the problematic regions.

The models were used to study the angular distribution of the scattering coefficients for two surfaces: a gently undulating surface in the PO region and a rough surface in the SPM region. This study resulted in graphs that visualize scattering in an intuitive way, which improves the understanding of the governing processes. It was confirmed that the roughness parameters greatly affect the angular distribution of scattering, and that in the low-frequency region (SPM-region), scattering is more equally distributed in all directions than in the high-frequency region (GO/PO-region).

In a second study, scattering from surfaces with different roughness parameters for some fixed angular setups was investigated. It was found that the bistatic scattering coefficient for gently undulating surfaces (high $kL$) was maximized when the vertical variations were moderate in magnitude. In forward scattering, in the region with very gentle horizontal variations and small vertical variations, it was found that a slightly rough surface gives higher scattering coefficients than a perfectly smooth surface, which indicates that the presented versions of the models are not suitable for perfectly smooth surfaces unless the coherent component is added.

The results of the studies also show that the models generally work well when cross-compared with each other. However, AIEM overestimates backscattering from surfaces with very gentle horizontal variations and small vertical variations as compared to IEM and PO. Moreover, it also shows a disagreement with IEM and SPM for backscattering in the low-frequency region. Comparing the scattering coefficients for VV and HH modes, one can observe that they are higher for HH than for VV in all cases except backscattering in the low-frequency region where the result is the opposite.

Index Terms
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Here, the basic nomenclature is presented and it is valid throughout this report unless mentioned otherwise. In cases where $\mathbf{E}$ or $\mathcal{E}$ are involved, they can be replaced by $\mathbf{H}$ or $\mathcal{H}$ in order to get the corresponding symbols for magnetic fields.

\begin{itemize}
  \item $\alpha$ \hspace{1cm} tangential plane tilt angle
  \item $\mathbf{d}$ \hspace{1cm} local coordinate system base vector ($\mathbf{d} = \mathbf{k}_i \times \mathbf{t}$)
  \item $\Delta \phi$ \hspace{1cm} difference in azimuth angles between incident and scattered radiation ($\Delta \phi = \phi_s - \phi_i$)
  \item $\varepsilon_1$ ($\varepsilon_2$) \hspace{1cm} dielectric permittivity in medium 1 (medium 2)
  \item $\varepsilon_r$ \hspace{1cm} relative dielectric permittivity on the interface ($\varepsilon_r = \varepsilon_2 / \varepsilon_1$)
  \item $E_0$ \hspace{1cm} amplitude of the incident electric field
  \item $E'$ \hspace{1cm} amplitude of the incident electric field together with the phase term
  \item $\phi_1$ ($\phi_s$) \hspace{1cm} incident (scattered) azimuth angle
  \item $k_1$ ($k_2$) \hspace{1cm} wave number in medium 1 (medium 2)
  \item $kL$ \hspace{1cm} normalized correlation length (unitless)
  \item $k\sigma$ \hspace{1cm} normalized standard deviation of a surface (unitless)
  \item $k_{xz}$, $k_{iy}$, $k_{iz}$ \hspace{1cm} components of $\mathbf{k}$
  \item $k_{sx}$, $k_{sy}$, $k_{sz}$ \hspace{1cm} components of $\mathbf{k}_s$
  \item $\mathbf{k}_1$ ($\mathbf{k}_s$) \hspace{1cm} incident (scattered) wavevector
  \item $\mathbf{h}_1$ ($\mathbf{h}_s$) \hspace{1cm} incident (scattered) horizontal polarization vector
  \item $\mathcal{E}^i$ ($\mathcal{E}^s$) \hspace{1cm} incident (transmitted) complementary electric field coefficient
  \item $\eta_1$ ($\eta_2$) \hspace{1cm} intrinsic impedance in medium 1 (medium 2)
  \item $L$ \hspace{1cm} correlation length in meters
  \item $\mu_1$ ($\mu_2$) \hspace{1cm} magnetic permeability in medium 1 (medium 2)
  \item $\mu_r$ \hspace{1cm} relative magnetic permeability on the interface ($\mu_r = \mu_2 / \mu_1$)
  \item $\mathbf{n}_1$ or $\mathbf{n}$ \hspace{1cm} normal vector to the boundary in medium 1
  \item $\mathbf{n}_2$ or $-\mathbf{n}$ \hspace{1cm} normal vector to the boundary in medium 2
  \item $\mathbf{n} \times \mathbf{E}$ \hspace{1cm} tangential electric surface field
  \item $(\mathbf{n} \times \mathbf{E})_k$ \hspace{1cm} Kirchhoff term of a tangential surface field $\mathbf{n} \times \mathbf{E}$
  \item $(\mathbf{n} \times \mathbf{E})_c$ \hspace{1cm} complementary term of a tangential surface field $\mathbf{n} \times \mathbf{E}$
  \item $(\mathbf{n} \times \mathbf{E}_h)_k$ \hspace{1cm} Kirchhoff term of a tangential surface field $\mathbf{n} \times \mathbf{E}$ (incident polarization horizontal)
  \item $(\mathbf{n} \times \mathbf{E}_h)_c$ \hspace{1cm} complementary term of a tangential surface field $\mathbf{n} \times \mathbf{E}$ (incident polarization horizontal)
  \item $(\mathbf{n} \times \mathbf{E}_v)_c$ \hspace{1cm} complementary term of a tangential surface field $\mathbf{n} \times \mathbf{E}$ (incident polarization vertical)
  \item $\nu$ \hspace{1cm} frequency of the incident wave
  \item $\mathbf{p}$ \hspace{1cm} incident polarization vector
  \item $\mathbf{q}$ \hspace{1cm} scattered polarization vector
  \item $R$ \hspace{1cm} Fresnel coefficient for cross-polarization
  \item $R_{\parallel}$ ($R_{\perp}$) \hspace{1cm} Fresnel coefficient for parallel (perpendicular) polarization
  \item $\rho(\xi)$ \hspace{1cm} correlation function
  \item $\sigma$ \hspace{1cm} standard deviation of a surface in meters
  \item $\sigma_{RCS}$ \hspace{1cm} radar cross section in square meters
  \item $\sigma^0$ \hspace{1cm} normalized radar cross section, scattering coefficient
  \item $\sigma_{p,q}$ \hspace{1cm} scattering coefficient for polarization mode $pq$ (can be HH, VV, HV, or VH)
  \item $\mathbf{t}$ \hspace{1cm} local coordinate system base vector ($\mathbf{t} = \mathbf{k}_i \times \mathbf{n} / \|\mathbf{k}_i \times \mathbf{n}\|$
  \item $\theta_i$ ($\theta_s$) \hspace{1cm} incident (scattered) altitude angle
  \item $\vartheta$ \hspace{1cm} local incidence angle
  \item $\mathbf{v}_i$ ($\mathbf{v}_s$) \hspace{1cm} incident (scattered) vertical polarization vector
  \item $\mathbf{E}$ \hspace{1cm} total electric field in the upper medium
  \item $\mathbf{E}'$ ($\mathbf{E}''$, $\mathbf{E}^s$, $\mathbf{E}^v$) \hspace{1cm} incident (scattered, transmitted, reflected) electric field
  \item $\mathbf{E}_h$ ($\mathbf{E}_v$) \hspace{1cm} horizontally (vertically) polarized part of the electric field
  \item $\chi_i$ \hspace{1cm} Green’s function in the upper medium
  \item $\chi_v$ \hspace{1cm} Green’s function in the lower medium
  \item $\psi$ \hspace{1cm} grazing angle ($90^\circ - \theta_i$)
  \item $Z(x, y)$ \hspace{1cm} realization of a surface created by a random process
  \item $Z_x(x, y)$ \hspace{1cm} partial derivative of $Z(x, y)$ in the $x$-direction
  \item $Z_y(x, y)$ \hspace{1cm} partial derivative of $Z(x, y)$ in the $y$-direction
\end{itemize}
1 INTRODUCTION

Decades have passed since the radar technique was invented, and the field of use of radar has expanded greatly. Nowadays, radar monitoring of ice, sea, agricultural soil, and forests is of great importance both for environmental studies and more practical purposes such as sea-state monitoring and wind speed measuring. These kinds of studies have been done at the Remote Radar Sensing group at Chalmers University of Technology in Gothenburg, Sweden for over 20 years giving the group a vast experience in the field of radar data analysis. In order to improve the general knowledge about the mechanisms of scattering, as well as to improve the produced algorithms, theoretical studies of scattering from rough surfaces are very important.

Rough surface scattering can be studied numerically or analytically, depending on the knowledge about a surface and the purpose of the study. If a particular surface is known (deterministic), then numerical studies using Maxwell’s equations can be performed with good results. General studies of random rough surfaces can also be done numerically after averaging over a wide set of statistically representative deterministic surfaces. However, this can be a very slow process since numerical simulations often are computationally demanding.

If a surface is relatively homogenous in its structure or consists of cells that are relatively homogenous, then it can be described by a few statistical parameters such as standard deviation of height variations, correlation length, and correlation function. Many natural surfaces, such as ice and agricultural soil, can be described in such a way. In that case, theoretical studies of scattering from these kinds of random rough surfaces can be performed much more efficiently using models based on statistics.

For many years, researchers were restricted to two general models that worked for different types of rough surfaces — Kirchhoff Model (KM) based on the high-frequency approximation for slowly undulating surfaces [1–7], and Small Perturbation Model (SPM) based on the low-frequency approximation for small vertical variations [2–7]. Both models are asymptotic and studies outside the mentioned validity regions are thus highly restricted.

During the eighties, a model valid for surfaces with intermediate roughness was developed for perfectly conducting surfaces [8], but it was first in 1992 that Fung et al. revealed a model that also worked for dielectric surfaces [9]. This model was called Integral Equation Model (IEM) as it was built on integral equations for electric and magnetic fields as described by Poggio and Miller [10]. IEM was later further developed in order to make the simulated scattering more accurate which resulted in models such as Improved IEM [11] and Advanced IEM [12–14].

After the mentioned models were implemented, simulation results were verified against results found in reference articles (mainly Wu et al. [14]) for identical setups of the input parameters. Thereafter, IEM and AIEM were used together with the asymptotic models in a study of scattering from a wide range of different random rough surfaces. Also, some qualitative studies of the models in scenarios that have not been previously examined in literature (at least to the author’s current knowledge) have been made. These studies include an examination of the angular behavior of the scattered field in a half-sphere above the surface, as well as a qualitative study of the scattering coefficients as a function of surface roughness parameters. Some of the results can easily be explained using the same arguments as for the asymptotic models while some other results are more difficult to understand intuitively. Even though no empirical data was used in this study, the results showed that the implemented models produce consistent results within their validity regions. No major disagreements were found as compared to references.

This report has the following structure. First, radar theory and some basic concepts crucial for further understanding are presented in Section 2. Next, some physical mechanisms of scattering are briefly explained (Section 3). In Section 4, rough surfaces are described by means of statistics. Section 5 deals with the asymptotic models based on the Kirchhoff approximation and small perturbation theory. Thereafter, the derivation of the Integral Equation Model is presented in detail (Section 6). In Section 7, some major assumptions and approximations used in the derivation of IEM are explained and examined, and the later versions of IEM are presented. Section 8 deals with the verification of the implemented models against some known results and against each other for chosen values of surface parameters, while Section 9 contains a study of the scattering for different surfaces. Finally, in Section 10 the results are summarized, analyzed, and discussed.

All simulations in this report were performed in Matlab®. All figures in this report (except graphs to the left in Figures 8.1-8.2, which have been taken from Fung et al. [11]) have been produced by the author using either XFig or Matlab®. This report was written in LATEX using a slightly modified version of the IEEE template\(^1\).

2 RADAR

2.1 History and Basic Principles

The word radar is an abbreviation for radio detection and ranging [15–17] and was originally introduced by the US Navy in the early forties. The technology itself has many fathers and can be tracked back to the beginning of the 20th century. The first radar units were only designed for detecting ships on sea, but as the technology developed, its area of use broadened. Nowadays, radar is used in a very wide range of different applications, including such non-military areas as meteorology, oceanology, and traffic control.

Radar is an active remote sensing system based on the principle of echolocation. Some animals (like bats, whales, and some birds) spend most of their lives in environments, where optical sensing is impossible (like in darkness). These animals developed echolocation, a system based on measuring the echo of a transmitted signal. When a probing sound is emitted by the animal, it propagates into the environment until it hits an obstacle and is scattered. Some parts of the signal return to the animal, where they are detected, measured, and analyzed. From that, the animal gets an acoustic image of the surroundings, an image it uses for orientation. Humans are generally neither equipped nor trained for the use of echolocation although there are some cases when people can actually make use of it (like people with seeing disorder, who use a stick to generate sounds that help them perceive the environment). Echolocation is reproduced by modern technology in different forms of remote sensing devices. These devices can either use sound waves, like in sonar, optical waves, like in lidar, or microwaves, like in radar.

2.2 Frequencies and Radar Bands

<table>
<thead>
<tr>
<th>Band</th>
<th>Frequency interval:</th>
<th>Wavelength interval:</th>
<th>Usage:</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF</td>
<td>3-30 MHz</td>
<td>10-100 m</td>
<td>Over-the-horizon radars (High Frequency)</td>
</tr>
<tr>
<td>VHF</td>
<td>30-300 MHz</td>
<td>1-10 m</td>
<td>Very long-range surveillance (Very High Frequency)</td>
</tr>
<tr>
<td>UHF</td>
<td>300-1000 MHz</td>
<td>30-100 cm</td>
<td>Very long-range surveillance (Ultra High Frequency)</td>
</tr>
<tr>
<td>L</td>
<td>1-2 GHz</td>
<td>15-30 cm</td>
<td>Long-range surveillance, enroute traffic control (long wavelengths)</td>
</tr>
<tr>
<td>S</td>
<td>2-4 GHz</td>
<td>7.5-15.0 cm</td>
<td>Moderate-range surveillance, terminal traffic control, long-range weather (short wavelengths)</td>
</tr>
<tr>
<td>C</td>
<td>4-8 GHz</td>
<td>3.75-7.50 cm</td>
<td>Long-range tracking, airborne weather (a compromise between X and S)</td>
</tr>
<tr>
<td>X</td>
<td>8-12 GHz</td>
<td>2.50-3.75 cm</td>
<td>Short-range tracking, missile guidance, mapping, marine radar, airborne intercept (called X for historical reasons, secret band during World War II)</td>
</tr>
<tr>
<td>Kα</td>
<td>12-18 GHz</td>
<td>1.6-2.30 cm</td>
<td>Highresolution mapping, satellite altimetry (subscript a for under K)</td>
</tr>
<tr>
<td>K</td>
<td>18-27 GHz</td>
<td>1.11-1.67 cm</td>
<td>Meteorology, automotive radar (kurz, short in German)</td>
</tr>
<tr>
<td>Kσ</td>
<td>27-40 GHz</td>
<td>0.75-1.11 cm</td>
<td>Very high resolution mapping, airport surveillance (subscript σ for above K)</td>
</tr>
<tr>
<td>V</td>
<td>40-75 GHz</td>
<td>0.4-0.75 mm</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>75-110 GHz</td>
<td>0.2-0.4 mm</td>
<td></td>
</tr>
<tr>
<td>mm</td>
<td>110-300 GHz</td>
<td>0.1-0.2 mm</td>
<td></td>
</tr>
</tbody>
</table>

Radar uses electromagnetic radiation with frequencies corresponding to radio waves or microwaves, and the choice of frequency is important as various applications demand different kinds of properties. Generally one can say that higher frequencies give smaller antennas, higher bandwidth (thus higher resolution), but also greater sensitivity to atmospheric noise which generally causes a shorter range. Higher frequencies also demand more precise technology. The lower limit at around 3MHz is set by the fact, that big antennas are needed in order to get a narrow bandwidth [18]. The interval has been divided in many frequency bands called by quite randomly chosen letters (mainly in order to confuse the enemies during World War II). Each band usually has special properties that make it suitable for a certain application. For example, in the K-band (18-27GHz), water vapor is almost opaque for electromagnetic waves which makes it suitable for cloud detection, but totally useless for aircraft detection. A overview of the different bands can be seen in Table 2.1.

2.3 Radar Equation

The radar equation is a relation which is often considered to be the fundamental equation of radar. Knowing radiation power of an antenna and some variables that can be measured, the power measured at a receiving antenna can be computed. The derivation follows closely the ones that can be found in Kingsley and Quegan [15], Sullivan [16], Woodhouse [17], and Skolnik [18]. An illustration explaining the different symbols used below can be found in Figure 2.1.
Fig. 2.1: A typical bistatic radar system consists of a transmitting and a receiving antenna. An electromagnetic wave is emitted from the transmitter into the space towards an object. As the wave encounters the target, it is scattered and some of the wave is reflected and then received at the second antenna.

Assuming that a transmitting antenna has a peak power output $P_t$ and that it has a gain $G_t$ in the transmitting direction, the power flux at the distance $R_1$ in that direction is:

$$ I = \frac{P_t G_t}{4\pi R_1^2} $n

Radar cross section ($\sigma_{RCS}$ or RCS as it may be referred to) is a parameter that describes the scattering strength sensed by radar. If the target is situated at the distance $R_1$ from the radar antenna, the scattered flux density at the distance $R_2$ is:

$$ I' = \frac{I \sigma_{RCS}}{4\pi R_2^2} = \frac{P_t G_t \sigma_{RCS}}{(4\pi)^{\frac{1}{2}} R_1^2 R_2^2} $$

Assuming that the receiving antenna has an effective area of $A_e$, the received power at the antenna is:

$$ P_r = I' A_e = \frac{P_t G_t \sigma_{RCS} A_e}{(4\pi)^{\frac{1}{2}} R_1^2 R_2^2} $$ (2.1)

If a radar uses the same antenna for both transmission and reception then it is called monostatic system. Using monostatic radar system, only backward scattering can be measured. If the receiver is situated somewhere else than the transmitter, then the system is called bistatic system. In the case of a monostatic radar system, the gain is the same for both transmission and reception ($G = G_t = G_r$) and also, $R_1 = R_2 = R$. The quantity $A_e$ can be re-written as [16]:

$$ A_e = \frac{G \lambda^2}{4\pi} $$ (2.2)

and (2.1) turns into:

$$ P_r = \frac{P_t G^2 \lambda^2 \sigma_{RCS}}{(4\pi)^{\frac{3}{2}} R^4} $$ (2.3)

where $\lambda$ is the wavelength of the used wave. This is one of the most common forms of the radar equation.

In the bistatic case, (2.3) becomes:

$$ P_r = \frac{P_t G_t G_r \lambda^2 \sigma_{RCS}}{(4\pi)^{\frac{3}{2}} R_1^2 R_2^2} $$ (2.4)

2. Radar cross section is normally denoted by just $\sigma$ but in order to avoid confusion with standard deviation $\sigma$, RCS will be referred to as $\sigma_{RCS}$. 
Sullivan [16, Chap. 1] describes another form of the radar equation — namely the one that employs the *signal-to-noise* ratio (SNR) after matched filtering:

\[
SNR = \frac{E_r}{E_n},
\]

(2.5)

where \(E_r\) is the received and processed signal energy and \(E_n\) is the noise spectral density. For a pulsed radar with pulse length \(\tau\) and a loss factor \(L\), the received signal energy is

\[
E_r = \frac{P_i \tau}{LC_B},
\]

(2.6)

where \(C_B\) is a correction factor due to signal processing (equal to 1 for matched filtering), and the noise energy can be expressed as

\[
E_n = k_B T_s,
\]

(2.7)

where \(k_B\) is Boltzmann’s constant and \(T_s\) is the system temperature. Expressions (2.6) and (2.7) can be inserted into (2.5) and together with (2.3) and (2.2) they give:

\[
SNR = \frac{P_i A^2 \sigma_{RCS} \tau}{4\pi R^4 \chi^2 k_B T_s C_B L}.
\]

(2.8)

All the calculations above are carried out for a fixed direction of the incident and reflected waves (fixed positions of both antennas and the object). It should be mentioned that quantities such as \(\chi\) and \(\sigma_{RCS}\) are generally different for different angles (anisotropic). One should thus express them as:

\[
\begin{align*}
G_t &= G_t(\mathbf{k}_i), \\
G_r &= G_r(\mathbf{k}_s), \\
\sigma_{RCS} &= \sigma_{RCS}(\mathbf{k}_i, \mathbf{k}_s),
\end{align*}
\]

where \(\mathbf{k}_i\) and \(\mathbf{k}_s\) are unit vectors in the direction of the incident and scattered wave (see Figure 2.2b), respectively. For monostatic radar, \(\mathbf{k}_s = -\mathbf{k}_i\) and thus \(\sigma_{RCS} = \sigma_{RCS}(\mathbf{k}_i)\).

### 2.4 Normalized Radar Cross Section and the Scattering Coefficient

An expression for the monostatic radar cross section can be easily derived from (2.3) which gives:

\[
\sigma_{RCS} = \frac{P_i (4\pi)^3 R^4}{P_t G^2 \chi^2}.
\]

(2.9)

In the bistatic case this should be instead taken from (2.4):

\[
\sigma_{RCS} = \frac{P_i (4\pi)^3 R^4}{P_t G_t G_r \chi^2},
\]

(2.10)

where the transmitting and receiving antennas have gain \(G_t\) and \(G_r\), respectively.

In applications where extended targets are studied (as opposed to point targets), one is generally more interested in the *normalized radar cross section* \(\sigma^0\), which is the expression for \(\sigma_{RCS}\) divided by the area \(A\) over which the measurement is made. This yields:

\[
\sigma^0 = \frac{\sigma_{RCS}}{A}.
\]

The normalized radar cross section \(\sigma^0\), or the scattering coefficient as it also can be called, is often measured in decibels:

\[
\sigma^0_{dB} = 10 \cdot \log_{10} \sigma^0,
\]

which is the main quantity studied in this report.
2.5 Plane Waves, Polarization and Coordinate Systems

Incident waves can be assumed plane if the distance between the examined object and the antenna is large. In radar applications, this assumption (called far field approximation) is most often valid and widely used. The following paragraphs use the fact, that the incident radiation consists of plane waves.

The property of wave polarization describes the direction of wave oscillations. Electromagnetic plane waves propagate in a homogenous and isotropic medium as transverse waves that oscillate in a plane perpendicular to the direction of propagation. Looking at the plane of oscillations and keeping it fixed in space, the tip of the field vector can either move along a straight line (linear polarization), along an ellipse (elliptical polarization), or along a circle (circular polarization), which is a special case of elliptical polarization. Elliptical polarization can be either right- or left-handed depending on the direction of the rotation. In Figure 2.2a, four different types of polarization are shown.

Since circularly and elliptically polarized waves can be resolved into two perpendicular linearly polarized waves with a phase shift of \( \pi/2 \) radians, it is only necessary to study linear polarizations in two linearly independent directions in order to be able to cover all possible polarizations. The vector that describes polarization of the incident electric field will be called \( \mathbf{p} \). Since Maxwell’s equations are linear, electric and magnetic fields can be split into additive parts that can be manipulated separately. This way, each vector \( \mathbf{p} \) can be resolved into a linear combination of the two orthonormal vectors \( \mathbf{v}_i \) and \( \mathbf{h}_i \) representing horizontal and vertical polarization (see Figure 2.2b). This way, a study of only two polarization directions is sufficient.

In studies of scattering, the transmitter and the receiver work with either horizontal or vertical polarizations. Thus, there is a total of four modes available when studying scattering — vertical-vertical (VV), horizontal-horizontal (HH), horizontal-vertical (HV), and vertical-horizontal (VH), see Table 2.2. Studying different scattering modes is very useful due to the diversity of ways in which waves and surfaces can interact.

TABLE 2.2: Four modes for scattering studies. The incident polarization vectors have subscript \( i \) and the scattered polarization vectors have subscript \( s \). VV and HH are co-polarized (like-polarized) modes while HV and VH are cross-polarized modes.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Incident Polarization</th>
<th>Scattered Polarization</th>
</tr>
</thead>
<tbody>
<tr>
<td>VV</td>
<td>( \mathbf{p} = \mathbf{v}_i )</td>
<td>( \mathbf{q} = \mathbf{v}_s )</td>
</tr>
<tr>
<td>HH</td>
<td>( \mathbf{p} = \mathbf{h}_i )</td>
<td>( \mathbf{q} = \mathbf{h}_s )</td>
</tr>
<tr>
<td>HV</td>
<td>( \mathbf{p} = \mathbf{v}_i )</td>
<td>( \mathbf{q} = \mathbf{h}_s )</td>
</tr>
<tr>
<td>VH</td>
<td>( \mathbf{p} = \mathbf{h}_i )</td>
<td>( \mathbf{q} = \mathbf{v}_s )</td>
</tr>
</tbody>
</table>
3 PHYSICS OF SCATTERING

3.1 Surface and Volume Scattering

Scattering occurs on boundaries between two homogenous media with different electric and magnetic properties. If both media are semi-infinite and the boundary is the only discontinuity, then scattering only occurs at the boundary (surface scattering). Depending on the roughness of the surface, the angular distribution of the scattered and transmitted wave is different. If the lower medium is inhomogeneous or a mixture of different media, then an incoming wave is scattered on different levels and in different ways which is called volume scattering. Volume scattering (described briefly in Ulaby et al. [4, chap. 11]) is not dealt with in this report because it generally does not occur in the relevant surfaces.

3.2 Coherent and Incoherent Scattering

One can study scattering qualitatively by regarding two extreme cases — perfectly smooth surface and perfectly rough surface. Scattering from a perfectly smooth surface occurs in the same way as reflection from a mirror — the incoming wave is reflected in the specular direction. This kind of scattering affects the phase in a well known and predictable way and is called coherent scattering. Scattering from a Lambertian surface (a perfect diffuser) occurs in a perfectly incoherent way. All phase information is lost and the scattered field is evenly distributed over half-space (it is isotropic). See Figure 3.1, Ulaby et al. [4, chap. 11-2], and Beckmann and Spizzichino [1, chap. 5.3].

Scattering from a natural surface is a combination of coherent and diffuse components. For very rough surfaces, the diffuse component dominates. However, as a surface becomes smoother, the coherent component becomes more prominent. It is important to notice, that the roughness of the surface depends on the microwave frequency used. A surface that appears very rough in optical wavelengths may be smooth to microwaves. That is why roughness of surfaces is most often expressed in wavelength units (more about that in Section 4.3).
Fig. 4.1: In the derivation of the Rayleigh criterion, the path difference for the two different rays is computed from
the grazing angle $\psi$ and height difference $h$. The corresponding phase difference should be small in order to limit
the incoherent component of the reflected field.

4 RANDOMLY ROUGH SURFACES

In this text, scattering from randomly rough surfaces is studied from a statistical point of view. A surface is
described by only a few parameters and no deterministic surfaces are studied. Compared to numerical methods for
studies of particular surfaces (such as MM, method of moments, see Wu et al. [20, and references therein] for some
comparisons), this approach gives much shorter computational time, more general results, and it can be used in
many more fields. In order to use a statistical approach, a surface has to be described by a few parameters that will
be described below. First, however, a criterion for a smooth surface is presented. The derivation of the so-called
Rayleigh criterion follows closely Beckmann and Spizzichino [1], Ulaby et al. [4], Skolnik [18], Ishimaru [21].

4.1 Smooth Surfaces and the Rayleigh Criterion

In order to be able to talk about rough surfaces, it is needed to find a criterion, which determines whether the
examined surface is rough or smooth. If two rays are incident on the surface with height deviation $h$ at a grazing
angle $\psi$ (see Figure 4.1), then the ray that is reflected by the lower part of the surface travels an extra distance that
can be computed with simple trigonometry:

$$\Delta r = 2a = 2h \sin \psi$$

and the corresponding phase difference is:

$$\Delta \varphi = k \Delta r = \frac{4\pi h \sin \psi}{\lambda}. \quad (4.1)$$

A phase shift of $\pi$ will make the two rays interfere in such a way that they eliminate each other. By setting an
arbitrary limit less than $\pi$, for example $\pi/2$, equation (4.1) turns into

$$\Delta \varphi = \frac{4\pi h \sin \psi}{\lambda} < \pi/2 \quad (4.2)$$

and the Rayleigh criterion for a smooth surface is:

$$h < \frac{\lambda}{8 \sin \psi}. \quad (4.3)$$

Sometimes more strict limits are used instead of $\pi/2$, such as $\pi/4$ and $\pi/8$ and the factor 8 in (4.3) is replaced by 16
or 32. The factor 32 gives the strongest restriction and then the Rayleigh criterion turns into the so called Fraunhofer
criterion, see Ulaby et al. [4, chap. 11]:

$$h < \frac{\lambda}{32 \sin \psi}. \quad (4.4)$$

4.2 Statistical Description of Rough Surfaces

Natural surfaces such as terrain or sea can best be described by means of statistics [1, p. 72]. If a random process
that generates a set of random variables $Z(x, y)$ has constant mean value equal to $\mu$ and constant standard deviation
equal to $\sigma$, the probability distribution is constant in space, and its correlation function

$$\rho(x', y') \equiv \text{corr}[Z(x, y), Z(x + x', y + y')]$$

(4.5)
is independent of the space variables $x$, $y$, then it is stationary. The generated surface $Z(x, y)$ is then a representation of the process. In the following text, a random rough surface will be referred to as $Z(x, y)$ which does not mean a particular surface but only a representation of a stationary random process. In this report, only Gaussian stationary random processes are dealt with ($Z$ has Gaussian probability density function).

4.2.1 Correlation Length
The correlation length $L$ is defined for one-dimensional correlation function as [4, chap. 11]:

$$\rho(L) = \frac{1}{e}$$  \hspace{1cm} (4.6)

and it describes the typical minimal distance between two points, which can be assumed uncorrelated. For two-dimensional surfaces that have the same properties in both $x$- and $y$-directions, the correlation function can be written as a function of the radial distance:

$$\rho(\xi) = \rho(\sqrt{x^2 + y^2}),$$  \hspace{1cm} (4.7)

and $L$ is now the radial distance to the closest point where the correlation function is $\frac{1}{e}$.

In Figure 4.2 three surfaces with constant $\sigma$ but different $L$ are plotted. Often, one could think that a high value of $\sigma$ creates a rough surface and vice versa. As it can be seen, neither of the two parameters is on its own sufficient to describe whether a surface is smooth or rough. A surface with very high $\sigma$ can be locally smooth if the correlation length $L$ is high, as in Figure 4.2a. On the other hand, if a surface has short correlation length, even a small magnitude of $\sigma$ will create a locally very rough surface. As a conclusion, one can say that $L$ describes the surface variation in $x$-$y$-direction while $\sigma$ describes the variation of the elevation of the surface. See also Beckmann and Spizzichino [1, chap. 5.3] and Ogilvy [2].

4.2.2 Some Common Correlation Functions
Two correlation functions are commonly used: Gaussian and exponential. Using a well defined correlation function, expectation values that show up in the derivations of the models (presented in the following sections) can be computed explicitly, which gives easier expressions. Here follows a short description of these functions as presented in Fung [22, app. 2B] for the one-dimensional case.

The Gaussian (normal) correlation function has an expression with only one parameter $L$:

$$\rho_G(\xi) = \exp \left( -\frac{\xi^2}{L^2} \right)$$  \hspace{1cm} (4.8)

and its $n$th power Fourier transform is:

$$W_G^{(n)}(K) = \int_0^\infty \rho^n(\xi)J_n(K\xi)\xi d\xi = \frac{L^2}{2n}\exp \left[ -\left( \frac{KL}{2} \right)^2 \right]$$  \hspace{1cm} (4.9)

The exponential correlation function has the following expression:

$$\rho_E(\xi) = \exp \left( -\frac{|\xi|}{L} \right).$$  \hspace{1cm} (4.10)

This function is obviously not differentiable in the origin, which is an undesired property. Most often, the exponential function is replaced with a similar function that is differentiable in the origin. One such function is:

$$\rho_{E1}(\xi) = \exp \left[ -\frac{|\xi|}{L} + \frac{|\xi|}{L} \exp \left( -\frac{|\xi|}{d} \right) \right].$$  \hspace{1cm} (4.11)

Close to the origin, $\rho_{E1} \approx \rho_{E0}$ but it is still differentiable. Other well-defined or generalized functions may be used as well. Exponential correlation functions are often used in practice since they in many cases represent the natural behavior of surfaces in a very realistic way. There are some other versions of this function presented in Fung [22, app. 2B] that will be omitted here.

The $n$th power roughness (Fourier) spectrum of the exponential correlation function (4.10) is:

$$W_E^{(n)}(K) = \left( \frac{L}{n} \right)^2 \left[ 1 + \left( \frac{KL}{n} \right)^2 \right]^{-3/2}.$$  \hspace{1cm} (4.12)
4.3 Normalized Roughness Parameters

Since surface parameters $\sigma$ and $L$ need always to be considered in relation to the frequency $\nu$ of the used wave, it is common to use their normalized values, which are found by a multiplication with the wave number $k$:

- Normalized correlation length:
  $$kL = \frac{2\pi\nu L}{c} = \frac{2\pi L}{\lambda}. \tag{4.13}$$

- Normalized standard deviation:
  $$k\sigma = \frac{2\pi\nu \sigma}{c} = \frac{2\pi\sigma}{\lambda}. \tag{4.14}$$
Fig. 5.1: Approximate validity regions for Small Perturbation Model (SPM), Geometrical Optics (GO), and Physical Optics (PO) according to Ulaby et al. [4], Koudogbo et al. [24], and Rees [25]. Validity for GO is limited by rules R2, R3 and/or R7. Rule R7 is a function of the two angles \( \theta_1, \theta_2 \), and lines for some combinations of these angles are drawn in the figure. PO is limited by R3 and R5. SPM is limited by R1 and R4. In Thorsos [23] some extra limitations for SPM have been presented. These limitations restrict the use of SPM for \( k \sigma \)-combinations due to a disagreement with numerical Monte Carlo simulations presented in that article. It is very important to notice that validity regions presented above are very rough and should be considered as guidelines rather than rules.

5 BASIC MODELS FOR ELECTROMAGNETIC SIMULATION OF SCATTERING

There are two well-established methods for electromagnetic simulation of radar scattering from randomly rough surfaces — the Kirchhoff Method (KM) based on the high-frequency assumption and tangential plane approximation, and the Small Perturbation Method (SPM) based on Taylor expansion around small values of \( k \sigma \) (low frequencies). These two methods have different validity regions that for most cases do not overlap (see Figure 5.1). Roughly, one can say that SPM can be used when surfaces with small height variations and moderate correlation lengths are studied, while KM can be used for surfaces that can be assumed locally smooth.

5.1 Kirchhoff Model

The Kirchhoff Model is based on the assumption that the wavelength of the incident wave is much shorter than the horizontal variations of the surface, and that the so-called radius of curvature (the ratio \( \frac{1}{\kappa} \), see [4, p. 1012-1013]) is sufficiently large so that the surface undulates gently and it can be seen as locally smooth (see Figure 5.1). This makes it possible to consider scattering of the incident wave as if it happened from an infinite tangent plane. This way, the problem can be regarded as a plane-boundary reflection problem, which simplifies both the mathematics and physics of the task.

5.1.1 Tangential Plane Approximation

The derivation of the Kirchhoff Model described in Ulaby et al. [4, chap. 12-4] originates in the so-called Stratton-Chu integral:

\[
E' = K k_s \times \int \left[ n_1 \times E - \eta_1 k_s \times (n_1 \times H) \right] e^{i k_s} dS, \tag{5.1}
\]
Fig. 5.2: The geometry and nomenclature used in the whole Section 5 are presented above. For IEM derivation, the nomenclature is the same except that $\phi_s$ is set to zero for simpler expressions.

where

$$K = \frac{-jk_1 e^{-jk_1 R}}{4\pi R}.$$  

$R$ is the distance from the center of the illuminated area to the point of observation, $n_1$ is the normal to the surface in medium 1, $E'$ is the scattered electric field, $E$ and $H$ are the total electric and magnetic fields in medium 1, and $k_s = k_1 k_s$ is the scattered wave vector in medium 1 (see Figure 5.2). Expression (5.1) states that the scattered field at any point within $S$ and in the upper medium can be expressed in terms of tangential surface fields, provided that $S$ is closed and source free (the derivation of this integral is provided in Appendix B). Using the incident field expression:

$$E^i = \mathbf{p} E_0 e^{-jk_1 k_1 \mathbf{r}},$$  

(5.2)

where $\mathbf{p}$ is a unit polarization vector and $k_1$ is the incident wave vector in medium 1, both incident and reflected fields can be re-written as sums of corresponding horizontally and vertically polarized components in the following way:

$$E^i = E^i_{\parallel} + E^i_{\perp}$$  

(5.3)

(similar for $E''$ and both $H$-fields). Using the tangential plane approximation discussed above, the total field in medium 1 is a sum of the incident and reflected fields just above the boundary ($E'$ and $E''$, respectively), and the perpendicularly polarized electric tangential surface field can be written as:

$$n_1 \times E_{\perp} = n_1 \times (E^i_{\parallel} + E^i_{\perp}) = n_1 \times E^i_{\parallel} (1 + R_{\perp})$$  

(5.4)

hence removing $E''$ from this expression. $R_{\perp}$ is the Fresnel reflection coefficient (see (C5) and (C6)). Following the same procedure for the parallel polarization of the electric field and both magnetic field polarizations [4, pp. 928-929], the following expressions for tangential fields in medium 1 can be found:

$$n_1 \times E = \left[ (1 + R_{\perp}) (\mathbf{p} \cdot \mathbf{t}) n_1 \times \mathbf{t} - (1 - R_{\parallel}) (n_1 \cdot \mathbf{k}_i) (\mathbf{p} \cdot \mathbf{d}) \mathbf{t} \right] E_0 e^{-jk_1 k_1 \mathbf{r}},$$  

(5.5)

$$n_1 \times H = -\frac{1}{\eta_1} \left[ (1 + R_{\perp}) (\mathbf{p} \cdot \mathbf{d}) n_1 \times \mathbf{t} + (1 - R_{\parallel}) (n_1 \cdot \mathbf{k}_i) (\mathbf{p} \cdot \mathbf{t}) \mathbf{t} \right] E_0 e^{-jk_1 k_1 \mathbf{r}},$$  

(5.6)
where
\[ t = \frac{k_i \times n_i}{|k_i \times n_i|} \quad \text{and} \quad d = k_i \times t \]
create together with \( k_i \) a locally suitable, orthonormal coordinate system.

Unfortunately, an analytic solution of the Stratton-Chu integral (5.1) even with the tangential plane approximation that leads to expressions (5.5)-(5.6) has not been found. Instead, some further simplifications have to be done. For large values of \( k\sigma \), stationary phase approximation is usually made, which leads to the so-called Geometrical Optics model (GO). If the mean value of the slope of the surface is small, the scalar approximation can be used. The scalar approximation leads to PO, Physical Optics model.

### 5.1.2 Stationary Phase Approximation and Geometric Optics

The phase of (5.1) after (5.5) and (5.6) have been substituted is:

\[ Q = jk_1 (\mathbf{k}_s - \mathbf{k}_i) \cdot \mathbf{r}. \]  

(5.7)

In the stationary phase approximation, all scattering in a particular direction is assumed only to originate from specular points. In other words, the phase \( Q \) is assumed to be constant in the neighborhood of the studied point \((x, y)\), that is:

\[ \frac{\partial Q}{\partial x} = \frac{\partial Q}{\partial y} = 0. \]  

(5.8)

Using

\[
\begin{align*}
\mathbf{k}_s &= \sin \theta_s \cos \phi_s \mathbf{i} + \sin \theta_s \sin \phi_s \mathbf{j} + \cos \theta_s \mathbf{k} \\
\mathbf{k}_i &= \sin \theta_i \cos \phi_i \mathbf{i} + \sin \theta_i \sin \phi_i \mathbf{j} + \cos \theta_i \mathbf{k} \\
q_x &= k_1 (\sin \theta_s \cos \phi_s - \sin \theta_i \cos \phi_i) \\
q_y &= k_1 (\sin \theta_s \sin \phi_s - \sin \theta_i \sin \phi_i) \\
q_z &= k_1 (\cos \theta_s + \cos \theta_i)
\end{align*}
\]

(where the angles are defined in Figure 5.2) in (5.7) together with (5.8) gives:

\[
\begin{align*}
\frac{\partial Q}{\partial x} &= \frac{\partial}{\partial x}(q_xx + q_yy + q zz) = q_x + q_z \frac{\partial q_z}{\partial x} = 0 \\
\frac{\partial}{\partial x} &= \frac{q_x}{q_z}, \\
\frac{\partial Q}{\partial y} &= \frac{\partial}{\partial y}(q_xx + q_yy + q zz) = q_y + q_z \frac{\partial q_z}{\partial y} = 0 \\
\frac{\partial z}{\partial y} &= \frac{q_y}{q_z}
\end{align*}
\]

(5.9)

(5.10)

which eliminates the dependence of \( n_1 \times \mathbf{E} \) and \( n_1 \times \mathbf{H} \) of the surface derivatives. The Stratton-Chu integral (5.1) can now be re-written as:

\[
\mathbf{E}^s = \mathbf{K} \mathbf{k}_s \times (n_1 \times \mathbf{E} - \eta_1 \mathbf{k}_i \times (n_1 \times \mathbf{H})) \int \exp [jk_1 (\mathbf{k}_s - \mathbf{k}_i) \cdot \mathbf{r}] dS. \]  

(5.11)

The normalized radar cross section for the four different polarization modes can be computed using (5.11) together with

\[
\sigma^0_{pq} = \frac{4\pi R^2 \text{Re} \left\{ \left\langle |\mathbf{E}^s_{pq} \rangle^2 / \eta_s^2 \right\rangle \right\}}{A_0 \text{Re} \left\{ \left\langle |\mathbf{F}_0 \rangle^2 / \eta_t^2 \right\rangle \right\}}. \]  

(5.12)

In order to be able to compute the averages \( \left\langle \mathbf{s} \right\rangle \), an assumption about the correlation function has to be made.

Assuming Gaussian correlation function, the radar cross section can be computed according to Ulaby et al. [4, chap. 12-4] and it becomes:

\[
\sigma_{pq} = \left( \frac{k_1 |F_{pq}|^2}{2q_2^2 \sigma^2 \rho''(0)} \right) \exp \left[ -\frac{q_x^2 + q_y^2}{2q_2^2 \sigma^2 \rho''(0)} \right]. \]  

(5.13)

where \( F_{pq} \) can be found in (C1)-(C4) and \( \rho''(0) \) is the second derivative of the correlation function at the origin \( (\rho''(0) = \sqrt{2}/L \) for Gaussian correlation function).
5.1.3 Scalar Approximation and Physical Optics

Using stationary phase approximation, only non-coherent scattering is taken into consideration. However, if a surface has small slopes, scattering occurs also in the coherent way and scalar approximation has to be used. According to Ulaby et al. [4, p. 937], this approximation implies that:

1) all slope terms in the local coordinate unit vectors \( \mathbf{t} \) and \( \mathbf{d} \) can be omitted
2) the local surface normal \( \mathbf{n} \) can be expressed as
\[
\mathbf{n} \approx -\mathbf{x} Z_x - \mathbf{y} Z_y + \mathbf{z},
\]
where \( Z_{x,y} \) are local surface slopes in \( x \)- and \( y \)-directions.

Using these facts, the Stratton-Chu integral (5.1) can now be re-written into a scalar form:
\[
E_{pq}^s = KE_0 \int U_{pq} \exp \left( jk_1 (\mathbf{k}_s - \mathbf{k}_i) \cdot \mathbf{r} \right) dS,
\]
where \( U_{pq} \) can all be written in the following way:
\[
U_{pq} = a_0 + a_1 Z_x + a_2 Z_y,
\]
where \( a_{1,2,3} \) are coefficients dependent of polarization (the exact expression for \( U_{pq} \) can be found in Ulaby et al. [4, App. 12C]).

In order to find the ensemble average \( \langle |\mathbf{E}^s|^2 \rangle \), the following expression is needed:
\[
I = \int \int \langle |U_{pq}^s|^2 \exp \left( jk_1 (\mathbf{n}_s - \mathbf{n}_i) \cdot (\mathbf{r} - \mathbf{r}') \right) \rangle dS dS'
\]

Using a Taylor expansion of the exponential term. The scattering coefficient can be found after some tedious transformations has been performed [4, pp. 938-941]. It consists of a sum of three terms:
\[
\sigma_{pq}^0 = \sigma_{pqc}^0 + \sigma_{pqn}^0 + \sigma_{pqe}^0,
\]
where
\[
\sigma_{pqc}^0 = \pi k_1^2 |\mathbf{p}_0|^2 \delta(q_x) \delta(q_y) e^{-\varphi_s^2} \]
is the coherent term with \( \delta(x) \) being the Dirac delta function,
\[
\sigma_{pqn}^0 = \frac{k_1^2 |\mathbf{p}_0|^2}{4\pi} \exp(-\varphi_s^2) \sum_{n=1}^{\infty} \frac{(q_x^2 q_y^2)^n}{n!} \int_{R^2} \rho^n \exp(j q_x u + j q_y v) \, dudv
\]
is the non-coherent term, and
\[
\sigma_{pqe}^0 = -\frac{jk_1^2 \sigma_s}{2\pi} e^{-\varphi_s^2} \sum_{n=0}^{\infty} \frac{(q_x^2 q_y^2)^n}{n!} \int_{R^2} \text{Re} \left[ a_0 \left( a_1^* \frac{\partial}{\partial u} + a_2^* \frac{\partial}{\partial v} \right) \right] \rho^n e^{ju v + ju v} \, dudv.
\]
is a term due to surface slopes. This expression can be further simplified if surface correlation function is known.

In this project, a version of Physical Optics presented in de Roo [26], de Roo and Ulaby [27] is implemented. Compared to the model presented in Ulaby et al. [4], this model has some extra terms that have earlier been omitted and it generally gives better results.
5.2 First Order Small Perturbation Model

Small perturbation model (SPM) can be used in cases when the surface correlation length and its standard deviation are smaller than the wavelength. The validity regions presented in Figure 5.1 are not precise, although they may give an idea of when SPM may be applicable. The derivation of SPM is presented in Ulaby et al. [4, chap. 12-5] and here, it is only recapitulated.

The total field in medium 1 and medium 2 (primed) can be written as:

\[
E = E_x \hat{x} + E_y \hat{y} + E_z \hat{z} \tag{5.22}
\]
\[
E' = E'_x \hat{x} + E'_y \hat{y} + E'_z \hat{z} \tag{5.23}
\]

where

\[
E_x = \frac{1}{2\pi} \iint_{R^2} U_x(k_x, k_y) \exp(jk_x x + jk_y y - jk_z z) \, dk_x \, dk_y \tag{5.24}
\]
\[
E'_x = \frac{1}{2\pi} \iint_{R^2} D_x(k_x, k_y) \exp(jk_x x + jk_y y + jk'_z z) \, dk_x \, dk_y \tag{5.25}
\]

and

\[
E_z = \frac{1}{2\pi} \iint_{R^2} U_z(k_x, k_y) \exp(jk_x x + jk_y y - jk_z z) \, dk_x \, dk_y \tag{5.26}
\]
\[
E'_z = \frac{1}{2\pi} \iint_{R^2} D_z(k_x, k_y) \exp(jk_x x + jk_y y + jk'_z z) \, dk_x \, dk_y \tag{5.27}
\]

consist of only an incoherent part, and

\[
E_y = \frac{1}{2\pi} \iint_{R^2} U_y(k_x, k_y) \exp(jk_x x + jk_y y - jk_z z) \, dk_x \, dk_y + e^{-jk_x \sin \theta_1 (e^{jk_x \cos \theta_1} + R \, e^{-jk_x \cos \theta_1}}. \tag{5.28}
\]
\[
E'_y = \frac{1}{2\pi} \iint_{R^2} D_y(k_x, k_y) \exp(jk_x x + jk_y y + jk'_z z) \, dk_x \, dk_y + (1 + R' \, e^{-jk'_x \sin \theta_1 \cos \theta_1} \tag{5.29}
\]

that also has a coherent part that originates from the incident wave together with the specularly reflected/transmitted wave. \( U_{x,y,z}(k_x, k_y) \) and \( D_{x,y,z}(k_x, k_y) \) are unknown field amplitudes in medium 1 and medium 2 that can be found using boundary conditions and divergence relations for electromagnetic fields as described in Ulaby et al. [4, p. 952] but omitted here.

Expression (5.24) can now be re-written using Taylor expansion of \( e^{-jk_z z} \) for small \( k_z z \). Moreover, \( U_x \) can be expanded in a perturbation series \( U_x = U_{x1} + U_{x2} + \ldots \):

\[
E_x = \frac{1}{2\pi} \iint_{R^2} (U_{x1} + U_{x2} + \ldots)(1 - jk_z z - \ldots) \exp(jk_x x + jk_y y) \, dk_x \, dk_y \tag{5.30}
\]

and likewise for (5.25):

\[
E'_x = \frac{1}{2\pi} \iint_{R^2} (D_{x1} + D_{x2} + \ldots)(1 + jk'_z z - \ldots) \exp(jk_x x + jk_y y) \, dk_x \, dk_y \tag{5.31}
\]

where the expansions have been done up to second order. After some further mathematical transformations [4, pp. 953-955], fields \( U_{x1} \) and \( U_{y1} \) are found and presented explicitly and all other unknown fields in the integrands of (5.30)-(5.31) can be found using these fields.

In order to find explicit expressions for \( E_x \) and the other fields after the integration in (5.30)-(5.31), unit polarization vectors have to be chosen wisely. Some rather simple mathematical transformations in Ulaby et al. [4, pp. 956-960] lead to a final expression for the scattering coefficient \( \sigma_{pq}^0 \) in the upper medium:

\[
\sigma_{pq}^0 = 8k^2\sigma \cos \theta_i \cos \theta_c \sigma_{pq} W(k_x + k \sin \theta, k_y). \tag{5.32}
\]
where $\alpha_{pq}$ can be found in (C27)-(C30) and

$$W(k_x, k_y) = \frac{1}{2\pi} \int_{R^2} \rho(u, v) \exp[-jk_xu - jk_yv] \, du \, dv$$

is a Fourier transform of the surface correlation function. This model is the first order Small Perturbation Model. Higher order models are available but their expressions are much more complicated.
6 INTEGRAL EQUATION MODEL

Integral Equation Model (IEM) was first introduced year 1992 by Fung, Li, and Chen [9]. It was the first method that tried to bridge the gap between KM and SPM that has been described in Section 5. The method is based on KM but has also an additional term that takes over in places where KM is not valid. The original IEM was built on several assumptions and simplifications that have been gradually reviewed and partially removed.

In this section, the derivation of the original IEM will be presented in detail as in Fung et al. [9] and Fung [22, chap. 4]. Thereafter, differences between the newer models and IEM will be presented in Section 7 and the latest version of IEM will be implemented and used for the scattering studies presented in Section 9.

6.1 Plane Waves

Assume that a plane wave with frequency $\nu$ propagates through a homogenous medium 1 (with dielectric permittivity $\varepsilon_1$ and magnetic permeability $\mu_1$) in a direction described by a unit vector $\mathbf{k}_i$. The wave number is then $k_1 = 2\pi\sqrt{-\varepsilon_1\mu_1}$ and the wave vector is $\mathbf{k}_i = k_1\mathbf{k}_i$. The polarization of the wave is described by the polarization unit vector $\mathbf{p}$. The electric and magnetic fields are then:

$$\mathbf{E}_i = p\mathbf{E}_0 e^{-j(k_i \cdot r)}$$

$$\mathbf{H}_i = k_i \times \mathbf{E}_i/\eta_1$$  \hspace{1cm} (6.1)

where $\eta_1$ is the intrinsic impedance of medium 1. In both (6.1) and (6.2) a time factor $e^{j\omega t}$ is understood.

The tangential surface fields in medium 1 can be written in the following way [4, 10, 22]:

$$\mathbf{n}_1 \times \mathbf{E}^i = 2\mathbf{n}_1 \times \mathbf{E}^i - \frac{2}{4\pi} \mathbf{n}_1 \times \int \mathcal{E}^i \, ds'$$  \hspace{1cm} (6.3)

$$\mathbf{n}_1 \times \mathbf{H}^i = 2\mathbf{n}_1 \times \mathbf{H}^i + \frac{2}{4\pi} \mathbf{n}_1 \times \int \mathcal{H}^i \, ds'$$  \hspace{1cm} (6.4)

and in medium 2 as:

$$\mathbf{n}_2 \times \mathbf{E}' = -\frac{2}{4\pi} \mathbf{n}_2 \times \int \mathcal{E}' \, ds'$$  \hspace{1cm} (6.5)

$$\mathbf{n}_2 \times \mathbf{H}' = \frac{2}{4\pi} \mathbf{n}_2 \times \int \mathcal{H}' \, ds'$$  \hspace{1cm} (6.6)

where

$$\mathcal{E}^i = jk_1\mu_1 \left( \mathbf{n}' \times \mathbf{H}' \right) \chi_i - \left( \mathbf{n}' \times \mathbf{E}' \right) \times \nabla' \chi_i - \left( \mathbf{n}' \cdot \mathbf{E}' \right) \nabla' \chi_i$$  \hspace{1cm} (6.7)

$$\mathcal{H}^i = \frac{jk_i}{\eta_1} \left( \mathbf{n}' \times \mathbf{E}' \right) \chi_i + \left( \mathbf{n}' \times \mathbf{H}' \right) \times \nabla' \chi_i + \left( \mathbf{n}' \cdot \mathbf{H}' \right) \nabla' \chi_i$$  \hspace{1cm} (6.8)

$$\mathcal{E}' = -jk_1\mu_1 \left( \mathbf{n} \times \mathbf{H} \right) \chi_i + \left( \mathbf{n} \times \mathbf{E} \right) \times \nabla \chi_i + \left( \mathbf{n} \cdot \mathbf{E} \right) \nabla \chi_i \left( 1/\varepsilon_1 \right)$$  \hspace{1cm} (6.9)

$$\mathcal{H}' = -\frac{jk_i}{\eta_1} \left( \mathbf{n} \times \mathbf{E} \right) \chi_i - \left( \mathbf{n} \times \mathbf{H} \right) \times \nabla \chi_i - \left( \mathbf{n} \cdot \mathbf{H} \right) \nabla \chi_i \left( 1/\mu_1 \right)$$  \hspace{1cm} (6.10)
where $\varepsilon_r = \varepsilon_2 / \varepsilon_1$, $\mu_r = \mu_2 / \mu_1$, $k_2 = k_1\sqrt{\varepsilon_r \mu_r} = 2\pi \nu \sqrt{\varepsilon_2 \mu_2}$, $\eta_1 = \sqrt{\mu_1 / \varepsilon_1}$, $\eta_2 = \sqrt{\mu_2 / \varepsilon_2}$, and $\chi_{i, t}$ are Green functions as described in Appendix A (functions that solve the wave equation). Note that the primed versions of vectors and the operator $\nabla$ indicate that they are expressed inside the integral. Also note, that

$$\mathbf{n} \equiv \mathbf{n}_1 = -\mathbf{n}_2$$

(likewise for the primed version) and thus from now on, only $\mathbf{n}$ will be used. The fields for medium 2 are found using fields for medium 1 and boundary conditions for electric and magnetic fields found in Kraus and Carver [28].

### 6.2 Kirchhoff Fields and Complementary Fields

The Integral Equation Model originates from the Kirchhoff Model with an extra complementary term. This way, the expression for total tangential field can be written as a sum of an expression for the Kirchhoff field and the complementary field:

$$\mathbf{n} \times \mathbf{E} = (\mathbf{n} \times \mathbf{E})_k + (\mathbf{n} \times \mathbf{E})_c, \quad (6.11)$$

$$\mathbf{n} \times \mathbf{H} = (\mathbf{n} \times \mathbf{H})_k + (\mathbf{n} \times \mathbf{H})_c. \quad (6.12)$$

Since the first term on the right hand side of (6.11) and (6.12) comes from the Kirchhoff approximation, one can re-write it as:

$$(\mathbf{n} \times \mathbf{E})_k = \mathbf{n} \times (\mathbf{E}^i + \mathbf{E}^r), \quad (6.13)$$

$$(\mathbf{n} \times \mathbf{H})_k = \mathbf{n} \times (\mathbf{H}^i + \mathbf{H}^r), \quad (6.14)$$

where the superscript $r$ stands for the reflected fields. The complementary electric and magnetic fields are found from (6.3), (6.4), and (6.11)-(6.14):

$$\mathbf{n} \times (\mathbf{E})_c = \mathbf{n} \times (\mathbf{E}^i - \mathbf{E}^r) - \frac{2}{4\pi} \mathbf{n} \times \int \mathbf{E}^i \, d\mathbf{s'}, \quad (6.15)$$

$$\mathbf{n} \times (\mathbf{H})_c = \mathbf{n} \times (\mathbf{H}^i - \mathbf{H}^r) + \frac{2}{4\pi} \mathbf{n} \times \int \mathbf{H}^i \, d\mathbf{s'}. \quad (6.16)$$

Now, the expressions for the reflected fields in (6.13) and (6.14) should be expressed as a function of the incident fields. For this, the Fresnel reflection coefficients are used.

### 6.3 Tangential Fields Expressed in the Local Vectors $\mathbf{t}$ and $\mathbf{d}$

The reflected field and the incident field can be related to each other through Fresnel coefficients:

$$R_\parallel = \frac{\varepsilon_r \cos \vartheta - \sqrt{\mu_r \varepsilon_r - \sin^2 \vartheta}}{\varepsilon_r \cos \vartheta + \sqrt{\mu_r \varepsilon_r - \sin^2 \vartheta}}, \quad (6.17)$$

$$R_\perp = \frac{\mu_r \cos \vartheta - \sqrt{\mu_r \varepsilon_r - \sin^2 \vartheta}}{\mu_r \cos \vartheta + \sqrt{\mu_r \varepsilon_r - \sin^2 \vartheta}}, \quad (6.18)$$

where $\vartheta$ is the local incidence angle (see Section 7.3 to see how it is chosen). In order to be able to use the Fresnel reflection coefficients, the fields in (6.13) and (6.14) should be divided into parallel and perpendicular components. Using the following orthogonal set of unit vectors (recall from Kirchhoff Model derivation in Section 5.1):

$$\mathbf{t} = \frac{\mathbf{k}_1 \times \mathbf{n}}{\mathbf{k}_1 \times \mathbf{n}}, \quad \mathbf{d} = \mathbf{k}_1 \times \mathbf{t}, \quad \text{and} \quad \mathbf{k}_1 = \mathbf{t} \times \mathbf{d}$$

one can re-write $\mathbf{E}^i = \mathbf{p}E^i$ and $\mathbf{H}^i = \mathbf{k}_1 \times \mathbf{E}^i / \eta$ (where $E^i = |\mathbf{E}^i| = E_0 e^{-j\mathbf{k}_1 \cdot \mathbf{x}}$) as:

$$\mathbf{E}^i = \mathbf{E}^i_\perp + \mathbf{E}^i_\parallel = (\mathbf{p} \cdot \mathbf{t}) \mathbf{t} E^i + (\mathbf{p} \cdot \mathbf{d}) \mathbf{d} E^i, \quad (6.19)$$

$$\mathbf{H}^i = \mathbf{H}^i_\perp + \mathbf{H}^i_\parallel = [ (\mathbf{p} \cdot \mathbf{t}) \mathbf{d} E^i + (\mathbf{p} \cdot \mathbf{d}) \mathbf{t} E^i ] / \eta. \quad (6.20)$$

The Fresnel coefficients can now be used in (6.13) and (6.14) and the following equations are derived after some mathematical transformations [22, p. 168]:

$$\mathbf{n} \times (\mathbf{E}^i)_k = (1 + R_\parallel (\mathbf{p} \cdot \mathbf{t}) \mathbf{n} \times \mathbf{t} E^i), \quad (6.21)$$

$$\mathbf{n} \times (\mathbf{E}^i)_k = (1 - R_\parallel (\mathbf{p} \cdot \mathbf{d}) \mathbf{n} \times \mathbf{d} E^i). \quad (6.22)$$
and similar for $\mathbf{H}$-fields.

After (6.19)-(6.22) have been used, the Kirchhoff tangential fields (6.13) and (6.14) can be expressed as a linear combination of two components in the tangential plane spanned by the two unit vectors $\mathbf{t}$ and $\mathbf{n} \times \mathbf{t}$:

$$
(\mathbf{n} \times \mathbf{E})_k = \mathbf{n} \times \left[ (1 - R_{||}) (\mathbf{p} \cdot \mathbf{d}) \mathbf{d} + (1 + R_{\perp}) (\mathbf{p} \cdot \mathbf{t}) \mathbf{t} \right] E^i = \left(1 - R_{||} \right) (\mathbf{p} \cdot \mathbf{d}) (\mathbf{n} \times \mathbf{t}) E^i (6.23)
$$

and

$$
(\mathbf{n} \times \mathbf{H})_k = \frac{1}{\eta} \mathbf{n} \times \left[ (1 - R_{\perp}) (\mathbf{p} \cdot \mathbf{t}) \mathbf{d} - (1 + R_{||}) (\mathbf{p} \cdot \mathbf{d}) \mathbf{t} \right] E^i = \left(1 - R_{\perp} \right) (\mathbf{p} \cdot \mathbf{t}) (\mathbf{n} \times \mathbf{d}) E^i (6.24)
$$

The next step is to express the complementary fields in a similar way. Both terms on the right-hand side of (6.3) and (6.4) should be expressed in the integral form. By adding (6.3) and (6.4) to (6.5) and (6.6), respectively, and after applying boundary conditions, the following relations are found:

$$
\mathbf{n} \times \mathbf{E}^i = \frac{1}{4\pi} \mathbf{n} \times \int (\mathcal{E}^i - \mathcal{E}'^i) \, ds', \quad (6.27)
$$

$$
\mathbf{n} \times \mathbf{H}^i = -\frac{1}{4\pi} \mathbf{n} \times \int (\mathcal{H}^i - \mathcal{H}'^i) \, ds'. \quad (6.28)
$$

In terms of unit vectors $\mathbf{t}$ and $\mathbf{n} \times \mathbf{t}$, the left-hand side of (6.27) becomes

$$
\mathbf{n} \times \mathbf{E}^i = (\mathbf{p} \cdot \mathbf{t}) \mathbf{n} \times \mathbf{t} E^i - (\mathbf{n} \cdot \mathbf{k}_i) (\mathbf{p} \cdot \mathbf{d}) \mathbf{t} E^i \quad (6.29)
$$

while the right-hand side becomes:

$$
\frac{1}{4\pi} \mathbf{n} \times \int (\mathcal{E}^i - \mathcal{E}'^i) \, ds' = \frac{1}{4\pi} \mathbf{n} \times \mathbf{t} \left[ (\mathbf{n} \times \mathbf{t}) \cdot (\mathbf{n} \times \int (\mathcal{E}^i - \mathcal{E}'^i) \, ds') \right] + \frac{1}{4\pi} \mathbf{t} \cdot \mathbf{n} \times \int (\mathcal{E}^i - \mathcal{E}'^i) \, ds'. \quad (6.30)
$$

Since (6.29) and (6.30) are equal, the corresponding vector components are equal and thus:

$$
(\mathbf{p} \cdot \mathbf{t}) E^i = \frac{1}{4\pi} (\mathbf{n} \times \mathbf{t}) \cdot (\mathbf{n} \times \int (\mathcal{E}^i - \mathcal{E}'^i) \, ds'), \quad (6.31)
$$

$$
(\mathbf{n} \cdot \mathbf{k}_i) (\mathbf{p} \cdot \mathbf{d}) E^i = -\frac{1}{4\pi} \mathbf{t} \cdot \mathbf{n} \times \int (\mathcal{E}^i - \mathcal{E}'^i) \, ds', \quad (6.32)
$$

and correspondingly for (6.28).

In the similar way as in (6.27) and (6.28), the differences between the incident and reflected tangential surface fields found in (6.15) and (6.16) can be expressed as integrals:

$$
\mathbf{n} \times (\mathcal{E}^i - \mathcal{E}'^i) = \frac{1}{4\pi} (1 - R_{\perp}) \mathbf{n} \times \mathbf{t} \cdot \left( \mathbf{n} \times \int (\mathcal{E}^i - \mathcal{E}'^i) \, ds' \right) \mathbf{n} \times \mathbf{t} + \frac{1}{4\pi} (1 + R_{\perp}) \mathbf{t} \cdot \left( \mathbf{n} \times \int (\mathcal{E}^i - \mathcal{E}'^i) \, ds' \right) \mathbf{t}, \quad (6.33)
$$

$$
\mathbf{n} \times (\mathcal{H}^i - \mathcal{H}'^i) = -\frac{1}{4\pi} (1 - R_{||}) \mathbf{n} \times \mathbf{t} \cdot \left( \mathbf{n} \times \int (\mathcal{H}^i - \mathcal{H}'^i) \, ds' \right) \mathbf{n} \times \mathbf{t} + \frac{1}{4\pi} (1 + R_{\perp}) \mathbf{t} \cdot \left( \mathbf{n} \times \int (\mathcal{H}^i - \mathcal{H}'^i) \, ds' \right) \mathbf{t}. \quad (6.34)
$$

This way, both parts of the right-hand side of (6.15) and (6.16) can be expressed as a linear combination of vectors $\mathbf{t}$ and $\mathbf{n} \times \mathbf{t}$:

$$
(\mathbf{n} \times \mathbf{E})_c = -\frac{1}{4\pi} (\mathbf{n} \times \mathbf{t}) \cdot \left( \mathbf{n} \times \int [(1 + R_{\perp}) \mathcal{E}^i + (1 - R_{\perp}) \mathcal{E}'^i] \, ds' \right) \mathbf{n} \times \mathbf{t} + \frac{1}{4\pi} \mathbf{t} \cdot \left( \mathbf{n} \times \int [(1 - R_{||}) \mathcal{E}^i + (1 + R_{||}) \mathcal{E}'^i] \, ds' \right) \mathbf{t}, \quad (6.35)
$$

$$
(\mathbf{n} \times \mathbf{H})_c = \frac{1}{4\pi} (\mathbf{n} \times \mathbf{t}) \cdot \left( \mathbf{n} \times \int [(1 + R_{||}) \mathcal{H}^i + (1 - R_{||}) \mathcal{H}'^i] \, ds' \right) \mathbf{n} \times \mathbf{t} + \frac{1}{4\pi} \mathbf{t} \cdot \left( \mathbf{n} \times \int [(1 - R_{\perp}) \mathcal{H}^i + (1 + R_{\perp}) \mathcal{H}'^i] \, ds' \right) \mathbf{t}. \quad (6.36)
$$
This, combined with (6.23) and (6.25) gives us an expression for the total tangential surface fields expressed in local coordinates \( \mathbf{t} \) and \( \mathbf{n} \times \mathbf{t} \), the Fresnel reflection coefficients \( R_{\perp} \) and \( R_{\parallel} \), and the incident fields:

\[
\mathbf{n} \times \mathbf{E} = -\left[(1 - R_{\parallel}) (\mathbf{p} \cdot \mathbf{t}) + (1 + R_{\perp}) (\mathbf{p} \cdot \mathbf{n}) \mathbf{n} \times \mathbf{t}\right] E^i + \\
-\frac{1}{4\pi} (\mathbf{n} \times \mathbf{t}) \cdot \left( \mathbf{n} \times \int \left[(1 + R_{\perp}) \mathbf{E}^i + (1 - R_{\perp}) \mathbf{E}^i\right] \, ds' \right) \mathbf{n} \times \mathbf{t} + \\
-\frac{1}{4\pi} \mathbf{t} \cdot \left( \mathbf{n} \times \int \left[(1 - R_{\parallel}) \mathbf{E}^i + (1 + R_{\parallel}) \mathbf{E}^i\right] \, ds' \right) \mathbf{t}.
\]

(6.37)

\[
\mathbf{n} \times \mathbf{H} = -\frac{1}{\eta} \mathbf{t} \cdot \left( \mathbf{n} \times \int \left[(1 + R_{\parallel}) \mathbf{H}^i + (1 - R_{\parallel}) \mathbf{H}^i\right] \, ds' \right) \mathbf{n} \times \mathbf{t} + \\
+\frac{1}{\eta} (\mathbf{n} \times \mathbf{t}) \cdot \left( \mathbf{n} \times \int \left[(1 + R_{\parallel}) \mathbf{H}^i + (1 - R_{\parallel}) \mathbf{H}^i\right] \, ds' \right) \mathbf{n} \times \mathbf{t} + \\
+\frac{1}{4\pi} \mathbf{t} \cdot \left( \mathbf{n} \times \int \left[(1 - R_{\parallel}) \mathbf{H}^i + (1 + R_{\perp}) \mathbf{H}^i\right] \, ds' \right) \mathbf{t}.
\]

(6.38)

Since the expressions for \( \mathbf{E}^{i,t} \) and \( \mathbf{H}^{i,t} \) are functions of \( \mathbf{E}^i \) and \( \mathbf{H}^i \), and

\[
\mathbf{n} \cdot \mathbf{E} = \frac{j\eta}{k} \nabla_s \cdot (\mathbf{n} \times \mathbf{H}),
\]

\[
\mathbf{n} \cdot \mathbf{H} = -\frac{j}{k\eta} \nabla_s \cdot (\mathbf{n} \times \mathbf{E}),
\]

according to Poggio and Miller [10], the total fields and the tangential surface tangential fields are connected through the surface divergence \( \nabla_s \) thus making (6.37) and (6.38) integral equations. Equations (6.37) and (6.38) has to be solved. In order to do that, some simplifications need to be introduced.

### 6.4 Simplified Expressions for Tangential Surface Fields

In the first Integral Equation Model [9, 22], some approximations have been introduced in order to simplify the mathematical expressions. These approximations have gradually been removed in further work by the same research group [11–14, 20, 29–32] as well as by Álvarez-Pérez in his model IEM2M (see Section 7). In the following paragraphs, some important approximations will be pointed out in the same way as it is done in Álvarez-Pérez [33].

#### 6.4.1 Kirchhoff Fields

The major complication in the expressions (6.24) and (6.26) for the Kirchhoff fields is the local dependence of the \( \mathbf{d} \)- and \( \mathbf{t} \)-vector. By adding and subtracting \( \mathbf{n} \times \left[(1 + R_{\perp}) (\mathbf{p} \cdot \mathbf{t}) \mathbf{d}\right] \) or \( \mathbf{n} \times \left[(1 - R_{\parallel}) (\mathbf{p} \cdot \mathbf{t}) \mathbf{t}\right] \) in the right-hand side of (6.24), the expression can be re-written as:

\[
(n \times \mathbf{E})_k = \mathbf{n} \times \left[(1 - R_{\parallel}) (\mathbf{p} \cdot \mathbf{d}) \mathbf{d} + (1 + R_{\perp}) (\mathbf{p} \cdot \mathbf{t}) \mathbf{t}\right] E^i = \\
\mathbf{n} \times \left[(1 + R_{\perp}) \mathbf{p} - (R_{\perp} + R_{\parallel}) (\mathbf{p} \cdot \mathbf{d}) \mathbf{d}\right] E^i = \\
\mathbf{n} \times \left[(1 - R_{\parallel}) \mathbf{p} + (R_{\perp} + R_{\parallel}) (\mathbf{p} \cdot \mathbf{t}) \mathbf{t}\right] E^i
\]

(6.39)

and similarly for (6.26):

\[
(n \times \mathbf{H})_k = \frac{1}{\eta} \mathbf{n} \times \left[(1 - R_{\parallel}) (\mathbf{p} \cdot \mathbf{t}) \mathbf{d} - (1 + R_{\parallel}) (\mathbf{p} \cdot \mathbf{d}) \mathbf{t}\right] E^i = \\
\frac{1}{\eta} \mathbf{n} \times \left[\mathbf{k} \times [(1 - R_{\perp}) \mathbf{p} + (R_{\perp} + R_{\parallel}) (\mathbf{p} \cdot \mathbf{d}) \mathbf{d}\right] E^i = \\
\frac{1}{\eta} \mathbf{n} \times \left[\mathbf{k} \times [(1 + R_{\parallel}) \mathbf{p} + (R_{\perp} + R_{\parallel}) (\mathbf{p} \cdot \mathbf{t}) \mathbf{t}\right] E^i.
\]

(6.40)

If the incident field is vertically polarized, that is \( \mathbf{p} = \mathbf{v}_i \), then \( \mathbf{v}_i \cdot \mathbf{t} \ll 1 \) for most surfaces. Additionally, \( R_{\parallel} + R_{\perp} \ll 1 \) for moderate incident angles. This reduces (6.39) to

\[
(n \times \mathbf{E}_v)_k \approx (1 - R_{\parallel}) \mathbf{n} \times \mathbf{v}_i E^i
\]

(6.41)
and a similar derivation, but with $p = \hat{n}_i$ and $\hat{n}_i \cdot \mathbf{d} \ll 1$ gives a simplified version of the Kirchhoff field for horizontal polarization:

$$\mathbf{E}_k = (\mathbf{n} \times \mathbf{E}_k)_{\mathrm{h}} \approx (1 + R_{\perp}) \mathbf{n} \times \mathbf{h}_i E_i.$$

For magnetic fields, the corresponding results are:

$$\mathbf{H}_k = (\mathbf{n} \times \mathbf{H}_k)_{\mathrm{h}} \approx \frac{1}{\eta} (1 + R_{\parallel}) \mathbf{n} \times (\mathbf{k}_i \times \mathbf{v}_i) E^i,$$

$$\mathbf{H}_k = (\mathbf{n} \times \mathbf{H}_k)_{\mathrm{h}} \approx \frac{1}{\eta} (1 - R_{\perp}) \mathbf{n} \times (\mathbf{k}_i \times \mathbf{h}_i) E^i.$$

For cross-polarization, the both terms in (6.39) and (6.40) including the $1 \pm R_{\parallel \perp}$-terms are comparable in size with $R_{\parallel} + R_{\perp}$ and none of them can be dropped. One other simplification is made in [22, chap. 4] instead. The average of the second and third line in (6.39) and (6.40) is used together with the assumption that the $R_{\parallel} + R_{\perp}$-term is smaller than the others gaining:

$$\mathbf{E}_k \approx (1 - R) (\mathbf{n} \times \mathbf{p}) E^i,$$

$$\mathbf{H}_k \approx \frac{1}{\eta} (1 + R) \mathbf{n} \times (\mathbf{k}_i \times \mathbf{p}) E^i.$$

with $R = \frac{R_{\parallel} - R_{\perp}}{2}$. This result applies for both HV and VH polarization. The approximations made for cross-polarization are less accurate than the corresponding ones made for copolarization.

The assumptions above are the first simplifications made in the IEM and they have first been removed in AIEM [14]. From here on, the assumptions $\mathbf{v}_i \cdot \mathbf{t} \ll 1$ and $\mathbf{h}_i \cdot \mathbf{d} \ll 1$ will be referred to as A1\textit{a} and $R_{\parallel} + R_{\perp} \ll 1$ as A1\textit{b}.

### 6.4.2 Complementary Fields

In order to remove the unknowns under the integral sign in (6.35) and (6.36), the same approximations as for the Kirchhoff fields (that is to remove a term including $R_{\parallel} + R_{\perp}$) are used in the expressions for $\mathcal{E}_i^t$ and $\mathcal{E}_i^c$. Moreover, in order to make some further mathematical simplifications, the following two terms are added and removed in expressions (6.35) and (6.36) in vertical polarization case:

$$\frac{(1 - R_{\parallel})}{4\pi} (\mathbf{n} \times \mathbf{t}) \cdot (\mathbf{n} \times \mathbf{t} \cdot \mathbf{n} \times \int \mathcal{E}_v \, ds')$$

and

$$\frac{(1 + R_{\parallel})}{4\pi} (\mathbf{n} \times \mathbf{t}) \cdot (\mathbf{n} \times \mathbf{t} \cdot \mathbf{n} \times \int \mathcal{E}_v \, ds')$$

yielding:

$$\mathbf{E}_v = -\frac{(1 - R_{\parallel})}{4\pi} \mathbf{n} \times \int \mathcal{E}_v \, ds' - \frac{(1 + R_{\parallel})}{4\pi} \mathbf{n} \times \int \mathcal{E}_v \, ds' +$$

$$+ (R_{\parallel} + R_{\perp}) \frac{1}{4\pi} \mathbf{n} \times \mathbf{t} \mathbf{n} \times \mathbf{t} \cdot \left\{ \mathbf{n} \times \int \left( \mathcal{E}_v^t - \mathcal{E}_v^c \right) \, ds' \right\} \approx$$

$$\approx -\frac{1}{4\pi} \mathbf{n} \times \int \left[ (1 - R_{\parallel}) \mathcal{E}_v^t + (1 + R_{\parallel}) \mathcal{E}_v^c \right] \, ds'$$

(6.47)

where assumptions A1\textit{a} and A1\textit{b} have been used to remove the last term including $R_{\parallel} + R_{\perp}$. The integral that follows $R_{\parallel} + R_{\perp}$ can be substituted using (6.27) and $\mathbf{E}_v = E^i \mathbf{v}_i$, which together with A1\textit{a} gives a small value of $(\mathbf{n} \times \mathbf{t}) \cdot (\mathbf{n} \times \mathbf{v}_i) E^i$.

A similar expression is found in the same way for the magnetic field:

$$\mathbf{H}_v = (\mathbf{n} \times \mathbf{H}_v)_{\mathrm{h}} \approx \frac{1}{4\pi} \mathbf{n} \times \int \left[ (1 + R_{\parallel}) \mathcal{H}_v^t + (1 - R_{\parallel}) \mathcal{H}_v^c \right] \, ds',$$

(6.48)

and for both electric and magnetic fields in the horizontal polarization case:

$$\mathbf{E}_h = (\mathbf{n} \times \mathbf{E}_h)_{\mathrm{h}} \approx \frac{1}{4\pi} \mathbf{n} \times \int \left[ (1 + R_{\perp}) \mathcal{E}_h^t + (1 - R_{\perp}) \mathcal{E}_h^c \right] \, ds',$$

$$\mathbf{H}_h = (\mathbf{n} \times \mathbf{H}_h)_{\mathrm{h}} \approx \frac{1}{4\pi} \mathbf{n} \times \int \left[ (1 - R_{\perp}) \mathcal{H}_h^t + (1 + R_{\perp}) \mathcal{H}_h^c \right] \, ds'.$$

(6.49)
The cross-polarization terms are found using the same routine as for Kirchhoff fields — by averaging two equal expressions for \((\mathbf{n} \times \mathbf{E}_p)_c\) and removing the \(R_{\parallel} + R_{\perp}\)-term:

\[
(\mathbf{n} \times \mathbf{E}_p)_c \approx -\frac{1}{4\pi} \mathbf{n} \times \int [1 - R |E_p'|^2 + (1 + R) |E_p'|^2] \, ds',
\]

\[
(\mathbf{n} \times \mathbf{H}_p)_c \approx \frac{1}{4\pi} \mathbf{n} \times \int [1 + R |H_p'|^2 + (1 - R) |H_p'|^2] \, ds'.
\]

### Far Fields

Having the tangential surface fields in simplified versions, it is now possible to compute the electric and magnetic fields far away from the surface using the Stratton-Chu integral derived in Appendix B:

\[
E_{pq}^a = \mathbf{q} \cdot \mathbf{E}_{pq}^a = -\frac{j \kappa e^{-j\kappa r}}{4\pi r} \mathbf{q} \cdot \mathbf{r} \times \int \left[ (\mathbf{n} \times \mathbf{E}_p^a) - \mathbf{r} \times (\mathbf{n} \times \mathbf{H}_p^a)\eta \right] e^{j\kappa \cdot \mathbf{r}} \, ds =
\]

\[
= \frac{j \kappa e^{-j\kappa r}}{4\pi r} \int \left[ \mathbf{q} \times \mathbf{k}_r \cdot (\mathbf{n} \times \mathbf{E}_p^a) + \mathbf{q} \cdot (\mathbf{n} \times \mathbf{H}_p^a)\eta \right] e^{j\kappa \cdot \mathbf{r}} \, ds.
\]

and since \(\mathbf{n} \times \mathbf{E} = (\mathbf{n} \times \mathbf{E})_k + (\mathbf{n} \times \mathbf{E})_c\), then:

\[
E_{pq}^a = E_{pq}^h + E_{pq}^c =
\]

\[
= \frac{j \kappa s_0 e^{-j\kappa s}R_0}{4\pi R_0} \left\{ \int f_{pq} \exp \left[ j\mathbf{r} \cdot (\mathbf{k}_s - \mathbf{k}_t)\right] dx dy + \right.
\]

\[
+ \frac{1}{8\pi^2} \int \mathcal{F}_{pq} \exp \left[ j\mathbf{r}'(x' - x') + j\mathbf{r}'(y' - y') + j\mathbf{k}_s \cdot \mathbf{r}' - j\mathbf{k}_t \cdot \mathbf{r}'\right] dx' dy' dx'' dy'' \}
\]

where

\[
f_{pq} = \frac{D_1}{E_1} \left[ \mathbf{q} \times \mathbf{k}_s \cdot (\mathbf{n} \times \mathbf{E}_p)_k + \eta \mathbf{q} \cdot (\mathbf{n} \times \mathbf{H}_p)_k \right],
\]

\[
\mathcal{F}_{pq} = \frac{8\pi^2 D_1}{E_1} \left[ \mathbf{q} \times \mathbf{k}_s \cdot (\mathbf{n} \times \mathbf{E}_p)_c + \eta \mathbf{q} \cdot (\mathbf{n} \times \mathbf{H}_p)_c \right].
\]

where \(D_1 = (2 \xi_x^2 + 2 \xi_y^2 + 1)^{1/2}\), \(Z_x = \frac{\partial Z(x, y)}{\partial x}\), and \(Z_y = \frac{\partial Z(x, y)}{\partial y}\). \(F_{pq}\) becomes \(\mathcal{F}_{pq}\) after \(\chi\) and \(\nabla\chi\) have been replaced in the expressions for the complementary tangential surface fields by a proper Green’s function and its gradient and the integrations with respect to \(u, v, x', y'\) have been carried out.

In the fields \(f_{pq}\) and \(\mathcal{F}_{pq}\), there are expressions for \(R_{\parallel}\) and \(R_{\perp}\) that include the local incidence angle \(\vartheta\). This angle cannot be known exactly and instead, there are some approximations made in the model. This angle is chosen to be the incident angle \(\vartheta_i\) if the correlation length is large enough, or the specular angle (half the angle between \(\mathbf{k}_s\) and \(−\mathbf{k}_t\)), see Figure 6.2. This approximation will from now on be referred to as \(A2\) and will be discussed later in Section 7.3.
6.6 Approximate Expressions for \( f_{pq} \)

In order to find expressions for \( f_{pq} \) that are practical and applicable, expressions (6.41)-(6.46) are used to find:

\[
\begin{align*}
\mathcal{f}_{uv} & \approx - \left[ (1 - R_{\parallel}) \mathbf{h}_u \cdot (\mathbf{n} \times \mathbf{v}_l) + (1 + R_{\parallel}) \mathbf{v}_s \cdot (\mathbf{n} \times \mathbf{h}_l) \right] D_1, \\
\mathcal{f}_{sh} & \approx \left[ (1 - R_{\perp}) \mathbf{h}_u \cdot (\mathbf{n} \times \mathbf{v}_l) + (1 + R_{\perp}) \mathbf{v}_s \cdot (\mathbf{n} \times \mathbf{h}_l) \right] D_1, \\
\mathcal{f}_{hv} & = \left[ (1 - R_{\parallel}) \mathbf{v}_s \cdot (\mathbf{n} \times \mathbf{v}_l) - (1 + R_{\parallel}) \mathbf{h}_u \cdot (\mathbf{n} \times \mathbf{h}_l) \right] D_1 \\
& \quad + (R_{\perp} + R_{\parallel}) (\mathbf{v}_l \cdot \mathbf{t}) \left[ \mathbf{v}_s \cdot (\mathbf{n} \times \mathbf{t}) - \mathbf{h}_u \cdot (\mathbf{n} \times \mathbf{d}) \right] D_1, \\
\mathcal{f}_{vh} & = \left[ (1 - R_{\perp}) \mathbf{v}_s \cdot (\mathbf{n} \times \mathbf{v}_l) - (1 + R_{\perp}) \mathbf{h}_u \cdot (\mathbf{n} \times \mathbf{h}_l) \right] D_1 \\
& \quad - (R_{\perp} + R_{\parallel}) (\mathbf{h}_l \cdot \mathbf{d}) \left[ \mathbf{v}_s \cdot (\mathbf{n} \times \mathbf{t}) - \mathbf{h}_u \cdot (\mathbf{n} \times \mathbf{d}) \right] D_1.
\end{align*}
\]

6.7 Approximate Expressions for \( \mathcal{F}_{pq} \)

The complementary field coefficient \( \mathcal{F}_{pq} \) has a very complicated expression involving cross products, integrals and Green’s function. First, Green’s function used in (6.7)-(6.10) is written in its spectral representation:

\[
\chi(r, r') = -\frac{1}{2\pi} \int \frac{e^{i\mathbf{q} \cdot (r - r')}}{q} \exp(j\mathbf{q} \cdot (x - x') + j\mathbf{q} \cdot (y - y') - j|\mathbf{q}| |z - z'| \mathrm{d}u \mathrm{d}v,
\]

where \( q = (k^2 - u^2 - v^2)^{1/2} \) can be either \( q_t = (k_1^2 - u^2 - v^2)^{1/2} \) or \( q_t = (k_2^2 - u^2 - v^2)^{1/2} \) depending on the medium. The gradient becomes

\[
\nabla \chi(r, r') = \frac{1}{2\pi} \int \frac{\mathbf{g} \exp(i\mathbf{q} \cdot (r - r'))}{q} \exp(j\mathbf{q} \cdot (x - x') + j\mathbf{q} \cdot (y - y') - j|\mathbf{q}| |z - z'| \mathrm{d}u \mathrm{d}v,
\]

where \( \mathbf{g} = u \mathbf{x} + v \mathbf{y} + q \mathbf{z} \).

At this point, there is an approximaton made in the first version of IEM [22]. This approximation will be called A3 and it consists of removing the terms including \( q \) in the expressions for \( \chi \) and \( \nabla \chi \). This is justified by the two following arguments:

- factor \( jo|\mathbf{e} - \mathbf{e}'| \) is small if two points on a surface are close together and hence can be removed,
- factor \( \pm 2\mathbf{q} \mathbf{z} \) can be removed due to the fact that most of the factors with minus sign will cancel the factors with plus sign in the integral and thus the whole contribution will be zero.

These assumptions give simpler expressions for (6.7)-(6.10):

\[
\begin{align*}
\mathcal{E}'_p & = \int \frac{P}{2\pi q_t} \left[ \frac{k_1}{\eta} (\mathbf{n} \times \mathbf{H}'_p) + (\mathbf{n} \times \mathbf{E}'_p) \times \mathbf{g} + (\mathbf{n} \cdot \mathbf{E}'_p) \mathbf{g} \right] \mathrm{d}u \mathrm{d}v, \\
\mathcal{H}'_p & = \int \frac{P}{2\pi q_t} \left[ \frac{k_0}{\eta} (\mathbf{n} \times \mathbf{H}'_p) - (\mathbf{n} \times \mathbf{H}'_p) \times \mathbf{g} + (\mathbf{n} \cdot \mathbf{H}'_p) \mathbf{g} \right] \mathrm{d}u \mathrm{d}v,
\end{align*}
\]

where \( q = u \mathbf{x} + v \mathbf{y} \) and the phase factor \( P = \exp[j(x - x') + jv(y - y')] \).

Next, the expressions above are used together with the simplified complementary tangential fields (6.47)-(6.51) in order to find the expressions for \( \mathcal{F}_{pq} \) found in (6.55). First, the integrations with respect to \( x', y', u, \) and \( v \) are carried out. Next, the remaining tangential fields inside \( \mathcal{F}_{pq} \) are replaced by their approximative values — namely the Kirchhoff tangential fields. The procedures described in this paragraph are very lengthy and are omitted. They follow exactly the derivation found in Fung [22, pp. 181-185].
The resulting complementary field coefficient for HH becomes:

\[ F_{hh} \approx \vec{v}_s \cdot \vec{n} \times \left\{ -\left[ (1 + R_\perp) \frac{k}{q} - (1 - R_\perp) \frac{k \eta_\parallel}{\eta q} \right] (1 - R_\perp) \vec{n} \times \vec{v}_i + \\
- \left[ (1 + R_\perp) /q - (1 - R_\perp) /\eta q \right] (1 - R_\perp) \vec{n} \vec{h}_\parallel \times \vec{q} + \\
- \left[ (1 + R_\perp) /q - (1 - R_\perp) /\eta q \right] (1 - R_\perp) \vec{n} \cdot \vec{h}_\parallel \times \vec{q} \right\} + \\
+ \vec{h}_\perp \cdot \vec{n} \times \left\{ \left[ (1 + R_\perp) \frac{k}{q} - (1 + R_\perp) \frac{k \eta_\parallel}{\eta q} \right] (1 + R_\perp) (\vec{n} \times \vec{h}_\perp) + \\
- \left[ (1 + R_\perp) /q - (1 + R_\perp) /\eta q \right] (1 - R_\perp) (\vec{n} \times \vec{v}_i) \times \vec{q} + \\
- \left[ (1 + R_\perp) /q - (1 - R_\perp) /\eta q \right] (1 - R_\perp) (\vec{n} \cdot \vec{v}_i) \times \vec{q} \right\} \right\} \] (6.66)

while the other coefficients can be found in Fung [22, pp. 183-184].

### 6.8 Average Power and Scattering Coefficient

In order to find the incoherent power for the scattered field \( E_{pq}^s \), the mean-squared power is subtracted from the total power:

\[
P_{pq}^{total} - P_{pq}^{mean} = \langle E_{pq}^*E_{pq} \rangle - \langle E_{pq}^s \rangle^2 = \langle E_{pq}^kE_{pq}^k \rangle^* + 2\text{Re} \left( \langle E_{pq}^cE_{pq}^c \rangle - \langle E_{pq}^s \rangle \langle E_{pq}^c \rangle^* \right) + \langle \langle E_{pq}^cE_{pq}^c \rangle^s - \langle E_{pq}^c \rangle \langle E_{pq}^c \rangle^s \rangle = P_{pq}^k + P_{pq}^c + P_{pq}^c (6.67)
\]

where \( \langle \cdot \rangle \) means average of \( \cdot \) over all realizations of the random surface \( Z(x, y) \), \( \ast \) is the complex conjugate, and \( \text{Re} \) is the real part. Now, from the radar equation and the expression for the radar cross section (2.9):

\[
\sigma_0^0 = \frac{P_{pq}^{incoh}}{P_{pq}^c} = \frac{4\pi R^2}{A_0}. \quad (6.68)
\]

In order to find an explicit expression for \( \sigma_0^0 \), an assumption regarding the surface has to be made so that all the averages in (6.67) can be found. In Fung [22, pp. 232-245], a detailed description of how to transform the complicated expression that (6.67) gives into a more easy to implement expression is presented. The final result is also re-written so that the final scattering coefficient consists of two parts: one part that originates from direct scattering from the surface (\( \sigma_{pq}^S \)), and the other part that originates from multiple scattering from the surface:

\[
\sigma_{pq} = \sigma_{pq}^S + \sigma_{pq}^M. \quad (6.69)
\]

In the single scattering case, the coefficient is

\[
\sigma_{pq}^S = \frac{k_i^2}{2} \exp \left[ -\sigma^2(k_{ix}^2 + k_{iz}^2) \right] \sum_{n=1}^\infty \frac{\sigma^2 n I_{pq}^n}{n!} \frac{W(n)(k_{ix} - k_{ix}, k_{iy} - k_{iy})}{m!} \quad (6.70)
\]

where

\[
I_{pq}^n = (k_{ix} - k_{ix})^n f_{pq} \exp \left( -\sigma^2 k_{iz} k_{iz} \right) + \frac{k_{iz}^n F_{pq}(k_{ix}, k_{iy}) + k_{iz}^n F_{pq}(k_{ix}, k_{iy})}{2} \quad (6.71)
\]

and \( W(n)(u, v) \) is the \( n \)th power Fourier spectrum of the correlation function, see Section 4.2.2. The multiple scattering term can be found in Fung [22, p. 247] and is omitted here. The expressions for the Kirchhoff fields \( f_{pq} \) can be found in (C1)-(C4) while the expressions for the complementary fields \( F_{pq} \) for IEM can be found in (C35)-(C42). In both single and multiple scattering cases, large for results in a negligible second part of the sum in (6.71) and the sum in (6.70) can be replaced with an exponential function which gives the Geometrical Optics model after stationary phase approximation (see Section C.2).
7 Assumptions and Simplifications in IEM-based Models

Previously in the text, a derivation of the Integral Equation Model was presented. Some assumptions were made and these assumptions will now be explained and justified.

7.1 Assumption A1a — Low \( \mathbf{v}_i \cdot \mathbf{t} \)

Assumption A1 that was made on page 22 was:

\[ \mathbf{v}_i \cdot \mathbf{t} \ll 1 \]  \hspace{1cm} (7.1)

which is equivalent to [33]

\[ \mathbf{h}_i \cdot \mathbf{d} \ll 1 \]  \hspace{1cm} (7.2)

and to

\[ (\mathbf{n} \times \mathbf{t}) \cdot (\mathbf{n} \times \mathbf{v}_i) \ll 1. \]  \hspace{1cm} (7.3)

Using the geometry in Figure 7.1, it can be seen that this assumption originates from the fact that \( \mathbf{k}_i \) and \( \mathbf{n} \) are parallel or almost parallel (they both lie in the plane of incidence). This assumption makes the mathematics described in Section 6 much easier and it is fairly justified for backscattering and forward scattering. However, it is not valid for bistatic scattering and has been removed in the latest version of the Advanced Integral Equation Model [14]. In Figure 7.2, one can see what happens with \( \mathbf{v}_i \cdot \mathbf{t} \) for some chosen angles \( \theta_i \), \( \phi_i \), and \( \alpha \) (the local slope angle).

7.2 Assumption A1b — \( R_{||} + R_{\perp} \ll 1 \)

Assumption A1b is mentioned on page 22. The absolute value of the sum of the two Fresnel coefficients is:

\[ |S_R| \equiv |R_{||} + R_{\perp}| \ll 1 \]  \hspace{1cm} (7.4)
Fig. 7.2: In this graph, $|\mathbf{v}_i \cdot \mathbf{t}|$ is plotted against the incident azimuth $\phi_i$ for a fixed value of the incident latitude $\theta_i$ and some chosen values of the root-mean-square slope angle $\alpha$. The value of $|\mathbf{v}_i \cdot \mathbf{t}|$ increases with the incident azimuth. Also, higher slopes give higher $|\mathbf{v}_i \cdot \mathbf{t}|$. The approximation $|\mathbf{v}_i \cdot \mathbf{t}| \ll 1$ works thus only for low values of $\phi_i$ and $\alpha$.

and together with the formulas for $R_{\parallel,\perp}$ found in (6.17) and (6.18), the sum can be written as:

$$R_{\parallel} + R_{\perp} = \frac{2\varepsilon_r \mu_r \cos \vartheta^2 - 2\varepsilon_r - \sin \vartheta^2 \sqrt{\varepsilon_r \mu_r - \sin \vartheta^2}}{\left(\mu_r \cos \vartheta + \varepsilon_r - \sin \vartheta^2\right) \left(\varepsilon_r \cos \vartheta + \sqrt{\varepsilon_r \mu_r - \sin \vartheta^2}\right)}.$$  

(7.5)

Now using the definition of root-mean-square slope for a Gaussian surface ($\rho'(0) = \frac{\sigma}{\sqrt{\pi}}$):

$$\sigma_s = \sqrt{\sigma^2 \rho^2(0)} = \sqrt{2} \frac{\sigma}{\sqrt{\pi}}.$$  

(7.6)

the mean slope angle can be found:

$$\langle \alpha \rangle = \tan^{-1} \sigma_s,$$  

(7.7)

see Figure 6.1b. The mean angle of incidence is now:

$$\langle \vartheta \rangle = \theta_i - \langle \alpha \rangle = \theta_i - \tan^{-1} \left(\frac{\sqrt{2}\sigma}{L}\right).$$  

(7.8)

which now gives us the sum of reflection coefficients as a function of the ratio $\frac{\sigma}{\sqrt{\pi}}$.

In order to examine the behavior of $|S_R|$, a study of both $\varepsilon_r$- and $\theta_i$-dependence is needed ($\mu_r$ is almost always 1 except for magnetic surfaces which are not of an interest here). First, it should be noticed that $\varepsilon_r$ is of higher order in the denominator of (7.5) and thus lower values give higher $|S_R|$ (see Figure 7.3a and Figure 7.3b). Next, a plot of $|S_R|$ versus $\frac{\sigma}{\sqrt{\pi}}$ is shown in Figure 7.3c for different angles $\theta_i$. Usually, $\sigma < L$ and then $\frac{\sigma}{\sqrt{\pi}} < 1$ and angles near grazing give high values of $|S_R|$. The same conclusions are published in Fung [22] and Álvarez-Pérez [33]. This simplification was lifted off by Wu et al., which led to more extensive computations but also more accurate results [14]. In that article, it is also mentioned that the inclusion of the terms with $R_{\parallel} + R_{\perp}$ gives more accurate results especially in bistatic directions ($\phi_i \neq 0^\circ$).

7.3 Assumption A2 — Discrete Choice of Local Incidence Angle

In the first Integral Equation Model, the local incident angle $\vartheta$ used in the computation of Fresnel reflection coefficients was assumed to be either the specular angle or the global incident angle $\theta_i$. This assumption can be found at page 23.

The first option is correct when a rather rough surface is examined. For a rough surface, scattering occurs in all directions and the only contribution in the direction of $\mathbf{k}_s$ is from the parts of the surface that have their normals halfway between $-\mathbf{k}_i$ and $\mathbf{k}_i$, that is when

$$\mathbf{n} = \frac{\mathbf{k}_s - \mathbf{k}_i}{|\mathbf{k}_s - \mathbf{k}_i|}.$$
and the local incidence angle $\vartheta$ can be computed using

$$\vartheta = \cos^{-1}(k_l \cdot \hat{n}).$$

(7.9)

The second option, that is $\vartheta = \theta_i$ is more correct in cases when correlation lengths are large. The surface can then be seen as locally flat and most scattering happens in the forward direction (the incoherent component is small).

An obvious problem is the choice of the roughness value for which one case goes into the other. This problem has been studied by among others Wu et al. who also derived the so-called transition function [13, 20, 34].
The difference in \( R_{\perp,||} \) between the two possibilities presented above is plotted in Figure 7.4 as a function of the three angles \( \theta_i, \theta_s, \) and \( \phi_s \). It can be clearly seen that the difference is greatest for \( R_h \) with \( \theta_s \) close to 90°. For \( R_v \), the difference is generally much lower, especially for small angles \( \theta_i \) and \( \theta_s \), and for scattering at \( \phi_0 \) when \( \theta_i \approx \theta_s \).

### 7.4 Assumption A3 — Simplifications in the Green’s Function

The spectral representation of Green’s function as presented in (6.60) was:

\[
\chi = -\frac{1}{2\pi} \int \frac{jq}{q} e^{j \rho (x - x') + j \rho (y - y') - j \rho^2} \, du \, dv \tag{7.10}
\]

where \( q = (k^2 - u^2 - z^2)^{1/2} \), and the gradient was:

\[
\nabla \chi = -\frac{1}{2\pi} \int \frac{g}{q} e^{j \rho (x - x') + j \rho (y - y') - j \rho^2} \, du \, dv \tag{7.11}
\]

where

\[
g = \mathbf{x} u + \mathbf{y} v \pm z q \tag{7.12}
\]

Recall from Section 6.7 that in the approximation used in IEM, all the underlined terms in (7.10)-(7.12) have been omitted, which was justified by the two following arguments:

- factor \( j q |z - z'| \) is small if two points on a surface are close together and hence can be removed,
- factor \( \pm \rho q z \) can be removed due to the fact, that most of the factors with minus sign will cancel the factors with plus sign in the integral and thus the whole contribution will be zero.

This assumption affects only the complementary term and it is rather accurate in the case of single scattering. In multiple scattering, it has been shown quite early [31, 32] that the removal of the terms including \( q \) was not justified other than for backscattering and so the full Green function was implemented. In single scattering, this took longer...
Fig. 7.5: Due to the fact that \( j_q|z - z'| \) can have four values depending on the direction and medium of propagation, the complementary field coefficients in Advanced Integral Equation Model are divided into four parts: \( \mathcal{F}^+ \) for upward propagation in medium 1, \( \mathcal{F}^- \) for downward propagation in medium 1, \( \mathcal{G}^+ \) for upward propagation in medium 2, and \( \mathcal{G}^- \) for downward propagation in medium 2.

time and it was first in Fung et al. [11] that the discussed simplification was removed.

By keeping the \( j_q|z - z'| \)-term, one has to deal with two cases:
- when \( z' > z, j_q|z - z'| = -j_q(z - z') \) (upward propagation),
- when \( z' < z, j_q|z - z'| = j_q(z - z') \) (downward propagation),

so that the equation is now divided in two cases. Additionally, the value of \( q \) depends on the medium the wave crosses so that \( q \) can be either \( q_{i} \) or \( q_{s} \) with \( q_{i,s} = \sqrt{k_{i,s}^2 - u^2 - v^2} \). In the complementary term, the waves of interest can travel in four ways (see Figure 7.5):
- \( \mathcal{F}^+ \): upward through medium 1: \( j_q|z - z'| = -j_q(z - z') \),
- \( \mathcal{F}^- \): downward through medium 1: \( j_q|z - z'| = j_q(z - z') \),
- \( \mathcal{G}^+ \): upward through medium 2: \( j_q|z - z'| = -j_q(z - z') \),
- \( \mathcal{G}^- \): downward through medium 2: \( j_q|z - z'| = j_q(z - z') \),

which now gives a total of four possible cases. In IIEM [11], only \( \mathcal{F}^+ \) and \( \mathcal{F}^- \) are used since it is assumed that the field coefficients for medium 2 are small. In AIEM [12–14], all four cases are treated, which gives much more complicated expressions but also much more accurate results (for the explicit expression, see Appendix C.7).

The effects of this approximation are difficult to study separately. Generally, the change in assumption A3 is the major difference between IEM, IIEM, and AIEM, and thus the general behavior can be studied by comparing the results produced by these methods in cases when approximations A1 and A2 are valid.

7.5 Summary of IEM Based Models

In the beginning of Section 6 and in Sections 7.1-7.4 it was mentioned how approximations have been gradually removed in different versions of the Integral Equation Model. Almost all the work on IEM has been done by the same research group lead by the creators of IEM, Fung et al. Some work has been done by other researchers, most notably Álvarez-Pérez [33], who was first with removing assumption A3 in the single scattering case. For a brief summary, see Table 7.1.

Shadowing functions can be included in all functions and they have been used in IEM from the very beginning. More about them can be read in Sancer [35], Smith [36]. In Appendix D.2 two shadowing functions are presented.

The Advanced Integral Equation Model is the first model to use the so-called transition function, even though the function can be used in all models. For an explicit expression, see Appendix D.1. More about transition function can be found in Wu et al. [20], Fung and Chen [34].
<table>
<thead>
<tr>
<th>Model:</th>
<th>Source:</th>
<th>Description:</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEM</td>
<td>Fung et al. [9], Fung [22]</td>
<td>$A1, A2$ and $A3$ present for both single and multiple scattering</td>
</tr>
<tr>
<td>IEMM</td>
<td>Hsieh and Fung [31], Hsieh et al. [32]</td>
<td>like IEM but $A3$ removed in multiple scattering with $\mathcal{F}^\pm$ used only, shadowing function used</td>
</tr>
<tr>
<td></td>
<td>Chen et al. [30]</td>
<td>like IEMM above but with slightly modified $\mathcal{F}^\pm$ in multiple scattering</td>
</tr>
<tr>
<td>IEM2M</td>
<td>Álvarez-Pérez [33]</td>
<td>like IEM but $A3$ modified in single scattering for better agreement with SPM</td>
</tr>
<tr>
<td>IIEM</td>
<td>Fung et al. [11]</td>
<td>like IIEM but $A3$ removed in single scattering and $\mathcal{F}^\pm$ used, multiple scattering not included in the article, shadowing function used</td>
</tr>
<tr>
<td></td>
<td>Chen et al. [12]</td>
<td>like IIEM for single scattering but with $\mathcal{F}^\pm$ and $\mathcal{G}^\pm$ used, multiple scattering not included in the article</td>
</tr>
<tr>
<td></td>
<td>Wu and Chen [13]</td>
<td>like IIEM for single scattering and IEMM for multiple scattering, both with $\mathcal{F}^\pm$ and $\mathcal{G}^\pm$ used, $A2$ removed by transition function</td>
</tr>
<tr>
<td>AIEM</td>
<td>Wu et al. [14]</td>
<td>like IIEM for single scattering with both $\mathcal{F}^\pm$ and $\mathcal{G}^\pm$ used, $A1$ removed, $A2$ removed by transition function, multiple scattering not included in the article</td>
</tr>
</tbody>
</table>
Fig. 8.1: The scattering coefficients for HH (upper row) and VV (bottom row), computed by the models implemented for this project (right), are compared with corresponding results found in Fung et al. [11] (left). The results agree very well in the SPM-region (roughness parameters are $kL = 1.5$ and $k\sigma = 0.1$). The other parameters are: $\varepsilon_r = 9.0$, $\theta_l = 45^\circ$, and $\phi_s = 70^\circ$.

8 VERIFICATION AND VALIDATION OF THE MODELS

After the models have been implemented in Matlab®, they have been tested against published results. In Fung et al. [11], the authors present figures in which IIEM is tested against KM, SPM, and IEM. In Wu et al. [14], AIEM is also included and there are more cases presented. The verification process was mainly done by comparison with the results published in those two articles. Also, the models were tested against other articles [9, 13, 20, 27] with very good results. These results are however not presented in this text.

8.1 Comparison with Fung et al. [11]

First, a comparison with Fung et al. [11] was done in order to confirm that IIEM was correctly implemented. SPM, GO, and IEM implemented by the author as presented in Appendix C were used together with an implementation of IIEM provided by Gustafsson [37]. In this section, two figures will be presented side-by-side with each other: reference figure to the left, and a figure resulting from simulations using the implemented models to the right.

In Figure 8.1, one can see the results for simulations in the SPM region ($kL = 1.5$, $k\sigma = 0.1$) with $\varepsilon_r = 9.0$, $\theta_l = 45^\circ$, and $\phi_s = 70^\circ$. The agreement is very good. In VV-mode, one can clearly see a dip at the approximate
Fig. 8.2: In the PO-region, a comparison with the reference (left) shows that IIEM agrees slightly better than IEM and KM but in overall, the scattering coefficient agrees fairly well (the current setup is: $kL = 15$, $k\sigma = 0.75$, $\varepsilon_r = 9.0$, $\theta_i = 20^\circ$, and $\phi_s = 30^\circ$).

position of the Brewster angle.

In Figure 8.2, one can see results from a case in the region where Physical Optics model is valid. The agreement is generally good except for large angles $\theta_s$. In the case presented in this figure, $kL = 15$ and $k\sigma = 0.75$, which is a rather extreme case of a very smooth surface. IIEM agrees very well with the reference while IEM and KM show some minor deviations.

8.2 Comparison with Wu et al. [14]

In Wu et al. [14], the authors test the Advanced Integral Equation Model (AIEM) against PO, GO, and SPM. Moreover, Wu et al. also include IEM and IIEM in their evaluation. The scattering coefficients were thus computed for the same cases as those presented in Wu et al. [14], and the plots were compared. Multiple scattering was not implemented in any of the models. Since the chosen roughness parameters were slightly outside validity regions for both PO and GO, both methods were tested while reproducing the results from Wu et al. [14], and the one that had the best agreement in each figure was kept and simply called KM. Due to lack of space in this report, the original figures published in Wu et al. [14] will not be shown in this text as it was done in the previous section.

8.2.1 Scattered Elevation Angle Dependancy

Small Perturbation Region

In Figure 8.4, the scattering coefficient is plotted as a function of the scattered elevation angle $\theta_s$ for three dielectric
permittivities: $9.0 - 0.5j$, $16 - 1.5j$, and $40 - 3.0j$. The other parameters are kept constant: $kL = 1.5$, $k\sigma = 0.1$, $\phi_s = 30^\circ$, and $\theta_i = 30^\circ$. The roughness parameters indicate that Small Perturbation Model can be used. It can be clearly seen that the scattering coefficient decreases as the scattering angle increases and it also increases with a higher dielectric permittivity. The same observation can be made in Figure 8.5, in which $\theta_i = 45^\circ$ while all other parameters are the same as in Figure 8.4. Both figures are in excellent agreement with Wu et al. [14, Figure 3 and 4].

Figure 8.6 shows scattering in the plane of incidence ($\phi_s = 0^\circ$ or $\phi_s = 180^\circ$) at incident angles $30^\circ$ and $60^\circ$. The surface parameters are $\epsilon_r = 12 - 1.8j$, $kL = 1.5$, and $k\sigma = 0.1$, which is still in the validity region for SPM. One can see that lines for the different methods all go through the point where $\theta_s = \theta_i$, which means that they all agree in the case of forward and backward scattering. Otherwise, the curves show the same tendencies as in the previous paragraph. All curves in Figure 8.6 agree very well with Wu et al. [14, Figure 3 and 4].

Kirchhoff Region

Figure 8.7 shows some results in the region where Kirchhoff approximation is valid. Roughness parameters are set to $kL = 7.5$ and $k\sigma = 2.8$ while electric permittivity is switched between $12 - 1.8j$ and $40 - 3j$. First, the scattering coefficients are plotted as a function of $\theta_s$ for $\theta_i = 30^\circ$ and $\phi_s = 30^\circ$. According to the graphs, the scattering coefficient for HH-polarization do not change much for different $\theta_s$, while it decreases with increasing angle for VV-polarization. As expected, higher $\epsilon_r$ gives higher scattering in all directions (less energy is transmitted through the surface). Higher incident angle ($\theta_i = 45^\circ$) gives slightly lower scattering coefficient but the main trends are the same. Compared to corresponding figures in reference material [14, Figure 7 and 8], all the graphs look almost the same, with a reservation for high $\theta_s$-angles, where the scattering coefficient is too low for HH-polarization and too high for VV-polarization (the difference is around 2 dB).

The last results, see Figure 8.8, concern incident plane behavior for the integral equation-based models in the Kirchhoff region. The surface parameters are the same as in the previous paragraph and $\epsilon_r$ is chosen to be $12 - 1.8j$. The incident angle is chosen to be $\theta_i = 30^\circ$ and $\phi_s$ is switched between $0^\circ$ and $180^\circ$. Also, there is a slight disagreement with Wu et al. [14, Figure 9 and 10] in the region where $\theta_s$ is high.

8.2.2 Azimuthal Behavior

In Figure 8.9, the surface parameters were: $\epsilon_r = 16$, $kL = 7.5$, and $k\sigma = 2.8$ and both HH and VV polarization modes were plotted. The angles were chosen to be $\theta_i = 30^\circ$ and $\theta_s = 50^\circ$ in the first case, $\theta_i = 45^\circ$ and $\theta_s = 45^\circ$ in the second case, and $\theta_i = 50^\circ$ and $\theta_s = 30^\circ$ in the third case. Since the surface is rather smooth, Kirchhoff Model is used as a reference. One can see that the curves are maximal in the backscatter and forward scattering direction and they gradually fall to a dip around $75^\circ$. For this surface roughness and for models that do not include multiple scattering, major part of scattering occurs in the incident plane in the coherent way without much depolarization. As $\phi_s$ increases, the field is still measured for the same polarization but for $\phi_s > 0^\circ$, the field along the measured polarization vector decreases since it is just a projection of the field in the plane of incidence. In comparison with Wu et al. [14, Figure 2], the results shown in Figure 8.9 differ in the position of the dips in all six figures. The most prominent difference, however, is the lack of change in the dip position in Figure 8.9 between HH and VV. In Wu et al. [14, Figure 2], that change is around $10^\circ$.

In Figure 8.10, the scattering coefficients were plotted as a function of azimuth for two elevation angle combinations $-\theta_i = 30^\circ$ and $\theta_s = 60^\circ$ in the first case in Wu et al. [14, Figure 11], and $\theta_i = 60^\circ$ and $\theta_s = 30^\circ$ in the second case [14, Figure 12]. $kL$ was set to $9.42$ in both cases while $k\sigma$ was switched between $1.73$ and $5.12$. The relative dielectric permittivity was set to $3.0$. The results remind a lot of the results from the previous paragraph. First, one can see that for the rougher surface, the scattering coefficient in backward direction is almost equal to that in forward direction. For the smoother surface, forward scattering is less prominent compared to backscattering. The location of the dips is also different compared to reference. Moreover, in Wu et al. [14, Figures 11 and 12], the dips change with around $30^\circ$ between HH and VV while in Figure 8.10 this change is not present. Finally, IIEM differs a lot from the other methods just like in Figure 8.9, but it still agrees well with the reference.

The change of dip position is a possible explanation for the disagreement that occurred earlier in elevation angle studies in the Kirchhoff region. For $\phi_s = 30^\circ$, the disagreement became higher when $\theta_s$ increased. Looking at Figure 8.3, one can see that for the constant value of $\phi_s$ and increasing $\theta_s$, the examined direction moves closer to the direction of the dip. Since there is a slight disagreement in the dip position between Figures 8.9-8.10 and the reference figures, moving closer to the dip results in higher uncertainty in the results. The possible reasons for the dip position disagreement will be discussed in Section 10.
Fig. 8.3: The scattering coefficient for AIEM and HH is here plotted as a function of both $\theta_s$ and $\phi_s$ for the same surface as in Figure 8.7. The dashed line corresponds to $\phi_s = 30^\circ$. As $\theta_s$ increases, the dashed line and the dip come closer to each other. Since there is a slight disagreement in dip position between Figures 8.9-8.10 and corresponding figures in the reference article, there will also be a slight disagreement in the other figures especially for azimuth angles close to the dip.
HH–polarization; $\phi_s=30^\circ$, $\theta_i=30^\circ$, $\kappa=0.1$, $kL=1.5$, $\epsilon_r=9-0.5i$. VV–polarization; $\phi_s=30^\circ$, $\theta_i=30^\circ$, $\kappa=0.1$, $kL=1.5$, $\epsilon_r=9-0.5i$.

HH–polarization; $\phi_s=30^\circ$, $\theta_i=30^\circ$, $\kappa=0.1$, $kL=1.5$, $\epsilon_r=16-1.5i$. VV–polarization; $\phi_s=30^\circ$, $\theta_i=30^\circ$, $\kappa=0.1$, $kL=1.5$, $\epsilon_r=16-1.5i$.

HH–polarization; $\phi_s=30^\circ$, $\theta_i=30^\circ$, $\kappa=0.1$, $kL=1.5$, $\epsilon_r=40-3i$. VV–polarization; $\phi_s=30^\circ$, $\theta_i=30^\circ$, $\kappa=0.1$, $kL=1.5$, $\epsilon_r=40-3i$.

Fig. 8.4: Results for cases found in Wu et al. [14, Figure 3]. The agreement with Wu et al. [14] is perfect for all models.
Fig. 8.5: Results for cases found in Wu et al. [14, Figure 4]. The agreement with Wu et al. [14] is excellent.
Fig. 8.6: Scattering coefficients for cases found in Wu et al. [14, Figures 5 and 6] are shown. In this figure, just like in Figures 8.4-8.5, the agreement with the reference is also perfect which gives the conclusion that SPM, IEM, and AIEM were implemented correctly by the author (at least in those terms that are important in the SPM-validity region). IIEM also shows good agreement with the reference article.
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Fig. 8.7: Results for cases found in Wu et al. [14, Figures 7 and 8]. For HH-polarization, a slight underestimation of $\sigma^0$ is observed for high values of $\theta_s$ for all models. For VV-mode, an overestimation is observed instead. The difference is at most 2dB. The form of the curves is otherwise very close to the form of the graphs in Wu et al. [14]. The small deviations can be explained by the results observed in Figures 8.9-8.10.
HH–polarization; $\theta_i=30^\circ$, $\phi_s=0^\circ$, $k\sigma=2.8$, $kL=7.5$, $\varepsilon_r=12-1.8i$  
VV–polarization; $\theta_i=30^\circ$, $\phi_s=0^\circ$, $k\sigma=2.8$, $kL=7.5$, $\varepsilon_r=12-1.8i$

Fig. 8.8: Results for cases found in Wu et al. [14, Figures 9 and 10]. Scattering coefficients for high angles $\theta_s$ are slightly overestimated for VV and underestimated for HH just like in Figure 8.7.
Fig. 8.9: Results for cases found in Wu et al. [14, Figure 2]. Compared to the original, figures above do not show a change in the location of the dip between HH and VV for KM, IEM, and AIEM as they do in the reference. The relative displacement of IIEM has a correct direction but once again, the position of the dip is different. Values of $\sigma^0$ for $\phi_s = 0^\circ$ and $\phi_s = 180^\circ$ are the same as in the reference. The relative change between different angle setups do also agree with the relative changes in the reference.
Fig. 8.10: Results for cases found in Wu et al. [14, Figures 11 and 12]. Also here, the position of the dip is the same for HH and VV, which does not agree with Wu et al. [14]. The difference here is however much bigger than in Figure 8.9. Otherwise, the differences are just the same as in Figure 8.9. IIEM shows good general behavior but the exact position of the dip is also shifted.
8.3 Root Mean Square Testing of Model Validity

Here, the implemented methods were tested against each other in order to see in which regions they agree best. This was done in the following way:

1) a uniformly distributed random set of $N = 400$ angle combinations was created using Matlab® function `rand` and the angles were chosen from the following intervals:

- $\theta^s \in [5^\circ, 75^\circ]$, $\theta^i \in [-75^\circ, 75^\circ]$, $\phi^s \in [0^\circ, 180^\circ]$, and $\phi^i = 0^\circ$,

2) $n_L = 20$ and $n_\sigma = 15$ equally spaced values for $kL$ and $k\sigma$, respectively, were chosen from the intervals $[0.1, 10]$ and $[0.01, 5]$,

3) five different $\sigma^0$-values were computed for all angles, all $kL$-$k\sigma$-combinations, and all polarization modes, for each one of the models: PO, GO, SPM, IEM, and AIEM,

4) root mean square deviations between IEM, AIEM, PO, GO, and SPM were computed:

\[
RMSE_{m,r}(kL, k\sigma) = \sqrt{\frac{1}{N} \sum_{n=1}^{N} \left[\sigma^0_m(kL, k\sigma) - \sigma^0_r(kL, k\sigma)\right]^2},
\]

where $\sigma^0_m$ comes from either IEM or AIEM and $\sigma^0_r$ from either GO, PO, or SPM ($\sigma_0$ is in linear units and so is the resulting $RMSE_{m,r}$),

5) the resulting averages over all polarization modes were plotted in decibels for Gaussian correlation function in Figure 8.11 and for exponential correlation in 8.11b.

The number of angle combinations was chosen as a compromise between computation time and accuracy. No improvement in result quality was found when the number of angle combinations was increased but computation time became much longer. Averaging over all four polarization modes was done since no specific differences were noticed in the different polarization modes.

First, one can see that for both Gaussian and exponential correlation functions, SPM and IEM/AIEM agree very well in the region where $kL$ and $k\sigma$ are low. AIEM and IEM agrees very well with both PO and GO for all $kL$ and $k\sigma$ which should not be a surprise due to the fact that IEM is a method based on the Kirchhoff Approximation but with more terms included.

Comparing Figure 8.11 with Figure 5.1, one can see that there are some regions that overlap (mostly for SPM, but also for GO with the Gaussian correlation function). It is important to note that regions of low RMSE in Figure 8.11 do not show the same thing as the validity regions do in Figure 5.1. RMSE-plots only show places where IEM/AIEM agrees with the asymptotic methods and do not say anything about agreement with real-life, measured data (as they do in Figure 5.1).

For the exponential correlation function, the agreement is generally slightly worse than for the Gaussian function. Root-mean-square deviation between IEM and AIEM is slightly higher for both Kirchhoff models. One can also see that for both correlation functions and both Kirchhoff based methods, there is a surprisingly good agreement in for high $k\sigma$ and low $kL$. This is a typical example of a region where both methods agree but none is valid.
(a) RMSD in decibel for Gaussian correlation function. The values are clipped below -20 dB and above 0 dB for better viewing.

(b) RMSD in decibel for exponential correlation function. The values are clipped below -20 dB and above 0 dB for better viewing.

Fig. 8.11: RMSD plot for Gaussian and exponential correlation functions. The intensity value is equal to the RMSD in dB between two modelled scattering coefficients. The results are averages of HH, VV, HV, and VH for each function. AIEM has slightly better agreement with GO in the region of high \( kL \) and \( k\sigma \) and with PO for high \( kL \) and low \( k\sigma \) region. Note: for better viewing, the values below -20 dB and above 0 dB are shown as -20 dB and 0 dB, respectively.
8.4 Angular Dependency

An interesting question that arises after looking at the graphs presented in Section 8.2 is how the scattering coefficients depend on the position of measurement ($\theta_s$ and $\phi_s$) and what is the angular distribution of the scattering coefficients. This can be examined by doing an AIEM simulation for different angles and looking at $\sigma_{dB}^0(\theta_s, \phi_s)$-plots for different $\theta_i$ settings for a particular surface. In the following section, a comparison between AIEM and PO/SPM will be done in the corresponding validity regions. The relative electric permittivity has been set to $\varepsilon_r = 16$. Two settings of surface roughness are chosen as well: $kL = 1.5$, $k\sigma = 0.1$ for SPM validity, and $kL = 7.5$, $k\sigma = 2.8$ for Physical Optics validity (which is slightly outside the validity regions described in Figure 5.1, but the results from Wu et al. [14] are obtained for the same parameters with good results). The incident angle $\theta_i$ was switched between 40°, 65°, and 80°.

For each setting, two plots were created for both HH- and VV-mode (see Figure 8.14):

- a two-dimensional image with $\phi_s$ on the $x$-axis and $\theta_s$ on the $y$-axis (the $y$-axis was flipped upside-down in order to create a more intuitive plot). The intensity in each point was:

\[
\sigma_{dB}^0 = \frac{\sigma_{dB}^0 - \min(\sigma_{dB}^0)}{\max(\sigma_{dB}^0) - \min(\sigma_{dB}^0)}
\]

which is a scaled and normalized version of $\sigma_{dB}^0$ ($\sigma_{dB}^0$ lies in the interval $[0, 1]$; this plot will from now on be referred to as "2D-image" or simply "image"),

- a three-dimensional surface that shows the angular distribution of the scattering coefficient. Spherical coordinates for each point ($\sigma_{dB}^0, \phi_s, \theta_s$) have to be transformed into Cartesian coordinates:

\[
x = \sigma_{dB}^0 \sin \theta_s \cos \phi_s, \quad (8.2)
\]

\[
y = \sigma_{dB}^0 \sin \theta_s \sin \phi_s, \quad (8.3)
\]

\[
z = \sigma_{dB}^0 \cos \theta_s. \quad (8.4)
\]

This plot will be referred to as "3D-surface" or simply "surface".

Both graphs actually show the same results but in quite a different way. The 3D-surface is better for studying the angular distribution qualitatively, to discern the lobes, and to examine how the point of zero scattering (the dip) changes for different angle setups. The 2D-image is better when it comes to more quantitative analysis and comparison between models, angle settings, and modes.

Looking at Figure 8.14, one can see that the difference between the position of the dips between HH and VV polarizations for AIEM for all three angles is small or non-existent. This result was already observed in Section 8.2, some unexplained variations may be found), in VV mode, most scattering seems to occur in the normal direction. For Physical Optics, the difference is more obvious especially for high $\theta_s$.

For surfaces that have long correlation length, scattering is most prominent in the specular direction. One mechanism that affects the position of the dip is the fact that, for angles $\phi_s$ greater than zero, the measured field with a particular polarization consists of the projection of the specularly scattered field in the direction of the measurement. This explains the result for normal incidence. The location of the dip is then naturally at 90° for all models and polarizations. Additionally, when looking at all four polarizations, one can see that cross-polarization tops when co-polarization is the lowest, see Figure 8.12. When the azimuthal angle is increased, the co-polarized scattered field decreases because its projection becomes smaller.

In the 2D-image, three lines have been plotted. These are the contours for regions that have intensities of 99%, 95% and 80% of the maximal achieved intensity. The maximal intensity can be found for angles close to 0° and 180° (that is if the scattering is measured in the plane of incidence). An interesting result is that even though the dips are at the same positions for both HH and VV, the regions of maximal scattering (regions surrounded by the red line that represents 99% of maximal intensity) are situated in different places, both for AIEM and PO. While in HH-mode scattering is most prominent in a direction close to specular direction (although not exactly specular — some unexplained variations may be found), in VV mode, most scattering seems to occur in the normal direction.

In the region where SPM is valid, AIEM was plotted in the same way against SPM in Figure 8.15. One can clearly see looking at the 3D-surfaces that for HH, scattering occurs almost isotropically with an exception for the region around $\phi_s = 90°$, where the scattering coefficient drops in a dip. The dip in HH-mode is however very shallow for the SPM.
Fig. 8.12: The location of a dip in co-polarization coincides with the maximum of the scattering coefficient for cross-polarization when azimuthal dependance is studied. This confirms that an increment in the azimuthal angle decreases the scattered partly due to geometrical effects (the distribution between polarizations changes). Note that the curves for HV and VH overlap.

Fig. 8.13: In this figure, forward scattering is examined. The three curves in HH and VV correspond to $\varepsilon_r = 3$ (red), $\varepsilon_r = 16$ (green), and $\varepsilon_r = 81$ (blue). If the incidence occurs at the Brewster angle, then no vertically polarized field is reflected. As it can be seen in the figure, the dip in VV occurs exactly at the expected location for both SPM, IEM, and AIEM (the Brewster angles can be computed from $\theta_B = \tan^{-1}\sqrt{\varepsilon_r}$). This shows that all three models handle Brewster angle correctly.

The origin of the dip in the SPM-region may be the so-called Brewster angle. Brewster angle is the angle at which vertical polarization is not reflected at all. In IEM-based methods, the value of $\vartheta$ in the expression for the Fresnel coefficient is chosen to be half the angle between the incident and scattered direction. If $\varphi = 0^\circ$ and the sum of the incident and the scattered angle $\theta_i + \theta_s$ is equal to twice the Brewster angle $\theta_B = \tan^{-1}\sqrt{\varepsilon_r}$, then dip should occur in VV. If the azimuth is increased, then the dip occurs for lower angles $\theta_i$ if $\theta_s$ is kept constant. Higher incident angle $\theta_i$ gives slower rate of change of the location of the dip. Looking at Figure 8.13, one can see that the effect of Brewster angle is simulated properly by the three methods SPM, IEM, and AIEM.

The location of the maximal-intensity regions in the 2D-image are slightly different for surfaces with short correlation lengths and small standard deviations. Most prominent scattering still occurs in the plane of incidence but the regions show much higher values than in the case shown in Figure 8.14. The region of 99% intensity for HH shifts towards 45$^\circ$ as $\theta_i$ goes towards 90$^\circ$ for AIEM while in SPM, it cannot be told whether that happens or not because the 99%-region is much larger and SPM-simulated scattering is thus much closer to isotropic. For VV-mode, most of the scattering is still in the normal, or close-to-normal direction.
Fig. 8.14: Relative scattering coefficient for three angles $\theta_i$ from a rough Gaussian surface with $k\sigma = 2.8$ and $kL = 7.5$ using Advanced Integral Equation Model and Physical Optics Model. The three curves — red, green and blue — are contours for regions of 99%, 95% and 80% of the maximal scattering coefficient. Permittivity is set to $\varepsilon_r = 16$. 

(a) Advanced Integral Equation Model, $\theta_i = 40^\circ$

(b) Physical Optics Model, $\theta_i = 40^\circ$

(c) Advanced Integral Equation Model, $\theta_i = 65^\circ$

(d) Physical Optics Model, $\theta_i = 65^\circ$

(e) Advanced Integral Equation Model, $\theta_i = 80^\circ$

(f) Physical Optics Model, $\theta_i = 80^\circ$
Fig. 8.15: Relative scattering coefficient for three angles $\theta_i$ from a rough Gaussian surface with $k\sigma = 0.1$ and $kL = 1.5$ using Advanced Integral Equation Model and Small Perturbation Model. The three curves — red, green and blue — are contours for regions of 99%, 95% and 80% of the maximal scattering coefficient.
9 Surface Study

The main scope of this project is to study the behavior of scattering coefficients when surface structure changes. In order to do that, a number of tests has been set up. First, \( k \sigma \) was kept constant and \( kL \) was swept through a wide range of values in four regions — GO, PO, SPM, and joint PO/SPM validity regions — for both forward \((\theta_s = \theta_i, \phi_s = 0^\circ)\), backward \((\theta_s = \theta_i, \phi_s = 180^\circ)\), and general bistatic scattering (no particular restriction on angles). Thereafter, \( kL \) was kept constant and \( k \sigma \) was swept over a wide range of values in two regions — Kirchhoff validity region (joint PO and GO) and SPM validity region. Tests were done for both forward, backward, and bistatic scattering.

9.1 Constant Standard Deviation

The first test was performed in each region of validity for the asymptotic methods. The normalized standard deviation of the surface was set to a constant value and \( kL \) was swept over a wide range. Figure 9.1 shows an overview of the values for \( k \sigma \) and \( kL \) used in this section. The lower limit for GO varies for different angular setups and in the cases when more than one angular setup was used, only the most strict restriction is shown in Figure 9.1. The colors of the marks in Figure 9.1a correspond to the colors of the curves in Figures 9.2-9.5 and the colors of the marks in Figure 9.1b correspond to the colors of the curves in Figures 9.6-9.7.

9.1.1 Forward and Backward Scattering

For simulations in the plane of incidence, the following four angle setups were used: \( \theta_i = 40^\circ \) or \( \theta_i = 50^\circ \), \( \theta_s = \theta_i \), and \( \phi_s = 0^\circ \) or \( \phi_s = 180^\circ \). The relative dielectric permittivity used was \( 16 - 1.5j \).

Geometrical Optics Region

In the region where Geometrical Optics Model is valid, the following values of \( k \sigma \) were used: 3.0, 5.0, 7.0, and 9.0. \( kL \) was swept for each value within the validity region up to 14.5 (see Figure 9.1a).

The scattering coefficient increases for decreasing \( k \sigma \) in forward scattering, see Figure 9.2. This, together with the opposite trend in backscattering (lower two graphs) confirms the fact, that increasing \( k \sigma \) gives more backscatter but less forward scatter in the Kirchhoff region. Moreover, a higher incident angle (closer to grazing) results in a slightly lower forward scattering but also in larger backscattering for HH-polarization while the trend is opposite for VV-polarization.

Another trend that can be observed in Figure 9.2 is that scattering coefficient increases with \( kL \) for forward scattering while it decreases for backward scattering, especially for rather low \( k \sigma \) (around 3). This can also be understood quite intuitively — larger correlation lengths give larger facets and more energy can be scattered forward. The opposite relation for backscattering is also natural — more backscattering occurs when surfaces change faster. It can be seen that for backscattering (especially for \( \theta_i = 50^\circ \)) that the highest \( k \sigma \) gives the highest backscattering. This can be explained by the fact, that high \( k \sigma \) gives a high mean slope of a surface. Higher surface slope means greater chance that the incidence will be normal to the tangential plane thus giving very high backscattering. Observing how the curves for different values of \( k \sigma \) change, one can see that there must be a \( k \sigma \) in between 5 and 7 for which the curve stops going upward and starts going downward. This happens only for \( \theta_i = 40^\circ \).

Physical Optics Region

The results of this simulation are presented in Figure 9.3. Standard deviation \( k \sigma \) has been set to 0.8, 1.3, and 1.8 in order to fulfill the \( \sqrt{\sigma_s} < 0.25 \)-condition for Physical Optics and \( \epsilon_r \) was still \( 16 - 1.5j \). Within this region, almost the same results are observed as for Geometrical Optics. In forward scattering, \( \sigma_s \) increases with increasing \( kL \) and decreasing \( k \sigma \) and it is higher for HH than for VV in all cases. One can also see that the scattering coefficient for \( k \sigma = 0.8 \) is generally lower for \( \theta_i = 50^\circ \) than for \( \theta_i = 40^\circ \) which does not happen for the other values of \( k \sigma \). The uneven spacing between curves shows that there is a non-linear dependance on \( k \sigma \) in that region.

For backscattering, the general results are also quite the same as for Geometrical Optics region apart from the fact, that the spacing between curves is much more even. For all curves, the three models agree perfectly except for high \( kL \) and low \( k \sigma \) for \( \theta_i = 50^\circ \) where the Advanced Integral Equation Model shows higher values than both IEM and PO (see the four plots in the bottom part of Figure 9.3). The same observation can also be made in Figure 9.2, but then also for IEM.
Small Perturbation Region

Since the small perturbation region is rather small, only two $k\sigma$ were tested — 0.05 and 0.2. Forward and backscattering coefficient are generally lower than the corresponding ones for both Kirchhoff models (see Figure 9.4 compared to Figure 9.2 and 9.3). This is due to the fact, that for small height variations of the surface, scattering is much more evenly distributed in azimuth (much closer to isotropic) than for the Kirchhoff region. It should thus be expected to give higher scattering coefficient values in the bistatic mode (more about that later). Moreover, one can see that higher $k\sigma$ gives higher $\sigma^0$ — rougher surfaces give more forward scattering.

For backscattering (two last rows in Figure 9.4), one can see that higher $k\sigma$ also gives a higher scattering coefficient, which together with the conclusions from forward scattering is difficult to explain intuitively. One possible explanation is that higher surface deviation may give more bistatic scattering than low surface deviation values. There is also a maximal $\sigma^0$ that can be acquired for all values for $kL$. For backscattering, AIEM gives an overestimation for the HH-polarized scattering coefficient and an underestimation for VV-polarization compared to SPM while IEM agrees perfectly. One more observation that can be made here is that backscattering in SPM-region is the only case when HH gives lower scattering than VV.

In Ulaby et al. [4], the validity region for SPM theoretically also includes the region for high $kL$. Thorsos [23] shows that the validity of SPM is limited for $k\sigma > 2$ due to a disagreement with numerical simulations. In order to evaluate that, some tests were also made in the region where Geometrical Optics Model is valid, the agreement between GO, IEM, and AIEM is perfect (see Figure 9.6). For both angle setups and both polarization modes, the general trend is that $\sigma^0$ increases with increasing $kL$ and also is higher for lower $k\sigma$ and it is higher for HH than VV. There is a small difference between the two angle setups ($\theta_t = 30^\circ$ gives slightly higher $\sigma^0$). This difference decreases with $k\sigma$ for HH but increases with $k\sigma$ for VV. The used values for $k\sigma$ were: 5.0, 7.0, and 9.0.

Physical Optics Region

In the region of Physical Optics validity, scattering coefficients decrease with an increasing correlation length and also, they are higher for higher $k\sigma$, see Figure 9.6. This is an opposite result compared to Geometrical Optics model and a conclusion is that there is a maximal value of $\sigma^0$ somewhere in between validity regions for both PO and GO. The different models agree with each other fairly well. The difference between the two angular setups is rather small. The used values for $k\sigma$ were: 0.8, 1.3, and 1.8.

Small Perturbation Region

In the region where SPM can be used, the behavior of $\sigma^0$ for different values of $kL$ and $k\sigma$ is generally the same for bistatic scattering as for forward and backward scattering, as in Figure 9.7 compared to Figure 9.4. This result could be predicted since scattering is much closer to isotropic for surfaces with short correlation length. Also here, the three used methods agree very well, and the difference between the two angular setups is small. The used values for $k\sigma$ were: 0.05 and 0.2.

Finally, in the region of $kL > 2\pi$ and $k\sigma < 0.3$, it can be observed that AIEM and IEM both predict values that agree with both SPM and PO. The results from forward and backward scattering showed earlier that SPM did not agree with PO and both IEM based methods in this region. The same values for $k\sigma$ were used as mentioned in the previous paragraph.
Fig. 9.1: (a) For forward and backward scattering, the chosen $kL$ and $k\sigma$ values are shown with cross-marks in the figure and the colors correspond to the colors in Figures 9.2-9.5. The line corresponding to rule R7 is put in its highest possible position for the angle combinations used in the study described in Section 9.1.1. (b) For bistatic scattering, the same routines regarding the cross-marks applies as for forward and backward scattering but it refers to Figures 9.6-9.7 instead and the results are described in Section 9.1.2.
Fig. 9.2: In the case of backward and forward scattering in the GO-region, one can see that the agreement of the methods is almost perfect. One interesting observation is that for backscattering at $\theta_i = 40^\circ$, the scattering coefficient first rises with $kL$ but then starts to fall again. Apparently, there must be some kind of maximum for $\sigma^0$. Values of $k\sigma$ are 3.0 (cyan), 5.0 (blue), 7.0 (green), and 9.0 (red, see Figure 9.1a). Note an overestimation of $\sigma^0$ given by AIEM and IEM as compared with GO for backscattering, high $kL$-values, and low $k\sigma$-values.
Fig. 9.3: The curves for forward scattering at $\theta_i = 50^\circ$ show some uneven spacing that can be a result of a maximum on its way to being reached. Values of $k\sigma$ are 0.8 (blue), 1.3 (green), and 1.8 (red, see Figure 9.1a). Note a big overestimation of $\sigma^0$ given by AIEM as compared with GO for backscattering, high $kL$-values, and low $k\sigma$-values.
Fig. 9.4: For the SPM-region (with the restriction from Thorsos [23] included), the three models seem to agree very well except for backscattering, where AIEM does not agree well with SPM and IEM. For backscattering, there seems to be a maximum of scattering as well. In VV mode, backscatter is slightly stronger. $k\sigma$ was set to 0.05 (green) and 0.2 (red), see Figure 9.1a. Note that backscattering in the SPM-region gives higher VV than HH, a result that is not observed for any other scenario.
Fig. 9.5: In the region where both SPM and PO are valid according to Ulaby et al. [4], the agreement is good for forward scattering. In backward scattering, SPM gives very low, unrealistic values and AIEM also gives values higher than those predicted by both IEM and PO. The other results are rather predictable apart from the fact, that the slightly higher value of $k \sigma$ gives a stronger forward scattering coefficient. This is an interesting result that cannot be understood intuitively. $k \sigma$ was set to 0.05 (green) and 0.2 (red, see Figure 9.1a).
Fig. 9.6: In the bistatic case, the results in both KM-regions are quite predictable. For high \( k\sigma \)-region (GO, top two rows), an increase of correlation length gives higher scattering coefficient. As \( kL \) grows, the facets become bigger but there is still quite large horizontal variation so that bistatic scattering coefficient also grows. For PO (bottom two rows), larger facets together with low \( k\sigma \) means that the surface becomes even more flat and less radiation is scattered in bistatic directions (and more in the forward direction). For the PO validity region, AIEM slightly disagrees with the other methods. \( k\sigma \) was set to 5.0 (blue), 7.0 (green), and 9.0 (red) for GO, and 0.8 (blue), 1.3 (green), and 1.8 (red) for PO, see Figure 9.1b.
MACIEJ SOJA: ELECTROMAGNETIC MODELS OF BISTATIC RADAR SCATTERING FROM ROUGH SURFACES WITH GAUSSIAN CORRELATION FUNCTION

Fig. 9.7: In the SPM validity region, the bistatic scattering coefficient shows the same trends as for forward and backward scattering. This is an expected reaction since scattering in this region occurs mostly in the incoherent way, quite isotropically. Even in the joint PO/SPM region scattering occurs in an intuitive way that reminds very much of scattering in PO-region from Figure 9.6. All methods seem to agree well in this region. $k\sigma$ was set to 0.05 (green) and 0.2 (red), see Figure 9.1b.
9.2 Constant Correlation Length

The next test was performed with exactly the same angle setups as before but now, \( k \sigma \) was swept over a wide range of values and \( kL \) was kept constant. The values for \( kL \) and \( k \sigma \) were chosen according to Figure 9.8. Colors of the marks in Figure 9.8a correspond to colors in Figures 9.9-9.10 and colors of the marks in Figure 9.8b correspond to colors in Figure 9.11.

9.2.1 Forward and Backward Scattering

Kirchhoff Region

For forward and backward scattering, \( kL \) was set to 8.0, 11.0, and 14.0 while \( k \sigma \) was swept from 0.1 to the upper limit for GO. Instead of testing the models separately for GO and PO, one test was made for both in a wider range of \( k \sigma \) and both methods were plotted. The common region for PO and GO is called the Kirchhoff region.

In the region where any of the two Kirchhoff methods is valid, the scattering coefficient for forward scattering is observed to first rise to a maximum around \( k \sigma \approx 1.0 \) and then fall again, see the two first rows of images in Figure 9.9. The scattering is expected to be maximal in the forward direction for a flat surface, and it shows that there must exist a scattering term that has not been accounted for. This term is the coherent term that consists of a "spike" (delta function) in the specular direction. In backscattering, \( \sigma^0 \) first increases with \( k \sigma \) and then starts to fall slowly. The value of \( k \sigma \) corresponding to the maximum value of the backscattering coefficient becomes higher as \( kL \) rises and also, the slope of the curves after the maximum is higher for the lower angle setup with \( \theta_i = 40^\circ \). AIEM and IEM follow PO well for low \( k \sigma \) and GO for high \( k \sigma \). In forward scattering, IEM fails to follow GO after around \( k \sigma = 2 \) and it falls down to \(- \infty \). Generally, backscattering coefficient is smaller than forward scattering coefficient, especially for low values of \( k \sigma \). This is an expected result since small standard deviation of a surface makes is locally smooth and reflects most of the radiation specularly.

Small Perturbation Region

In Figure 9.10, the results are presented for the region where SPM is valid according to Ulaby et al. [4] with the correction presented in Thorsos [23]. \( kL \) is set to 0.5, 1.0, 1.5, and 2.5. Both forward and backscattering cases show the same trends — \( \sigma^0 \) increases with \( k \sigma \). In forward scattering, an increasing \( kL \) makes \( \sigma^0 \) grow while for backscattering, the change of \( kL \) affects \( \sigma^0 \) in a more complicated way. Values of \( kL \) lying in the middle of the validity region seem to give the highest \( \sigma^0 \). For backscattering, AIEM gives an overestimation of \( \sigma^0 \) compared to SPM and IEM in the HH-mode (underestimation in VV-mode). SPM simulated values give higher backscatter coefficients for VV than HH, the opposite trend compared to the other scenarios.

9.2.2 Bistatic Scattering

Kirchhoff Region

In Figure 9.11, the results of simulations in the GO and PO regions are shown. High \( k \sigma \)-values give generally lower bistatic scattering coefficients for both modes while high \( kL \) gives higher \( \sigma^0 \). Therefore, highest scattering coefficient is due to gently undulating surfaces with relatively small standard deviation. There is a maximal value of the bistatic scattering coefficient that can be achieved. This value is both \( kL \)- and \( k \sigma \)-dependent. Both integral equation-based models follow the asymptotic models well except for very high \( k \sigma \) where AIEM fails to trace GO and IEM and falls off towards \(- \infty \). PO does not work well for high \( k \sigma \), which is to be expected in view of its validity region.

Small Perturbation Region

Finally, in the SPM-region, one can see the typical behavior that occurs for small correlation lengths and small standard deviation values — no big difference between bistatic scattering and the scattering in the plane of incidence can be seen.
Fig. 9.8: (a) For forward and backward scattering, the chosen $kL$ and $k\sigma$ values are shown with cross-marks in the figure and the colors correspond to the colors in Figures 9.9-9.10. The line corresponding to rule R7 is put in its highest possible position for the angle combinations used in the study described in Section 9.2.1. (b) For bistatic scattering, the same routines regarding the cross-marks applies as for forward and backward scattering but it refers to Figure 9.11 instead and the results are described in Section 9.2.2.
In the Kirchhoff region, a very interesting observation can be made. The coefficient for forward scattering seems to be maximized when $k\sigma \approx 1.0$ in forward scattering which proves that the coherent term is not included in the models (otherwise scattering would be maximal in the specular direction). In backward scattering, there is also a maximum, but that value is much more strongly affected by the scattering angles and correlation lengths. The values for $kL$ that are used are: 8.0 (blue), 11.0 (green), and 14 (red), see Figure 9.8a. PO shows some inconsistent results for high $k\sigma$ which is to be expected since it is not valid there.
Fig. 9.10: In the SPM-region, the scattering coefficients seem to increase both in forward and backward scattering as $k\sigma$ increases. The trends look quite alike those observed earlier and shown in Figure 9.7 and in Figure 9.4. In the figure above, the used values of $k\sigma$ are: 0.5 (cyan), 1.0 (blue), 1.5 (green), and 2.5 (red), see Figure 9.8a. The agreement of AIEM with IEM and SPM is not really good for backscattering. As one can see, SPM and IEM give higher value of VV compared to HH. This is a result that cannot be found in the other scenarios.
Fig. 9.11: The same result as for forward and backward scattering are observed here for bistatic scattering in the Kirchhoff region (top two rows) — namely the fact that $\sigma^0$ is maximized for a slightly rough surface. For bistatic scattering, this is not as surprising because one would expect a slightly rough surface to give more bistatic scattering than a smooth surface. For SPM (bottom two rows), the results are almost the same as for backward and forward scattering and the observation that scattering is almost isotropic in the SPM-region is confirmed. Figure 9.8b shows the values of $kL$ used in KM-region: 8.0 (cyan), 10.0 (blue), 12.0 (green), and 14.0 (red) and in SPM-region: 0.5 (cyan), 1.0 (blue), 1.5 (green), and 2.5 (red). PO shows some inconsistent results for high $kL$ in the top two rows which is to be expected since it is not valid there.
10 Discussion and Conclusions

This project consisted of three steps: 1) theoretical study of the different models, 2) model implementation, validation, and application, and 3) analysis and evaluation of the results. During the first step, different ways of simulating radar scattering were examined thoroughly. The choice of SPM, PO, and GO as references is natural for reasons that are both computational and historical (easier expressions that have been used for a long time). There are really few models that try to bridge the gap between SPM and GO/PO. Most of the current work in that field is centered around IEM and that is why Integral Equation Model was used. Since this method has evolved a lot since it first was presented in 1992, both the earliest and the latest version (AIEM) were chosen in order to show potential differences between them. Finally, IIEM was used in some parts of the project because an implemented version of it was provided by Gustafsson [37], which was treated as a reference during validation. Also, during this step, a study of texts that describe some applications of the electromagnetic models in connection with empirical data was made in order to get an idea of the procedures needed for a trustworthy examination.

The essential part of this project is the second step, during which the chosen models were first implemented, then verified, and finally applied in some studies. More about those steps can be found in the paragraphs that follow.

10.1 Model Implementation

During model implementation, a lot had to be taken into consideration. Even the simplest expressions for single scattering (presented in Appendix C) are rather complicated and careful implementation of each coefficient was needed. Even careful insertion of the coefficients and expressions into Matlab® could not prevent some problems that occurred when AIEM was being implemented according to Wu et al. [14]. The main author of that article was contacted by e-mail and it was confirmed that some misprints occurred in the article. Fortran code for AIEM was provided as well. After that, AIEM started to work well. Moreover, expressions for PO gave some troubles as well. PO is presented in both Ulaby et al. [4] and Ulaby et al. [6] but the implementation of these expressions was problematic (due to possible misprints and/or the human factor). Instead, scattering coefficients found in de Roo [26] were used and worked well.

Another concern that occurs for numerical evaluations of the scattering coefficients are the infinite sums and integrals found in the expressions. Since only single scattering was implemented, there were no integrals present and thus only infinite sums needed some attention. The sums can normally be cut at some point since they are convergent. The choice of that point is important, but, using modern computers, the speed of computation of the sums is so high, that hundreds of terms can be taken without any major loss of computation speed. In practice, the sums were cut when the relative change was low enough. A consequence of not including multiple scattering in the models was that the simulated scattered, cross-polarized fields became gravely underestimated (a big part of depolarization comes from multiple scattering) and were thus omitted in the study.

Transition function was also implemented according to the Fortran file provided by Wu [38]. The transition function also contained an infinite sum that had to be cut at some point. It was discovered, that this sum converged more slowly and more terms had to be taken into consideration. However, since the relative change was used as a criterion for the sum to be cut, this was only an issue if a fixed number of sum terms were used. The inclusion of the shadowing function into the models was not problematic since the function has a really simple form.

10.2 Model Verification

After the models have been implemented, they needed to be tested. Since no numerical values were accessible for comparison, the verification was done against figures presented in articles and books. The most valuable article from that point of view was Wu et al. [14] since it contained many figures for different angle setups, dielectric constants, and models used. In the article, AIEM, IIEM, and IEM were used together with SPM, GO, and a method referred to as KM (which probably was the same as PO, although this was not mentioned in the article). Additionally, some of the implemented models were compared to the results found in Ulaby et al. [4], Fung et al. [11], and Wu and Chen [13] but those results are not presented in this text. As mentioned earlier, the disagreement in the position of the dips of $\sigma^D$ was essentially the only encountered and unexplained problem.

In some cases, it was uncertain which model version was used and how. For the figures in Wu et al. [14], it was not mentioned whether shadowing function was used or not. The results presented here were produced without using the shadowing function except in IIEM. Also, unless specified otherwise, transition function was used for
It is possible that there are some minor mistakes in the models implemented by the author, but generally, the results of the model verification showed very good results. The only issue was the azimuthal disagreement in dip position and a slight disagreement of AIEM with SPM in the region where $kL$ and $k\sigma$ are small.

10.3 Model Application

The results of the study of the scattering coefficient against surface parameters $k\sigma$ and $kL$ show some interesting results. First and foremost, the results agree with the intuitive conclusions for both very smooth and very rough surfaces. For example, in GO-region, longer correlation lengths give higher scattering coefficients in forward scattering but also lower backscatter coefficients (as expected for specular reflection). Also, higher incidence angle (closer to grazing) gives less backscatter but more forward scatter. $\sigma_0^{HH}$ is also higher than $\sigma_0^{VV}$ since the first one is not affected by the Brewster angle.

What was less expected was the discovery of the maxima of scattering coefficients found for forward scattering in the region where Kirchhoff approximation is valid. The results indicate that for a certain value of $kL$ and $k\sigma$, the scattering coefficient is maximal. Ideally, one could think that $\sigma^0$ in forward scattering should be greatest when $k\sigma$ is close to zero and $kL$ is high, and the bistatic and backward scattering coefficient would be quite low everywhere. However, it was discovered that the scattering coefficient for bistatic and forward scattering in KM-region is maximized if there is some vertical roughness in the surface. The same happens with backscattering coefficient but it is less distinguished. For forward scattering, this means that the implemented models are not valid in the region of very small $k\sigma$ because the coherent term is not included.

During the examination of the root-mean-square deviation of the modeled scattering coefficients most of the results regarding validity regions were confirmed. It was also noted, that the RMSE graphs should be used together with the validity region figures. RMSE graphs do not say anything about model validity against the true values, but only about the agreement of the different models against each other.

When studying bistatic scattering for different angles $\theta_s$ and $\phi_s$, a discovery was made that VV-polarization is much less affected by the angular setup than HH-polarization mode. Once again, the difference between the two modes can be a result of the different degree of interaction with the surface around the Brewster angle for both modes. It was observed that for VV most scattering occurs in the normal direction, even for surfaces valid for Kirchhoff approximation.

10.4 Future work

Due to time limitations of this project and space limitations of this report, some issues and ideas that have come up during work had to be skipped. The possible future development of this project may include:

- a thorough study of the origin of the difference in dip position of the dips in the examination of the azimuthal behavior,
- an implementation of multiple scattering for IEM and AIEM according to Fung and Chen [34] and Wu and Chen [13],
- a cross-polarization study for different angle and surface setups, preferably after multiple scattering has been implemented,
- an investigation of the difference in scattering coefficients when shadowing and transition function are used and not used [20],
- an investigation of scattering from surfaces with dielectric and roughness properties that are based on real values in connection with some experimental data [39, 40],
- a study of the model behavior for other than Gaussian correlation functions [41],
- a more complete study of the validity of the methods, preferably with a comparison with method of moments simulations and maybe some other, less common methods like Small Slope Approximation [42] among others (as in Chen and Fung [29] for example),
- some simulations of scattering in regions far from the validity regions of the asymptotic models (or in the intermediate region).
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APPENDIX A
INTEGRAL REPRESENTATION FOR ELECTROMAGNETIC FIELDS

A.1 Maxwell’s Equations
The four Maxwell’s equations are [10, 28, 43]:

\[
\begin{align*}
\nabla \times \mathbf{E} &= -j\omega \mu \mathbf{H} - \mathbf{K}, \\
\nabla \times \mathbf{H} &= j\omega \varepsilon \mathbf{E} + \mathbf{J}, \\
\nabla \cdot \mathbf{E} &= \rho / \varepsilon, \\
\nabla \cdot \mathbf{H} &= m / \mu,
\end{align*}
\]

(A1)\,(A2)\,(A3)\,(A4)

They are completed by the charge conservation relationships:

\[
\begin{align*}
\nabla \cdot \mathbf{J} &= -j\omega \rho, \\
\nabla \cdot \mathbf{K} &= -j\omega m,
\end{align*}
\]

(A5)\,(A6)

where \(\varepsilon\) and \(\mu\) are dielectric constants for the relevant medium, and \(\omega\) is the angular frequency of the wave. \(\mathbf{J}\) and \(\mathbf{K}\) are the electric and magnetic magnetic current densities, and \(\rho\) and \(m\) are charge densities (magnetic monopoles are assumed).

A.2 Vector Wave Equations
By a cross multiplication of \(\nabla\) from the left with equations (A1) and (A2) and by using equations (A1)-(A4) for substitutions, the following two vector wave equations are found:

\[
\begin{align*}
\nabla \times \nabla \times \mathbf{E} - k^2 \mathbf{E} &= -j\omega \mu \mathbf{J} - \nabla \times \mathbf{K}, \\
\nabla \times \nabla \times \mathbf{H} - k^2 \mathbf{H} &= -j\omega \varepsilon \mathbf{K} + \nabla \times \mathbf{J},
\end{align*}
\]

(A7)\,(A8)

where \(k^2 = \omega^2 \varepsilon \mu\).

A.3 Electric Field Integral Equation
In order to solve (A7) and (A8) Green’s Vector Theorem need to be used [4, 10]:

\[
\int_{\mathcal{V}} (\mathbf{Q} \cdot \nabla \times \mathbf{P} - \mathbf{P} \cdot \nabla \times \mathbf{Q}) d\mathcal{V} = \int_{\partial \mathcal{V}} (\mathbf{P} \times \nabla \times \mathbf{Q} - \mathbf{Q} \times \nabla \times \mathbf{P}) \cdot d\mathbf{s},
\]

(A9)
where \( \mathbf{P} \) and \( \mathbf{Q} \) are arbitrary vector functions of position with continuous first and second derivatives in the volume \( V \) and on its boundary \( \Sigma \). After setting \( \mathbf{P} = \mathbf{E} \), choosing \( \mathbf{G} \) to be

\[
\mathbf{G} = \mathbf{a}(\mathbf{r}, \mathbf{r}') = \mathbf{a} \frac{e^{-jk|\mathbf{r} - \mathbf{r}'|}}{|\mathbf{r} - \mathbf{r}'|},
\]  

(A10)

where \( \mathbf{a} \) is an arbitrary orientation unit vector, and \( \mathbf{r} \) and \( \mathbf{r}' \) are observation and source position vectors respectively, and using (A7), the equation (A9) turns into:

\[
\int_V [j\omega \mu \mathbf{J}(\mathbf{r}, \mathbf{r}') + \mathbf{K} \times \nabla \chi(\mathbf{r}, \mathbf{r}') - (\rho/\varepsilon) \nabla \chi(\mathbf{r}, \mathbf{r}')] d\mathbf{v} =
\]

\[
= \int_\Sigma [j\omega \mu (\mathbf{a} \times \mathbf{H})(\mathbf{r}, \mathbf{r}') - (\mathbf{a} \times \mathbf{E}) \times \nabla \chi(\mathbf{r}, \mathbf{r}') - (\mathbf{a} \cdot \mathbf{E}) \nabla \chi(\mathbf{r}, \mathbf{r}')] d\mathbf{s},
\]  

(A11)

where \( \mathbf{a} \) is a unit normal for \( \Sigma \).

Since the Green’s function

\[
\chi(\mathbf{r}, \mathbf{r}') = \frac{e^{-jk|\mathbf{r} - \mathbf{r}'|}}{|\mathbf{r} - \mathbf{r}'|}
\]

is singular when \( \mathbf{r} = \mathbf{r}' \), an infinitesimal sphere should be circumscribed about \( \mathbf{r} \) as indicated in Figure A.1. The integral over \( \Sigma \) becomes a sum of integrals over different parts of \( \Sigma \): the outer boundary \( S \), the inner boundary \( S' \), and the sphere boundary \( S_\circ \). \( S' \) is divided into \( S_1 \), which is the part of the inner boundary that is not affected by the sphere, and \( S_2 \), a part of the inner boundary that goes around the sphere. Formally, this can be expressed by:

\[
\int_\Sigma = \int_S + \int_{S_1} + \int_{S_2} + \int_{S_3}
\]  

(A12)

and, for each surface the corresponding normal vector is \( \mathbf{n} \), \( \mathbf{n}_1 \), \( \mathbf{n}_2 \), and \( \mathbf{n}_3 \), respectively.

Only the integrals over \( S_2 \) and \( S_3 \) are affected by the limit \( r = |\mathbf{r} - \mathbf{r}'| \to 0 \). This part is called \( I \) and it becomes:

\[
I = \lim_{r \to 0} \int_{S_2 + S_3} [j\omega \mu (\mathbf{a} \times \mathbf{H})(\mathbf{r}, \mathbf{r}') - (\mathbf{a} \times \mathbf{E}) \times \nabla \chi(\mathbf{r}, \mathbf{r}') - (\mathbf{a} \cdot \mathbf{E}) \nabla \chi(\mathbf{r}, \mathbf{r}')] d\mathbf{s} =
\]

\[
= \lim_{r \to 0} \left[ -\mathbf{E} \left( \int_{S_2} \frac{\mathbf{n}_2 \cdot \mathbf{n}_2}{r^2} d\mathbf{s} + \int_{S_3} \frac{\mathbf{n}_3 \cdot \mathbf{n}_3}{r^2} d\mathbf{s} \right) \right].
\]  

(A13)

Since \( \mathbf{r} = -\mathbf{n}_2 \) and \( \mathbf{r} = \mathbf{n}_3 \), and the solid angle is defined by

\[
d\Omega = \frac{\mathbf{n} \cdot \mathbf{r}}{r^2} d\mathbf{s},
\]

the integrands in the right hand side of (A13) can be written as

\[
d\Omega_2 = -\frac{\mathbf{n}_2 \cdot \mathbf{n}_2}{r^2} d\mathbf{s},
\]

(A14)

\[
d\Omega_3 = \frac{\mathbf{n}_3 \cdot \mathbf{n}_3}{r^2} d\mathbf{s},
\]

(A15)

so that \( I \) becomes

\[
I = \lim_{r \to 0} \left[ -\mathbf{E} \left( \int_{S_2} \frac{\mathbf{n}_2 \cdot \mathbf{n}_2}{r^2} d\mathbf{s} + \int_{S_3} \frac{\mathbf{n}_3 \cdot \mathbf{n}_3}{r^2} d\mathbf{s} \right) \right] = \lim_{r \to 0} \left[ -\mathbf{E} \left( \int_{S_3} d\Omega_3 - \int_{S_2} d\Omega_2 \right) \right].
\]  

(A16)

The limit of the first integral on the right hand side of (A16) is equal to \( 4\pi \) while the second limit is equal to \( 2\pi \) if \( \mathbf{r} \) lies on a smooth part of \( \Sigma \). If it lies in \( V' \) but not on \( \Sigma \), then the integral is 0. If it lies on a part of \( \Sigma \) that is not smooth, some further investigations have to be done.
From (A16), $\mathbf{E}$ can be extracted and, together with (A11) and (A12) it gives:

$$
\mathbf{E}(r) = -\frac{T}{4\pi} \int \left[ j\omega \mu \mathbf{J}(r, r') + \mathbf{K} \times \nabla \chi(r, r') - (\rho/\varepsilon) \nabla \chi(r, r') \right] dv + 
$$

$$
+ \frac{T}{4\pi} \int_{S+} \left[ j\omega \mu (\mathbf{n} \times \mathbf{H}) |\chi(r, r')| - (\mathbf{n} \times \mathbf{E}) \times \nabla \chi(r, r') - (\mathbf{n} \cdot \mathbf{E}) \nabla \chi(r, r') \right] ds, 
$$

(A17)

where

$$
T = \begin{cases} 
2 & \text{if } r \text{ is on a smooth portion of } \Sigma, \\
1 & \text{if } r \text{ is not on } \Sigma.
\end{cases}
$$

If $S$ is grown to infinity, $\int_S \bullet ds$ can be called $\mathbf{E}'$ as it represents sources outside $S$, or, as it will be called from now on, the incident electric field $\mathbf{E}'$. If there are no sources inside $V$, then (A17) reduces to:

$$
\mathbf{E}(r) = T \left\{ \mathbf{E}'(r) - \frac{1}{4\pi} \int_S \left[ j\omega \mu (\mathbf{n} \times \mathbf{H}) |\chi(r, r')| - (\mathbf{n} \times \mathbf{E}) \times \nabla \chi(r, r') - (\mathbf{n} \cdot \mathbf{E}) \nabla \chi(r, r') \right] ds \right\}. 
$$

(A18)

where $S$ now simply represents the boundary between $V$ and $V^C$. This equation is often referred to as the electric field integral equation (EFIE).

### A.4 Magnetic Field Integral Equation

An expression for $\mathbf{H}$ can be found using the same procedures as in Section A.3 above:

$$
\mathbf{H}(r) = T \left\{ \mathbf{H}'(r) + \frac{1}{4\pi} \int_S \left[ j\omega \mu (\mathbf{n} \times \mathbf{H}) |\chi(r, r')| - (\mathbf{n} \times \mathbf{H}) \times \nabla \chi(r, r') - (\mathbf{n} \cdot \mathbf{H}) \nabla \chi(r, r') \right] ds \right\}. 
$$

(A19)

Often, it is referred to as the magnetic field integral equation (MFIE). A more detailed derivation of (A18) and (A19) can be found in Poggio and Miller [10].
Appendix B
Stratton-Chu Integral and the Far Field Approximation

The so-called Stratton-Chu integral [44] relates the tangential surface fields to the fields far away from the boundary. The expression for the Green’s function $\chi$ in (A18) and (A19) is now replaced by its explicit expression:

$$
\chi = \frac{\exp (-jkr)}{|r - r'|}.
$$

(B1)

The far field assumption gives the following simplification in the denominator of (B1):

$$
|r - r'| \approx |r| = r,
$$

(B2)

and in the exponential (phase) expression:

$$
|r - r'| \approx r - r' r',
$$

(B3)

see Ulaby et al. [4, App. 12J.5]. The expressions for $\chi$ and $\nabla \chi$ become:

$$
\chi = \frac{\exp (-jkr + jkr \cdot r')}{r},
$$

(B4)

$$
\nabla \chi = \frac{jkr}{r} \exp (-jkr + jkr \cdot r').
$$

(B5)

In the far field, the surface $S$ has to be treated as an open surface and thus the integral in (A18) needs an extra term corresponding to the line integral on the boundary [4, p. 1022]. This gives an expression for the scattered field only:

$$
\frac{1}{4\pi} \int \frac{j\omega \mu (\hat{n} \times \mathbf{H}) \chi - (\hat{n} \times \mathbf{E}) \times \nabla \chi - \nabla \chi (\hat{n} \cdot \mathbf{E})] ds + \frac{j}{4\pi \omega \varepsilon} \int \nabla \chi \cdot d\mathbf{l},
$$

(B6)

EFIE, (A18)

which after the insertion of (B4) and (B5) gives:

$$
\frac{j\omega}{4\pi r^2} \int \left[(\hat{n} \times \mathbf{E}) \times \mathbf{k} - \omega \mu (\hat{n} \times \mathbf{H}) + k(\hat{n} \cdot \mathbf{E})\right] e^{jkr} ds - \frac{e^{-jkr}}{4\pi \omega \varepsilon} \mathbf{k} \int e^{jkr} \mathbf{H} \cdot d\mathbf{l},
$$

(B7)

where $\mathbf{k} = kr$. The last term can be re-written using Stoke’s theorem, which gives:

$$
\int e^{jkr} \mathbf{H} \cdot d\mathbf{l} = \int \nabla \times \left(\mathbf{H} e^{jkr}\right) \cdot ds =
$$

$$
= \int \left[\nabla \times \mathbf{e}^{jkr}\right] \times \mathbf{H} \cdot ds =
$$

$$
= \int (j\mathbf{k} \times \mathbf{H} + j\omega \varepsilon \mathbf{E}) e^{jkr} \cdot ds,
$$

(B8)

and with (B7), the expression for $\mathbf{E}'$, that is the far field expression for the scattered electric field becomes:

$$
\mathbf{E}' = -\frac{j\omega e^{-jkr}}{4\pi r} \mathbf{r} \times \int [(\hat{n} \times \mathbf{E}) - \mathbf{r} \times (\hat{n} \times \mathbf{H})] e^{jkr} ds,
$$

(B9)

which is the Stratton-Chu integral.
APPENDIX C

EXPRESSIONS FOR GO, PO, SPM, IEM, AND AIEM MODELS

C.1 Common Expressions

Some expressions occur in more than one models and are thus presented here.

First, the Kirchhoff fields used in GO, IEM and AIEM are:

\[ f_{kh} = \frac{2R_{||}}{\cos \theta_i + \cos \theta_s} \left[ \sin \theta_i \sin \theta_s - (1 + \cos \theta_i \cos \theta_s) \cos \Delta \phi \right], \]
\[ f_{hv} = \frac{2R_{\perp}}{\cos \theta_i + \cos \theta_s} \left[ \sin \theta_i \sin \theta_s - (1 + \cos \theta_i \cos \theta_s) \cos \Delta \phi \right], \]
\[ f_{\nu v} = 2R \sin \Delta \phi, \]
\[ f_{\nu h} = -2R \sin \Delta \phi, \]

where

\[ R_{\perp} = \frac{\eta_2 \cos \theta_i - \eta_1 \cos \theta_s}{\eta_2 \cos \theta_i + \eta_1 \cos \theta_s}, \]
\[ R_{||} = \frac{\eta_1 \cos \theta_i - \eta_2 \cos \theta_s}{\eta_1 \cos \theta_i + \eta_2 \cos \theta_s}, \]
\[ R = \frac{1}{2} (R_{||} - R_{\perp}). \]

C.2 Geometrical Optics

The single scattering expression for the Geometrical Optics model can be found in Fung [22, chap. 5.5] and it is:

\[ \sigma_{pq}^{GO} = \frac{I_0}{2\sigma^2(k_x - k_{ix})^2} \exp \left[ -\frac{(k_x - k_{ix})^2 + (k_y - k_{iy})^2}{2\sigma^2(k_x + k_{ix})^2} \right], \]

where \( \rho''(0) \) is the second derivative of the correlation function in the origin.

C.3 Physical Optics

The single scattering expression for a slightly improved version of the Physical Optics model that includes the first order term and the most important part second order term, as described in de Roo [26] is:

\[ \sigma_{pq}^{PO} = I_0 \left( a_{00pq} - \left( \frac{\alpha_{inm}}{\sin \theta_i} \frac{q_i}{q_z} + \frac{\alpha_{inm}}{\sin \theta_i} \frac{q_i}{q_z} \right) \right) - \left( a_{00pq} - \left( \frac{\alpha_{inm}}{\sin \theta_i} \frac{q_i}{q_z} + \frac{\alpha_{inm}}{\sin \theta_i} \frac{q_i}{q_z} \right) \right)^* \]

where

\[ I_0 = \begin{cases} \frac{(kL)^2}{2} e^{-(kL)^2} - \left( \frac{q_i q_j}{4\pi} \right) \sum_{i=1}^{\infty} \frac{(\eta c)^2}{(i+1/2)(i+3/2)} \exp \left[ -\frac{(q_i q_j)^2}{4(\eta c)^2} \right] & \text{(Gaussian correlation function)} \\ \frac{(kL)^2}{4} e^{-(kL)^2} - \left( \frac{q_i q_j}{4\pi} \right) \sum_{i=1}^{\infty} \frac{(\eta c)^2}{(i+1/2)(i+3/2)} \exp \left[ -\frac{(q_i q_j)^2}{4(\eta c)^2} \right] & \text{(exponential correlation function)} \end{cases} \]
and

\begin{align*}
a_{00 hh} &= -R_{\perp} \cos \theta_i \cos \Delta \phi \\
a_{00 vv} &= -R_{\parallel} \cos \theta_i \cos \Delta \phi \\
a_{00 hv} &= R_{\parallel} (1 + \cos \theta_i \cos \theta_s) \sin \Delta \phi \\
a_{00 vh} &= -R_{\perp} (1 + \cos \theta_i \cos \theta_s) \sin \Delta \phi
\end{align*}

\begin{align*}
a_{10 hh} &= (R_{\perp} (\sin \theta_s - \sin \theta_i \cos \Delta \phi) - R_{\perp} (\cos \theta_i + \cos \theta_s) \cos \Delta \phi \sin \theta_i) \sin \theta_i \\
a_{10 vv} &= (R_{\parallel} (\sin \theta_s - \sin \theta_i \cos \Delta \phi) - R_{\parallel} (\cos \theta_i + \cos \theta_s) \cos \Delta \phi \sin \theta_i) \sin \theta_i \\
a_{10 hv} &= (R_{\parallel} \sin^2 \theta_i \cos \theta_s + R_{\parallel} \sin \theta_i (1 + \cos \theta_i \cos \theta_s)) \sin \Delta \phi \\
a_{10 vh} &= -(R_{\perp} \sin^2 \theta_i \cos \theta_s + R_{\perp} \sin \theta_i (1 + \cos \theta_i \cos \theta_s)) \sin \Delta \phi
\end{align*}

\begin{align*}
a_{01 hh} &= (R_{\parallel} (1 + \cos \theta_i \cos \theta_s) \sin \Delta \phi + R_{\perp} \cos \theta_i \cos \theta_s (\cos \theta_i + \cos \theta_s) \sin \Delta \phi) \sin \theta_i \\
a_{01 vv} &= (R_{\parallel} (1 + \cos \theta_i \cos \theta_s) \sin \Delta \phi + R_{\perp} \cos \theta_i \cos \theta_s \sin \Delta \phi) \sin \theta_i \\
a_{01 hv} &= R_{\parallel} \cos \theta_i (\sin \theta_i \sin \theta_s - (1 + \cos \theta_i \cos \theta_s) \cos \Delta \phi) - R_{\perp} (\cos \theta_i + \cos \theta_s) \cos \Delta \phi \\
a_{01 vh} &= R_{\parallel} \cos \theta_i (\sin \theta_i \sin \theta_s - (1 + \cos \theta_i \cos \theta_s) \cos \Delta \phi) - R_{\perp} (\cos \theta_i + \cos \theta_s) \cos \Delta \phi
\end{align*}

with

\begin{align*}
R_{\perp}^2 &= \left[ \eta_2 \sin \theta_i (1 - R_{\perp}) - \eta_1 \frac{k_1 \cos \theta_i}{k_2 \cos \theta_i} \sin \theta_i (1 + R_{\perp}) \right] \cdot \left[ \eta_2 \cos \theta_i + \eta_1 \cos \theta_i \right]^{-1} \\
R_{\parallel}^2 &= \left[ \eta_1 \sin \theta_i (1 - R_{\parallel}) - \eta_2 \frac{k_1 \cos \theta_i}{k_2 \cos \theta_i} \sin \theta_i (1 + R_{\parallel}) \right] \cdot \left[ \eta_1 \cos \theta_i + \eta_2 \cos \theta_i \right]^{-1}
\end{align*}

being the first order terms of the reflection coefficients.

### C.4 Small Perturbation Model

The first order Small Perturbation Model used in this work was presented in Ulaby et al. [4] and the same version is used here. The scattering coefficient is:

\[
\sigma_{p0}^{SPM} = 8\mu^2 \sigma \cos \theta_i \cos \theta_s \alpha_p q_0^2 \cdot W (k_{ix} + k \sin \theta_i, k_{iy}),
\]

where

\begin{align*}
\alpha_{hh} &= \left\{ \eta_2 q_{iti} \cos \Delta \phi - \eta_1 \sin \theta_i \sin \theta_s (\mu_r - 1) - \frac{k_1}{k_2} \cos \theta_i \right\} \cdot \left( \sqrt{\eta_2 \mu_r \eta_1 \sin^2 \theta_i} + \sqrt{\eta_2 \mu_r \eta_1 \sin^2 \theta_i} + q_{at} \right)^{-1} \\
\alpha_{vv} &= \left\{ \eta_2 q_{iti} \cos \Delta \phi + \eta_1 \sin \theta_i \sin \theta_s (\mu_r - 1) - \frac{k_1}{k_2} \cos \theta_i \right\} \cdot \left( \sqrt{\eta_2 \mu_r \eta_1 \sin^2 \theta_i} + \sqrt{\eta_2 \mu_r \eta_1 \sin^2 \theta_i} + q_{at} \right)^{-1} \\
\alpha_{hv} &= \sin \Delta \phi \left( \eta_2 (\mu_r - 1) q_{iti} - \eta_1 (\mu_r - 1) q_{at} \right) \cdot \left( \eta_2 + \mu_r \eta_1 \cos \theta_i \right)^{-1} \\
\alpha_{vh} &= \sin \Delta \phi \left( \eta_2 (\mu_r - 1) q_{iti} + \eta_1 (\mu_r - 1) q_{at} \right) \cdot \left( \eta_2 + \mu_r \eta_1 \cos \theta_i \right)^{-1}
\end{align*}

and

\begin{align*}
q_{at} &= \sqrt{\mu_r \eta_1 \sin^2 \theta_i} \\
q_{it} &= \sqrt{\mu_r \eta_1 \sin^2 \theta_i}
\end{align*}
C.5 Integral Equation Model

The version of Integral Equation Model used in this work has been thoroughly described in Fung [22] and in Section 6 and needs no further presentation. The scattering coefficient for single scattering is:

\[
\sigma_{pq}^{IE M} = \frac{k^2}{2} \exp \left[ -\sigma^2 (k_{iz}^2 + k_{sz}^2) \right] \sum_{n=1}^{\infty} \left[ \sigma^{2n} \left| P_{pq}^n \right| W^{(n)}(k_{sx} - k_{ix}, k_{sy} - k_{iy}) \right] \frac{1}{n!}
\]  
(C33)

where

\[
P_{pq}^n = (k_{xz} + k_{iz})^n f_{pq} \exp \left[ -\sigma^2 (k_{iz}^2, k_{sz}^2) \right] \frac{(k_{iz})^n F_{pq}(k_{sx} - k_{iy}) + (k_{iz})^n F_{pq}(k_{sx} - k_{iy})}{2}
\]  
(C34)

where \( F_{pq}(k_{sx}, k_{sy}) \) is a simplified version of the complementary field coefficients shown in the next section. The coefficients above are:

\[
F_{hh}(-k_{ix}, -k_{iy}) = \left[ (1 - R_{s}) \cos \theta_i - (1 + R_{s})q_{st} / \mu_r \right] \left[ (1 + R_{s}) \cos \Delta \phi + (1 - R_{s}) \mu_r C_1 \right] + \left[ (1 - R_{s})^2 - (1 - R_{s}) (1 + R_{s}) \cos \theta_i / q_{st} \right] C_2,
\]  
(C35)

\[
F_{hv}(-k_{ix}, -k_{iy}) = -\left[ (1 - R_{s}) \cos \theta_i - (1 + R_{s})q_{st} / \epsilon_r \right] \left[ (1 + R_{s}) \cos \Delta \phi + (1 - R_{s}) \epsilon_r C_1 \right] + \left[ (1 - R_{s})^2 - (1 - R_{s}) (1 + R_{s}) \cos \theta_i / q_{st} \right] C_2,
\]  
(C36)

\[
F_{bh}(-k_{ix}, -k_{iy}) = \left[ (1 - R) \cos \theta_i - (1 + R)q_{st} / \mu_r \right] \left[ (1 + R) \cos \Delta \phi + (1 - R) \mu_r C_1 \right] + \left[ (1 - R)^2 - (1 - R) (1 + R) \cos \theta_i / q_{st} \right] \sin \Delta \phi + \left[ (1 - R)^2 - (1 - R) (1 + R) \cos \theta_i / q_{st} \right] \sin^2 \theta_i \sin \Delta \phi,
\]  
(C37)

\[
F_{vh}(-k_{ix}, -k_{iy}) = \left[ (1 + R) \cos \theta_i - (1 + R)q_{st} / \epsilon_r \right] \left[ (1 - R) \cos \Delta \phi + (1 + R) \epsilon_r C_1 \right] + \left[ (1 - R)^2 - (1 - R) (1 + R) \cos \theta_i / q_{st} \right] \sin \Delta \phi + \left[ (1 - R)^2 - (1 - R) (1 + R) \cos \theta_i / q_{st} \right] \sin^2 \theta_i \sin \Delta \phi,
\]  
(C38)

where

\[
C_1 = (\cos \Delta \phi \sin \theta_i \sin \theta_s) / (q_{st} \cos \theta_s), \tag{C43}
\]

\[
C_2 = \sin \theta_i (\sin \theta_s - \sin \theta_i \cos \Delta \phi) / \cos \theta_s, \tag{C44}
\]

\[
D_2 = (\cos \Delta \phi \sin \theta_i \sin \theta_s) / (q_{st} \cos \theta_i), \tag{C45}
\]

\[
D_2 = \sin \theta_i (\sin \theta_i - \sin \theta_s \cos \Delta \phi) / \cos \theta_i. \tag{C46}
\]

and \( q_{st} \) and \( q_{st} \) are the same as defined in Appendix C.4.

C.6 Improved Integral Equation Model

The Improved Integral Equation Model was used for verification against Wu et al. [14] was provided by Magnus Gustafsson [37] and will not be presented here. It was not used in other studies in this report.

C.7 Advanced Integral Equation Model

For the Advanced Integral Equation Model, the single scattering expression is [12, 13]:

\[
\sigma_{pq}^{AIE M} = \frac{k^2}{2} \exp \left[ -\sigma^2 (k_{iz}^2 + k_{sz}^2) \right] \sum_{n=1}^{\infty} \left[ \sigma^{2n} \left| P_{pq}^n \right| W^{(n)}(k_{sx} - k_{ix}, k_{sy} - k_{iy}) \right] \frac{1}{n!}
\]  
(C47)
where

\[
I_{pq}^n = (k_{az} + k_{iz})^n f_{pq} \exp(-\sigma^2 k_{iz} k_{sz}) + \frac{1}{4} \left[ F_{pq}^+(-k_{ix}, -k_{iy}) \cdot (k_{sz} - k_{iz})^n \exp[-\sigma^2 (k_{iz}^2 - k_{iz} k_{sz} + k_{sz}^2)] + 
F_{pq}^-(k_{sx}, -k_{iy}) \cdot (k_{sz} + k_{iz})^n \exp[-\sigma^2 (k_{iz}^2 + k_{iz} k_{sz} + k_{sz}^2)] + 
F_{pq}^+(k_{sx}, -k_{sy}) \cdot (k_{sz} + k_{iz})^n \exp[-\sigma^2 (k_{iz}^2 - k_{iz} k_{sz} + k_{sz}^2)] + 
F_{pq}^-(k_{sx}, -k_{sy}) \cdot (k_{sz} - k_{iz})^n \exp[-\sigma^2 (k_{iz}^2 + k_{iz} k_{sz} + k_{sz}^2)] + 
G_{pq}^+(-k_{ix}, -k_{iy}) \cdot (k_{sz} - q_{iz})^n \exp[-\sigma^2 (q_{iz}^2 + q_{iz} k_{sz} + k_{sz}^2)] + 
G_{pq}^-(k_{sx}, -k_{iy}) \cdot (k_{sz} + q_{iz})^n \exp[-\sigma^2 (q_{iz}^2 - q_{iz} k_{sz} + k_{sz}^2)] + 
G_{pq}^+(k_{sx}, -k_{sy}) \cdot (k_{sz} + q_{iz})^n \exp[-\sigma^2 (q_{iz}^2 - q_{iz} k_{sz} + k_{sz}^2)] + 
G_{pq}^-(k_{sx}, -k_{sy}) \cdot (k_{sz} - q_{iz})^n \exp[-\sigma^2 (q_{iz}^2 + q_{iz} k_{sz} + k_{sz}^2)] \right]
\]

(C48)

with \( q_{sz} = \sqrt{k_{sz}^2 - k_{sx}^2 - k_{sy}^2} \) and \( q_{iz} = \sqrt{k_{iz}^2 - k_{ix}^2 - k_{iy}^2} \). The function \( W^{(n)}(k_x, k_y) \) is the Fourier transform of the \( n \)th power of the correlation function.

The explicit expressions for \( F \) and \( G \) are here presented. Using \( q_{om} = \sqrt{k_{om}^2 - k_{ox}^2 - k_{oy}^2} \) \( m = 1, 2 \) depending on medium, and \( \alpha = i, s \) for incident/scattered radiation), the upward and downward reradiation coefficients found in (C48) are:

\[
F_{pq}^+ (k_x, k_y) = F_{pq}^+(k_x, k_y, q_1, q_1) \tag{C49}
\]

\[
F_{pq}^- (k_x, k_y) = F_{pq}^-(k_x, k_y, -q_1, q_1) \tag{C50}
\]

for medium 1 and

\[
G_{pq}^+ (k_x, k_y) = G_{pq}^+(k_x, k_y, q_2, q_2) \tag{C51}
\]

\[
G_{pq}^- (k_x, k_y) = G_{pq}^-(k_x, k_y, -q_2, q_2) \tag{C52}
\]

for medium 2.

The functions \( F_{pq}^+(k_x, k_y, k_z, q) \) and \( G_{pq}^- (k_x, k_y, k_z, q) \) specified in (C54)-(C60) are used to determine the coefficients (C49)-(C52). Note, that parameters \( k_{sx}, k_{sy}, k_{sz} \) and \( k_i \) are actually only used in \( C \) and \( B \) coefficients found in (C65)-(C76). \( q \) is a parameter with the same magnitude as \( k_z \) but its sign remains fixed upon the change of reradiation direction. It is only used in expressions (C54)-(C60):

\[
F_{hh} (k_x, k_y, k_z, q) = \frac{1 - R_h}{q} [(1 + R_h) C_1 - (1 - R_h) C_2 + (1 + R_h) C_3] + 
- \frac{1 + R_h}{q} [(1 - R_h) C_4 + (1 + R_h) C_5 + (1 - R_h) C_6], \tag{C53}
\]

\[
F_{vv} (k_x, k_y, k_z, q) = - \frac{1 - R_v}{q} [(1 + R_v) C_1 - (1 - R_v) C_2 + (1 + R_v) C_3] + 
+ \frac{1 + R_v}{q} [(1 - R_v) C_4 + (1 + R_v) C_5 + (1 - R_v) C_6], \tag{C54}
\]

\[
F_{hv} (k_x, k_y, k_z, q) = \frac{1 - R}{q} [(1 + R) B_1 - (1 - R) B_2 + (1 + R) B_3] + 
+ \frac{1 + R}{q} [(1 - R) B_4 + (1 + R_h) B_5 + (1 - R_h) B_6], \tag{C55}
\]

\[
F_{vh} (k_x, k_y, k_z, q) = \frac{1 + R_h}{q} [(1 + R) B_1 + (1 - R) B_2 + (1 + R_h) B_3] + 
+ \frac{1 - R_h}{q} [(1 - R) B_4 + (1 + R) B_5 + (1 + R_h) B_6]; \tag{C56}
\]
\[ G_{hh}(k_x, k_y, k_z, q) = \frac{1 + R_h}{q} \left[ (1 + R_h)C_{11} \epsilon_r - (1 - R_h)C_2 - (1 + R_h)C_3 \right] + \frac{1 - R_h}{q} \left[ (1 - R_h)C_4 \epsilon_r + (1 - R_h)C_5 + (1 - R_h)C_6 \right], \]  \hspace{1cm} (C57)

\[ G_{uv}(k_x, k_y, k_z, q) = \frac{1 + R_u}{q} \left[ (1 + R_u)C_{11} \epsilon_r - (1 - R_u)C_2 - (1 + R_u)C_3 \right] + \frac{1 - R_u}{q} \left[ (1 - R_u)C_4 \epsilon_r + (1 - R_u)C_5 + (1 - R_u)C_6 \right], \]  \hspace{1cm} (C58)

\[ G_{uv}(k_x, k_y, k_z, q) = \frac{1 + R}{q} \left[ (1 + R)B_1 - (1 - R)B_2 - (1 + R)B_3 \right] + \frac{1 - R}{q} \left[ (1 - R)B_4 \epsilon_r + (1 + R)B_5 + (1 - R)B_6 \right], \]  \hspace{1cm} (C59)

\[ G_{uv}(k_x, k_y, k_z, q) = \frac{1 + R}{q} \left[ (1 + R)B_1 - (1 - R)B_2 - (1 - R)B_3 \right] + \frac{1 - R}{q} \left[ (1 - R)B_4 \epsilon_r + (1 + R)B_5 + (1 - R)B_6 \right]. \]  \hspace{1cm} (C60)

Without making any approximations, the angle \( \phi_i \) can be set to 0. Using the slopes

\[ z_x = -k_{xx} + k_x, \]  \hspace{1cm} (C61)

\[ z_y = -k_{yy} + k_y, \]  \hspace{1cm} (C62)

\[ z'_x = k_{xx} + k_x, \]  \hspace{1cm} (C63)

\[ z'_y = k_{yy} + k_y, \]  \hspace{1cm} (C64)

the \( C \) coefficients for the co-polarized \( F \) coefficients are as follows:

\[ C_1 = C_1(k_x, k_y, k_z) = \cos \phi_x(1 + z_x z'_x) + \sin \phi_x z_y z'_y, \]  \hspace{1cm} (C65)

\[ C_2 = C_2(k_x, k_y, k_z) = \cos \phi_x(k_x \cos \theta_i + k_{xx} \cos \theta_i + k_{zz} \sin \theta_i + k_{xzx} z'_y \sin \theta_i + k_{yy} z'_y \cos \theta_i + k_{xzy} z'_y \sin \theta_i) + \sin \phi_x(k_x \cos \theta_i + k_{xx} \cos \theta_i + k_{zz} \sin \theta_i + k_{xzy} z'_y \cos \theta_i + k_{xzy} z'_y \sin \theta_i), \]  \hspace{1cm} (C66)

\[ C_3 = C_3(k_x, k_y, k_z) = -\cos \phi_x(k_x \sin \theta_i + k_{xx} \sin \theta_i - k_{zz} \cos \theta_i + k_{xzx} z'_y \cos \theta_i) + -\sin \phi_x(k_x \sin \theta_i + k_{xx} \sin \theta_i - k_{zz} \cos \theta_i + k_{xzy} z'_y \cos \theta_i), \]  \hspace{1cm} (C67)

\[ C_4 = C_4(k_x, k_y, k_z) = \cos \theta_x \sin \phi_x(z'_y \sin \theta_i - z_x z'_y \cos \theta_i) + \sin \theta_x \cos \phi_x(z'_y \sin \theta_i + z_x z'_y \cos \theta_i), \]  \hspace{1cm} (C68)

\[ C_5 = C_5(k_x, k_y, k_z) = \cos \theta_x \sin \phi_x(k_x \sin \theta_i + k_{zz} \cos \theta_i - k_{xx} \cos \theta_i) + -\cos \theta_x \cos \phi_x(k_x \sin \theta_i + k_{zz} \cos \theta_i - k_{xx} \cos \theta_i), \]  \hspace{1cm} (C69)

\[ C_6 = C_6(k_x, k_y, k_z) = \cos \theta_x \sin \phi_x(k_{xzx} + k_{xzy} + z_x z'_y + k_{yy} z'_y) \]  \hspace{1cm} (C70)

\[ + \sin \theta_x(k_{xzx} z'_y + k_{xzy} z'_y) \]
while the corresponding $B$ coefficients for the cross-polarized field coefficients are:

\begin{align}
B_1 &= B_1(k_x, k_y, k_z) = \cos \theta_s \sin \phi_s (1 + z_x z'_y) - z_y \sin \theta_s - z_y z'_x \cos \theta_s \cos \phi_s, \\
B_2 &= B_2(k_x, k_y, k_z) = \cos \theta_s \sin \phi_s (k_x \cos \theta_i + k_x z_x \cos \theta_i + k_x z'_x \sin \theta_i + k_y z'_x \cos \theta_i + k_y z_y \cos \theta_i + k_y z'_x \sin \theta_i) + \\
&\quad - \sin \theta_s (k_x z_y \cos \theta_i + k_x z_y \cos \theta_i - k_x z_y \sin \theta_i + k_x z_x \sin \theta_i + k_y z_x \cos \theta_i + k_y z_y \cos \theta_i) + \\
&\quad - \cos \phi_s \cos \theta_s (k_x z_y \cos \theta_i + k_x z_y \cos \theta_i + k_x z_y \sin \theta_i + k_x z_y \cos \theta_i + k_y z_y \cos \theta_i), \\
B_3 &= B_3(k_x, k_y, k_z) = -\cos \theta_s \sin \phi_s (k_x \sin \theta_i - k_x z_y \sin \theta_i - k_y z_y \cos \theta_i) + \\
&\quad + \cos \phi_s \cos \theta_s (k_y \sin \theta_i - k_y z_y \cos \theta_i - k_z z_y \cos \theta_i + k_z z'_y \cos \theta_i) + \\
&\quad - \sin \theta_s (k_x z_y \sin \theta_i - k_x z_y \sin \theta_i + k_x z_y \cos \theta_i - k_x z_y \sin \theta_i + k_x z_y \cos \theta_i), \\
B_4 &= B_4(k_x, k_y, k_z) = \cos \phi_s (z_x' \cos \theta_i + z_y' \sin \theta_i + z_y z'_y \sin \theta_i), \\
B_5 &= B_5(k_x, k_y, k_z) = \cos \phi_s (k_y z_x - k_y z'_x) + \\
&\quad + \sin \phi_s (k_z + k_x z'_y + k_y z_y), \\
B_6 &= B_6(k_x, k_y, k_z) = \cos \phi_s (k_x z'_y - k_x z'_y) + \\
&\quad + \sin \phi_s (k_y z_y - q z_y z'_y). \\
\end{align}

**APPENDIX D**

**ADDITIONAL FUNCTIONS**

**D.1 Transition Function**

The transition function [13, 20, 34] is a function that interpolates values for $R_{\|}$ and $R_{\perp}$ and replaces the choice between incident/specular angle for Fresnel coefficient calculation that is described in Section 6.3. Transition function has been used together with AIRM model in some cases but will not be described more thoroughly here. Only the explicit expression for that function will be presented while a description can be found in Wu et al. [20].

The Fresnel coefficient for a polarization $p$ that is either vertical ($\perp$) or horizontal ($\parallel$) is:

\begin{equation}
R_p(T) = R_p(\theta_{\text{incident}}) + [R_p(\theta_{\text{specular}}) - R_p(\theta_{\text{incident}})] \left(1 - \frac{S_p}{S_p^0}\right) \quad (D1)
\end{equation}

where

\begin{equation}
S_p = \frac{1}{4} \sum_{n=1}^{\infty} \frac{|k \sigma \cos \theta|^{2n} \tilde{F}_p^2}{n!} W^{(n)}(k_x - k_{ix}, k_y - k_{iy}), \quad (D2)
\end{equation}

\begin{equation}
S_p^0 = \frac{\alpha_1}{\alpha_1 + \alpha_2 + \alpha_3}, \quad (D3)
\end{equation}

and

\begin{align}
\alpha_1 &= \frac{1}{4} \{\cos \cos \theta_s F_p(-k_{ix}, -k_{iy}) + \cos \theta_s F_p(-k_{ix}, -k_{iy})\}, \\
\alpha_2 &= (\cos \cos \theta_s + \cos \theta_s) |F_p|^2, \\
\alpha_3 &= (\cos \cos \theta_s + \cos \theta_s) |F_p|^2. \\
\end{align}

The two $\tilde{F}_p$ are:

\begin{align}
\tilde{F}_h &= 8 R_h(0) \sin^2 \theta_i \left(\frac{\cos \theta_i + \sqrt{e_{rr} - \sin^2 \theta_i}}{\cos \theta_i \sqrt{e_{rr} - \sin^2 \theta_i}}\right), \quad (D7) \\
\tilde{F}_v &= -8 R_h(0) \sin^2 \theta_i \left(\frac{\cos \theta_i + \sqrt{e_{rr} - \sin^2 \theta_i}}{\cos \theta_i \sqrt{e_{rr} - \sin^2 \theta_i}}\right), \quad (D8)
\end{align}
D.2 Shadowing Function

One fact that usually has to be included in the computation of the scattering coefficients is the shadowing function. This function lowers the radar cross section of a resolution cell due to shadowing at high incident angles \( \theta_i \) (low grazing angles). Shadowing has been studied by Smith [36] and Sancer [35] among others and is also described in Ulaby et al. [4] and Fung [22]. The function is simply multiplied with the scattering coefficient:

\[
\sigma_{SH}^0 = \sigma^0 \cdot S_{in} \cdot S_{out}.
\]

where \( \sigma^0 \) is the scattering coefficient without shadowing, \( S_{in} \) is the shadowing factor for incident radiation, and \( S_{out} \) is the shadowing factor for the scattered radiation.

Smith [36] describes two possible functions:

\[
S_1(\theta_i, \sigma_s) = \left[ 1 + f(\theta_i, \sigma_s) \right]^{-1},
\]

\[
S_2(\theta_i, \sigma_s) = \left[ 1 - \frac{1}{2} \text{erf}\left( \frac{\cot \theta_i}{\sigma_s \sqrt{2}} \right) \right] S_1(\theta_i, \sigma_s),
\]

where the first one represents the probability of "clear view" and the second one is more suitable for Kirchhoff terms and it is "the conditional probability that a point will not lie in the shadow given that its local slope is perpendicular to the incident beam", citing Fung [22, p. 191]. The function

\[
f(\theta_i, \sigma_s) = \frac{1}{2} \left[ \sqrt{\frac{2}{\pi}} \cdot \frac{\sigma_s}{\cot \theta_i} \exp \left( -\frac{\cot \theta_i^2}{2\sigma_s^2} \right) - \text{erf}\left( \frac{\cot \theta_i}{\sigma_s \sqrt{2}} \right) \right],
\]

where \( \sigma_s \) is the root-mean-square slope, contains the so-called complementary error function:

\[
\text{erfc}(x) = 1 - \text{erf}(x) = 1 - \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt.
\]
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