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Optimizing Constellations for Single-Subcarrier
Intensity-Modulated Optical Systems

Johnny Karout, Erik Agrell, Krzysztof Szczerba, and MagnusKarlsson

Abstract—We optimize modulation formats for the additive
white Gaussian noise channel with nonnegative input, also known
as the intensity-modulated direct-detection channel, with and
without confining them to a lattice structure. Our optimiza-
tion criteria are the average electrical, average optical,and
peak power. The nonnegative constraint on the input to the
channel is translated into a conical constraint in signal space,
and modulation formats are designed by sphere packing inside
this cone. Some dense packings are found, which yield more
power-efficient modulation formats than previously known. For
example, at a spectral efficiency of 1.5 bit/s/Hz, the modulation
format optimized for average electrical power has a 2.55 dB
average electrical power gain over the best known format to
achieve a symbol error rate of 10−6. The corresponding gains
for formats optimized for average and peak optical power are1.35
and 1.72 dB, respectively. Using modulation formats optimized for
peak power in average-power limited systems results in a smaller
power penalty than when using formats optimized for average
power in peak-power limited systems. We also evaluate the mod-
ulation formats in terms of their mutual information to pred ict
their performance in the presence of capacity-achieving error-
correcting codes, and finally show numerically and analytically
that the optimal modulation formats for reliable transmission in
the wideband regime have only one nonzero point.

Index Terms—Direct detection, fiber-optical communications,
free-space optical communications, infrared communications,
intensity modulation, lattice codes, mutual information, nonco-
herent communications, sphere packing.

I. I NTRODUCTION

COHERENT optical systems, which give access to both
the carrier’s amplitude and phase to convey information,

allow the design of higher-order modulation formats which
offer a good trade-off between spectral and power efficiency.
However, in systems where phase information is absent, de-
signing such formats becomes challenging. Examples of such
systems include phase-noise limited systems, and noncoherent
systems where information is encoded onto the amplitude of
the carrier and the envelope of the received signal is detected
at the receiver. The latter is prevalent in optical communication
systems where the overall cost and complexity is a critical con-
straint. This type of noncoherent systems is known asintensity-
modulated direct-detection(IM/DD) systems and will be the
focus of our work. In such systems, the information is encoded
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onto the intensity of the optical carrier, and this intensity is,
at all time instances, nonnegative. Applications using IM/DD
are, for example, wireless optical communications [1]–[3]and
short-haul fiber links used in, e.g., data centers [4], [5].

In the absence of optical amplification, an IM/DD system
can be modeled as a conventional additive white Gaussian
noise (AWGN) channel whose input is constrained to being
nonnegative [1, Ch. 5], [2], [6]–[9]. Since the optical phase
cannot be used to carry information, resorting toM -ary pulse
amplitude modulation (M -PAM) is a natural low-complexity
way of improving the spectral efficiency beyond that of the
widespread on-off keying (OOK). However, this is different
from the conventional PAM since no negative amplitudes can
be used [1, Eq. (5.8)]. In [10], [11], an IM/DD link analysis
using 4-PAM signaling was demonstrated. In [6], upper and
lower bounds on the capacity of2-, 4-, 8-, and16-PAM were
derived and in [12], the power efficiency ofM -PAM was
shown to be low. TheM -ary pulse-position modulation (M -
PPM) formats are known to be power-efficient; however, they
suffer from poor spectral efficiency [1, Sec. 5.3.3], [2], [13].

Any nonnegative electrical waveform can be communicated
successfully over an IM/DD link. This implies that if the
information to be transmitted is modulated on an electrical
subcarrier using anyM -level modulation format, it can be
transmitted on an IM/DD link after adding a direct current
(DC) bias to ensure its nonnegativity, i.e., the subcarrier
amplitude and phase which carry the information can be
retrieved at the receiver. This concept is known assubcarrier
modulation(SCM) and was described in the wireless infrared
communications context [1, Ch. 5]. Therefore, the power
efficiency compared toM -PAM can be improved since SCM
allows the use of power-efficient higher-order modulation
formats with IM/DD systems. In [14], the SCM concept
was experimentally demonstrated, and in [15] and [16], a
novel transmitter design for subcarrier quadrature phase-shift
keying (QPSK) and 16-ary quadrature amplitude modulation
(16-QAM) was presented. As for the conventional electrical
channel, many subcarriers can be superimposed resulting in
a frequency division-multiplexing (FDM) system, referred
to as multiple-subcarrier modulation (MSM) in the wireless
infrared context [1, p. 122], and orthogonal frequency-division
multiplexing (OFDM) if the carriers are orthogonal [17].
Further, a subclass of OFDM known as discrete multitone
(DMT), where the output of the inverse fast Fourier transform
modulator is real instead of complex, was investigated in [18].
In [1, Sec. 5.3.2] and [19], MSM was shown to have poor
power efficiency compared to single-subcarrier modulation.
Specifically, Barry [1, Sec. 5.3.2] showed that the bandwidth
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of a multiple-subcarrier system is independent of the number
of subcarriers, and that the average optical power penalty for
multiple-subcarrierM -QAM in comparison with the single-
subcarrier case is5 log10 N dB, whereN is the number of
subcarriers. In [20], DMT was shown to suffer considerably
in peak-power limited systems. Kang and Hranilovic [21] and
You and Kahn [22] proposed techniques to reduce the MSM
power penalty.

For single-subcarrier modulation formats, one option is
that the DC bias required to ensure the nonnegativity of the
electrical waveform does not carry information [1, Ch. 5], [14],
[16]. The second option is by allowing the DC bias to carry
information, thus potentially improving the power efficiency.
This was studied by varying the DC bias on a symbol-by-
symbol basis in [23] and within the symbol interval in [22]. By
guaranteeing nonnegativity, the investigation oflattice codes
for IM/DD with AWGN became feasible [7], [24]. Lattice
codes, which are finite sets of points selected out of anN -
dimensional lattice, have been extensively used in the con-
struction of higher-order modulation formats for AWGN chan-
nels with coherent detection [25]–[27]. In addition, techniques
such as constellation shaping and nonequiprobable signaling
have been used to further minimize the average power [26],
[28]. In [7], a signal space model for optical IM/DD channels
was presented, where average and peak optical power were
considered as design constraints for constructing lattice-based
modulation formats. Moreover, constellation shaping to reduce
the average optical power were studied in [24] for the case
where no amplification is used, and in [29] where optical
amplifiers are used. An interesting question is if there exist
new constellations that perform better than already known
ones, with or without coding.

In this work, we address this question by optimizing single-
subcarrier modulation formats for uncoded IM/DD systems,
with and without confining them to a lattice structure. We
choose a uniform probability distribution over constellation
points as in [1]–[3], [7], [15], [16], [23], [30]–[32]. We propose
a set of 4-, 8-, and 16-level single-subcarrier modulation
formats which are optimized for average electrical, average
optical, and peak power. These optimization criteria are all
relevant, because theaverage electricalpower is the standard
power measure in digital and wireless communications [33,
p. 40] and it helps in assessing the power consumption
in optical communications [34], while theaverage optical
power is an important figure of merit for skin- and eye-safety
measures in wireless optical links [1, Ch. 5], [2], [7] and
helps in quantifying the impact of shot noise in fiber-optical
communications [35, p. 20]. In addition, thepeak power,
whether electrical or optical, is relevant for investigations of
tolerance against the nonlinearities present in the system[36].
We then analyze the performance of the obtained modulation
formats in terms of mutual information at different signal-to-
noise ratios (SNR), in order to predict their performance inthe
presence of capacity-achieving error-correcting codes. Finally,
we optimize modulation formats analytically in the wideband
regime, i.e., at low SNR, while assuming uniform probability
distributions and compare them with other formats.

The remainder of this paper is organized as follows. Sec-
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Fig. 1: (a) Baseband transceiver with constrained-input Gaus-
sian channel. (b) Passband transceiver of IM/DD systems.

tion II presents the system model. Section III elaborates onthe
signal space model, the performance measures, and the single-
subcarrier modulation family which is the focus of this work.
Section IV explains the optimization criteria that were used
and describes the obtained modulation formats. In Section V,
we evaluate the performance of these modulation formats
in the absence and presence of capacity-achieving error-
correcting codes and we compare them with already known
modulation formats. In addition, we analytically optimize
modulation formats for the low-SNR regime. In Section VI,
we summarize the main results and conclusions of this work.

II. SYSTEM MODEL

The system model under study is depicted in Fig. 1(a).
It consists of a modulator which maps the symbolu(k)
at instantk to a waveform belonging to the signaling set
S = {s0(t), s1(t), . . . , sM−1(t)}, where Ts is the symbol
period,M is the size of the signaling set, andsi(t) = 0 for
t /∈ [0, Ts) where i = 0, 1, . . . ,M − 1. For the time-disjoint
signaling case, the generated waveform

x(t) =
∞
∑

k=−∞

su(k)(t− kTs), (1)

whereu(k) is an ergodic process uniformly distributed over
{0, 1, . . . ,M−1}, is constrained to being real and nonnegative.
The received signal can be written as

y(t) = x(t) + n(t), (2)

wheren(t) is a zero-mean Gaussian process with double-sided
power spectral densityN0/2. It should be noted that there
exists no nonnegativity constraint on the signaly(t). This
is then followed by the demodulation ofy(t) which yields
û(k), an estimate ofu(k). The demodulator is a correlator or
matched filter receiver, which minimizes the symbol error rate
at a given SNR [33, Sec. 4.1]. This model is different from the
conventional AWGN channel by the fact that the inputx(t) is
constrained to being nonnegative.

The baseband model in Fig. 1(a) has been extensively
studied in the optical communications context, since it serves
as a good model for IM/DD systems [1, Ch. 5], [2], [6]–
[9], [37, Sec. 11.2.3]. The passband transceiver for IM/DD
systems is depicted in Fig. 1(b). In such systems, the elec-
trical nonnegative waveformx(t) directly modulates a light
source, such as a laser diode. Therefore, the information
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is carried on the envelope of the passband signalz(t) =
√

2cx(t) cos(2πfot + θ(t)), i.e., the intensity of the optical
field, wherec represents the electro-optical conversion factor
in watts per ampere (W/A) [35], [38], [39],fo is the optical
carrier frequency, andθ(t) is a random phase, uniformly
distributed in [0, 2π) and slowly varying with t. It then
propagates through the optical medium depicted as an optical
fiber in Fig. 1(b), which could be a free-space optical link in
other applications. At the receiver, the photodetector detects
the power ofz(t). Since the dominant channel impairment in
optical IM/DD systems is the thermal noise resulting from the
optical-to-electrical conversion [29], [40, p. 155], the received
electrical signal can be written as

y(t) = rcx(t) + n(t), (3)

where r is the responsivity of the opto-electrical converter
in A/W. Without loss of generality, we setrc = 1, which
yields (2).

There exists another IM/DD model which is relevant when
the dominating noise comes from optical amplifiers, and not
the receiver [37, Sec. 11.2], [41], [42]. The noise in that
model has a noncentralχ2-distribution and not a Gaussian
distribution as in this work.

III. S IGNAL SPACE MODEL

By defining a set of orthonormal basis functionsφk(t) for
k = 1, 2, . . . , N andN ≤ M as in [7], each of the signals in
S can be represented as

si(t) =

N
∑

k=1

si,kφk(t) (4)

for i = 0, . . . ,M − 1, where si = (si,1, si,2, . . . , si,N )
is the vector representation ofsi(t) with respect to the
aforementioned basis functions. Therefore, the constellation
representing the signaling setS can be written asΩ =
{s0, s1, . . . , sM−1}. With this representation, the continuous-
time channel models in (2) and (3) can be represented by the
discrete-time vector model

y(k) = x(k) + n(k), (5)

where, at instantk, x(k) ∈ Ω is the transmitted vector and
n(k) is a Gaussian random vector with independent elements,
zero mean, and varianceN0/2 per dimension. Sincex(k) and
y(k) are both stationary processes, the argumentk will be
dropped from now on. To satisfy the nonnegativity constraint
of the channel, the basis functionφ1(t) is set as in [6], [7] to

φ1(t) =

√

1

Ts
rect

(

t

Ts

)

, (6)

where

rect(t) =

{

1, if 0 ≤ t ≤ 1

0, otherwise.

This basis function represents the DC bias. Thus,si,1 is chosen
for eachi = 0, . . . ,M − 1 such that

min
t

si(t) ≥ 0,

which guarantees the nonnegativity ofx(t) in (1). The admis-
sible regionΥ containing the set of all signal vectors satisfying
the nonnegativity constraint can be represented as [7, Eq. (10)]

Υ = {w ∈ R
N : min

t∈[0,Ts)

N
∑

k=1

wkφk(t) ≥ 0}, (7)

wherew = (w1, w2, . . . , wN ). Therefore, the constellationΩ
is a finite subset ofΥ. The admissible regionΥ for IM/DD
systems has been shown in [7, Th. 1] to be the convex hull
of a generalizedN -dimensional cone with vertex at the origin
and opening in the dimension spanned byφ1(t).

A. Performance Measures

Unlike the conventional electrical AWGN channel where the
two standard power performance measures are the average and
peak electrical power, three important performance measures
for IM/DD channels can be extracted from the baseband and
passband models in Fig. 1. The first entity is the average
electrical power defined as

P̄e = lim
T→∞

1

2T

∫ T

−T

x2(t) dt,

which for any basis functions can be simplified to

P̄e =
Es

Ts
=

1

Ts
E[‖sI‖2], (8)

whereEs is the average energy of the constellation,E[·] is
the expected value, andI is a random variable uniformly
distributed over{0, 1, . . . ,M −1}. This entity is an important
figure of merit for assessing the performance of digital and
wireless communication systems [33, p. 40]. Therefore, it is
relevant for IM/DD systems for compatibility with classical
methods and results [42], [43]. In addition, it helps in quan-
tifying the impact of relative intensity noise (RIN) in fiber-
optical links [35], and in assessing the power consumption of
optical systems [34]. In [30],̄Pe was used as a performance
measure for comparing different intensity modulation formats.

The second measure is the average optical powerP̄o,
which has been studied in [1], [2], [6]–[8] for the wireless
optical channel. Limitations are set on̄Po for skin- and eye-
safety standards to be met. In fiber-optic communications, this
entity is used to quantify the impact of shot noise on the
performance [35, p. 20]. It is defined as

P̄o = lim
T→∞

1

2T

∫ T

−T

z2(t) dt = lim
T→∞

c

2T

∫ T

−T

x(t) dt.

This measure depends solely on the DC bias required to make
the signals nonnegative and can be represented in terms of the
symbol period and constellation geometry as [6], [7]

P̄o =
c√
Ts

E[sI,1], (9)

regardless ofφ2(t), . . . , φN (t).
The third measure is the peak optical power defined as

P̂o = max
t

z2(t)

2
= cmax

t
x(t). (10)
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It is relevant for investigations of tolerance against the non-
linear behavior of transmitting and receiving hardware in
communication systems [7], [36], [39] and has been studied
in [7], [8], [30]. The peak electrical power̂Pe is directly related
to P̂o by

P̂e =

(

P̂o

c

)2

,

and will not be further considered in this paper, since a
constellation optimized for̂Po will automatically be optimized
for P̂e too. A general form forP̂o as a function ofΩ, as in (8)
and (9) forP̄e andP̄o, does not exist, sincêPo depends on the
exact choice of basis functions. A special case will be studied
in Sec. III-B.

To assess the performance of the different modulation
formats in the presence of capacity-achieving error-correcting
codes, we consider the mutual information [44, Sec. 2.4]

I(x;y) = H(x)−H(x|y) (11)

as a performance measure. The termsH(x) andH(x|y) are
the entropy ofx and the conditional entropy ofx given the
received vectory, averaged over bothx andy. The channel
capacity of a discrete memoryless channel is [44, Eq. (7.1)]

C = max
p(x)

I(x;y), (12)

where the maximum is taken over all possible input dis-
tributions p(x). For a fixed constellation and distribution,
the mutual information gives a lower bound on the channel
capacity. In our work, like in the works of many other authors,
we choose a uniform distribution over the constellation points.

We defineRs = 1/Ts as the symbol rate in symbols per
second,Rb = RsR as the bit rate in bits per second, andEb =
Es/R as the average energy per bit. Furthermore, in order to
have a fair comparison of the bit rates that can be achieved
by the different modulation formats in a fixed bandwidth, the
spectral efficiency defined as

η =
Rb

W
[bit/s/Hz]

should be taken into account, whereW is the baseband
bandwidth defined as the first null in the spectrum ofx(t). In
this paper, we are interested in two extreme cases: the uncoded
system, for whichR = log2 M , and the system with optimal
coding, for whichR = I(x;y).

B. Single-Subcarrier Modulation Formats

For in-phase and quadrature phase (I/Q) modulation formats
to be used on intensity modulated channels, a DC bias is
required in order forx(t) to be nonnegative. This could be
translated geometrically by having a three-dimensional (3d)
Euclidean space spanned by the orthonormal basis functions
φ1(t) defined in (6) and

φ2(t) =

√

2

Ts
cos (2πft) rect

(

t

Ts

)

, (13)

φ3(t) =

√

2

Ts
sin (2πft) rect

(

t

Ts

)

, (14)

which are the basis functions of conventional I/Q modula-
tion formats such asM -PSK andM -QAM, where f is the
electrical subcarrier frequency [1], [7]. As in [1, pp. 115–
116] and [7], we usef = 1/Ts, which is the minimum
value for which φ1(t), φ2(t), and φ3(t) are orthonormal.
In [7], IM/DD modulation formats based on these three basis
functions are referred to as raised-QAM, and in [14] as single
cycle SCM. At the same symbol rate, modulation formats
such as OOK andM -PAM have W = Rs, whereas the
modulation formats belonging to the single-subcarrier family
occupyW = 2Rs; this is due to the intermediate step of
modulating the information onto an electrical subcarrier before
modulating the optical carrier [1, Ch. 5], [30].

We now describe explicitly the admissible regionΥ for
single-subcarrier modulation formats [3, Fig. 4.2], [7].

Theorem 1:For the specific set of basis functionsφ1(t),
φ2(t), andφ3(t) defined in (6), (13), and (14), the admissible
regionΥ is a three-dimensional (3d) cone with vertex at the
origin, apex angle ofcos−1(1/3) = 70.528◦, and opening in
the dimension spanned byφ1(t).

Proof: The admissible region in (7) can be written for
single-subcarrier modulation formats as

Υ = {w ∈ R
3 : min

t∈[0,Ts)

3
∑

k=1

wkφk(t) ≥ 0 }, (15)

where

min
t∈[0,Ts)

3
∑

k=1

wkφk(t)

=
1√
Ts

min
t∈[0,Ts)

{

w1

+
√

2(w2
2 + w2

3) cos
(

2πft− θ
)}

=
1√
Ts

(

w1 −
√

2(w2
2 + w2

3)
)

, (16)

whereθ = arg(w2+jw3). Therefore, substituting (16) in (15)
yields

Υ = {w ∈ R
3 : w1 ≥

√

2(w2
2 + w2

3)}, (17)

which is a 3d-cone with apex angle ofcos−1(1/3) = 70.528◦

pointing in the dimension spanned byφ1(t), with vertex at the
origin.

The average electrical and optical power were given in (8)
and (9) as functions of the constellationΩ; however, the peak
optical power defined in (10) could for these basis functions
be expressed in terms of the constellation geometry too [3,
Fig. 4.3].

Theorem 2:The peak optical power for the single-
subcarrier modulation formats with the above defined basis
functions can be expressed as

P̂o =
c√
Ts

max
i

{

si,1 +
√

2(s2i,2 + s2i,3)
}

. (18)
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Fig. 2: (left to right): Contours of equal̄Pe, P̄o, andP̂o.

Proof: From (10),P̂o can be written as

P̂o = cmax
i,t

si(t)

= cmax
i,t

3
∑

k=1

si,kφk(t)

=
c√
Ts

max
i

{

si,1 +
√

2(s2i,2 + s2i,3)
}

.

Alternatively, the theorem can be proved using [7, Th. 2].

IV. CONSTELLATION OPTIMIZATION

To design power-efficient constellations, the admissible re-
gion in (17) has to be taken into account. As done before for
the conventional AWGN channel [45]–[49], our approach of
finding the best constellations can be formulated as a sphere-
packing problem with the objective of minimizing a cost
function depending on the constraints that might be present
in the system model shown in Fig. 1. Thus, the optimization
problem, for given constantsM anddmin, can be written as

Minimize ξ(Ω) (19)

Subject to |Ω| = M (20)

Ω ⊂ Υ (21)

d(Ω) = dmin, (22)

where
d(Ω) = min

si,sj∈Ω
i6=j

‖si − sj‖.

Choosing the objective function asξ(Ω) = E[‖sI‖2] results
in Ω = CP̄e,M , i.e., a constellation optimized for average elec-
trical power, andξ(Ω) = E[sI,1] results inΩ = CP̄o,M , i.e., a
constellation optimized for average optical power. Finally,

ξ(Ω) = max
i

{

si,1 +
√

2(s2i,2 + s2i,3)
}

yieldsΩ = CP̂o,M
, a constellation optimized for peak optical

power. Fig. 2 depicts a two-dimensional contour plot of the
three objective functions together with the admissible region
Υ. The constraint in (21) guarantees that the signals belong to
the admissible regionΥ, therefore satisfying the nonnegativity
criterion of the channel. The minimum distancedmin in (22)
serves as a good measure of error probability performance
in the presence of AWGN at high SNR. Although this op-
timization problem is well formulated mathematically, it is
difficult to obtain an analytical solution. Therefore, we resorted
to numerical optimizationtechniques as in [45]–[49] to find

the best constellations. One drawback of such constellations
is often the lack of geometric regularity, which increases
the modulator and demodulator complexity. The optimization
problem is nonconvex; therefore, a local solution does not
imply that it is globally optimal.

A special case of this optimization problem, which might
not guarantee the optimal solution, is to confine the possible
constellations to have a regular structure such as that of a
lattice, denoted byΛ. In this case, the above optimization prob-
lem can be reformulated by replacing (21) withΩ ⊂ Υ ∩ Λ,
and dropping (22) since it is directly inferred byΩ ⊂ Λ.
This was done in [7] for the cubic and Leech lattices. In
order to compare with the best nonlattice constellations of
relatively small sizesM , we use in this work the face-centered
cubic lattice (A3), which provides the densest packing for
the 3d-Euclidean space [27, p. xvi]. The obtained lattice-
based constellations optimized for average electrical, average
optical, and peak optical power are denotedLP̄e,M , LP̄o,M ,
andLP̂o,M

, respectively.

A. Optimized Constellations

In Figs. 3–5, the results of the numerical optimizations are
illustrated forM = 4, 8, and 16, for unconstrained sphere
packings (C ) and lattice codes (L ), and for the three power
measures. Their coordinates are included in App. A. It should
be noted that rotations of all constellations aboutφ1(t) do not
change the power requirements. As we shall see in Sec V, the
obtained constellation outperform previously known formats.

Conjecture 3:All constellations in App. A are optimal
solutions of (19)–(22).

1) 4-level Constellations:The same 4-level constellation
provides the lowestP̄e, P̄o, and P̂o while satisfying the
optimization constraints. The geometry of this constellation is
a regular tetrahedron where all the spheres, or the constellation
points lying at the vertices of this regular tetrahedron, are
equidistant from each other. This constellation is also theresult
of the optimization constrained toΩ ⊂ Υ ∩ A3, where the
apex of the cone coincides with a point in theA3 lattice and
the lattice is oriented such that two lattice basis vectors lie
in the plane spanned byφ2(t) andφ3(t). Since the obtained
constellation is optimized for̄Pe, P̄o, andP̂o, we will refer to
it as C4 or L4.

It is a remarkable fact that the vertex angle of the tetra-
hedron, defined as the apex angle of the circumscribed cone,
is exactly cos−1(1/3), which is equal to the apex angle of
the admissible regionΥ. Thus, C4 fits Υ snugly, in the
sense that all constellation points are equidistant from each
other and lie on the boundary ofΥ. For constellation points
regarded as unit-diameter spheres,C4 can be illustrated as
four spheres touching each other and the boundary of a larger
cone as shown in Fig. 3. This, as we shall see in the next
section, makes the modulation format very power-efficient.
This modulation format consists of a zero-level signal and a
biased ternary PSK constellation [50], [51]. In prior work [30],
the C4 format was introduced where it was called on-off
phase-shift keying (OOPSK), and in [31], it was demonstrated
experimentally. Other hybrids between amplitude-shift keying
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Fig. 3: C4 = L4.

Fig. 4: (left to right):CP̄e,8, CP̄o,8, CP̂o,8
= LP̂o,8

, LP̄e,8 = LP̄o,8.

Fig. 5: (left to right):CP̄e,16, CP̄o,16, CP̂o,16
, L16.

and PSK have been studied in [32] and [52]; however, such
modulation formats do not satisfy the nonnegativity constraint
of IM/DD channels.

2) 8-level Constellations:The highly symmetric and com-
pact constellationCP̄e,8 consists of four central spheres ar-
ranged in a tetrahedron and four additional spheres, each
touching three spheres in the central tetrahedron. Surprisingly,
seven of the eight spheres touch the conical boundary ofΥ.
This modulation format is a hybrid between 2-PAM and two
ternary PSK constellations, which are DC-biased differently.
The constellationCP̄o,8 is the same asCP̄e,8 but with the
top central sphere moved to the boundary of the admissible
region. The constellation optimized for peak optical power,
CP̂o,8

, consists of two tetrahedra lying on top of each other,
where one is reflected and rotatedπ/3 aboutφ1(t).

On the other hand, when confining the set of points to a
lattice structure, the resulting constellations which provide the
lowestP̄e andP̄o are the same,LP̄e,8 = LP̄o,8. However, the
lattice-based constellation which is optimized forP̂o, LP̂o,8

,
is the same asCP̂o,8

.

3) 16-level Constellations: The constellationsCP̄e,16,
CP̄o,16, andCP̂o,16

are not lattice codes; however, the shape
obtained could be well justified by the contour plots shown
in Fig. 2. TheCP̄o,16 constellation contains the constellations
CP̄o,8 and CP̄e,8, whereasCP̂o,16

consists of two tetrahedra
of which one is reflected and eight spheres lying in between,
almost at the same level. The presence of two tetrahedra in
the constellations optimized for peak optical power, whether
8- or 16-levels, is due to the fact that these constellationsare
bounded from above by another cone with the same apex angle
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as that ofΥ. This can be inferred from the expression ofP̂o

in (18) [7, Th. 2].
However, when only lattice-based structures are considered,

the constellations providing the lowestP̄e, P̄o, P̂o are the same,
i.e., L16 = LP̄e,16 = LP̄o,16 = LP̂o,16

. From Figs. 4–5,
it can be noticed thatL16 contains bothCP̂o,8

and LP̄e,8,
and that theC4 constellation is included in all the obtained
constellations.

Conjecture 4:For single-subcarrier IM/DD systems, theC4

constellation is included in all optimal constellations with
M ≥ 4.

B. Previously Known Constellations

Our investigation encompasses some previously best known
formats, which are presented after being normalized to unit
dmin. Readers are referred to [53] for the performance of
classical formats such asM -PSK andM -QAM over IM/DD
channels. At spectral efficiencyη = 1 bit/s/Hz (whereR =
log2 M ), OOK is defined as{(0), (1)} in terms ofφ1(t).

At spectral efficiencyη = 1.5 bit/s/Hz, a star-shaped
8-QAM [32] denoted as8̆-QAM, in which the DC bias
is allowed to vary from symbol to symbol, is defined
as {(1,±1/2,±1/2), ((1 +

√
3)/

√
2, 0,±(1 +

√
3)/2), ((1 +√

3)/
√
2,±(1 +

√
3)/2, 0)}. At spectral efficiencyη = 2

bit/s/Hz, nonnegative4-PAM is defined as{(0), (1), (2), (3)}
in terms of φ1(t), and a version of16-QAM denoted
as 1̆6-QAM where the DC bias varies from symbol to
symbol, is defined as{(1,±1/2,±1/2), (

√
5,±1/2,±3/2),

(
√
5,±3/2,±1/2), (3,±3/2,±3/2)}.

V. PERFORMANCEANALYSIS

In this section, we assess the performance of all the mod-
ulation formats considered in this work in terms of their
symbol error rate (SER) performance, asymptotic power gain
versus OOK, which was used as a benchmark in [1], [2],
and spectral efficiency. Sections V-A–V-B consider uncoded
transmission (R = log2 M ) and Sections V-C–V-D consider
coded transmission (R = I(x;y)).

A. Symbol Error Rate

For the4-level modulationC4 presented in Fig. 3, deriving
the exact theoretical SER is not straight-forward, due to the
irregularity of the Voronoi regions. However, it has the same
structure as the simplex signal set in [33, Sec. 4.1], although
it is DC-biased to be used in IM/DD systems. The exact SER
of anM -ary simplex signal set is [33, Eq. (4.116)]

Ps = 1−
∫

∞

−∞

[

1− Q

(

u+

√

2Es,simplex

N0

M

M − 1

)]M−1

· e
−u2/2

√
2π

du,

(23)

whereEs,simplex is the average symbol energy of the zero-mean
simplex constellation andQ(x) = 1/

√
2π
∫

∞

x exp(−u2/2) du
is the GaussianQ-function. ForM = 4, the energy of the
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zero-mean simplex constellation isEs,simplex = Es/2 = Eb,
whereEs and Eb are the average symbol and bit energies,
respectively, of theC4 constellation. Hence, the exact SER of
C4 is

Ps = 1−
∫

∞

−∞

[

1− Q

(

u+

√

8

3

Eb

N0

)]3
e−u2/2

√
2π

du. (24)

For higher-level modulation formats, the standard union
bound found in [33, Eq. (4.81)] is used to approximate the
theoretical SER. This union bound can be approximated as

Ps ≈
2K

M
Q





√

d2min

2N0



 , (25)

whereK is the number of distinct signal pairs(si(t), sj(t))
with i < j for which

∫

(si(t) − sj(t))
2 dt = d2min. This

approximation is tight at high SNR.
Fig. 6 (top) shows the simulated and theoretical SER of the

studied modulation formats vs. electrical SNR defined as

γEb
= 10 log10

Eb

N0
[dB]. (26)

As expected, all the modulation formats which are optimized
for P̄e outperform the other formats at the same spectral
efficiency. For spectral efficiencyη = 1 bit/s/Hz (blue),C4

has a 0.86 dB average electrical power gain over OOK to
achievePs = 10−6. For η = 1.5 bit/s/Hz (red),CP̄e,8 has a
0.31 dB gain overCP̄o,8, 0.58 dB gain overLP̄e,8, 1.09 dB
gain overCP̂o,8

, and 2.55 dB gain over̆8-QAM to achieve
Ps = 10−6. For η = 2 bit/s/Hz (black),CP̄e,16 has a 0.15
dB gain overCP̄o,16, 0.47 dB gain overCP̂o,16

, 0.74 dB gain
over L16, 2.65 dB gain over 4-PAM, and 2.80 dB gain over
1̆6-QAM. The modulation formats optimized for̄Pe and P̄o

are close in performance to those optimized forP̂o and to the
lattice-based formats.

In order to compare modulation formats in terms of their
average optical power requirements, we define the average
optical SNR as

γP̄o
= 10 log10

P̄o

c
√
RbN0

[dB] (27)

in a similar fashion as in [2, Eq. (5)]. Using (8), (9), (26),
rc = 1, andEs = EbRbTs, this expression can be written as

γP̄o
=

1

2
γEb

+ 10 log10
E[sI,1]

√

E[‖sI‖2]
, (28)

where the first term depends on the regular (electrical) SNR
and the second depends only on the constellation geometry.
Fig. 6 (middle) shows the SER plotted vs.γP̄o

. Quite obvi-
ously, the modulation formats optimized for̄Po perform better
than the rest. Forη = 1 bit/s/Hz, C4 has a 0.43 dB average
optical power gain over OOK to achieve an SER of10−6. For
η = 1.5 bit/s/Hz,CP̄o,8 has a 0.04 dB gain overCP̄e,8, 0.46 dB
gain overLP̄e,8, 0.84 dB gain overCP̂o,8

, and 1.35 dB gain
over8̆-QAM to achievePs = 10−6. Forη = 2 bit/s/Hz,CP̄o,16

has a 0.13 dB gain overCP̄e,16, 0.45 dB gain overCP̂o,16
, 0.66

dB gain overL16, 1.36 dB gain over1̆6-QAM, and 1.44 dB
gain over 4-PAM to achievePs = 10−6. It can be noticed that

the 8-level modulation formats optimized for average electrical
and optical power are very close in performance.

In a similar fashion asγP̄o
, we define the peak optical SNR

γP̂o
= 10 log10

P̂o

c
√
RbN0

[dB] (29)

in order to assess the different modulation formats under
study in terms of their peak optical power requirements.
Using (8), (18), (26),rc = 1, and Es = EbRbTs, this
expression can be written as

γP̂o
=

1

2
γEb

+ 10 log10

maxi

{

si,1 +
√

2(s2i,2 + s2i,3)
}

√

E[‖sI‖2]
,

(30)
where the first term depends on the regular (electrical) SNR
and the second depends only on the constellation geometry.
Fig. 6 (bottom) shows the SER plotted vs.γP̂o

. It is clear
that the modulation formats optimized for peak optical power
outperform the other formats. Forη = 1 bit/s/Hz, OOK has
a 0.82 dB peak optical power gain overC4 to achievePs =
10−6. For η = 1.5 bit/s/Hz, CP̂o,8

has a 0.46 dB gain over
CP̄e,8, 1.20 dB gain overCP̄o,8, 1.25 dB gain overLP̄e,8, and
1.72 dB gain over̆8-QAM to achieve an SER of10−6. For
η = 2 bit/s/Hz,CP̂o,16

has a 0.81 dB peak optical power gain
overL16, 0.98 dB gain over 4-PAM, 1.00 dB gain overCP̄e,16,
1.16 dB gain overCP̄o,16, and 2.42 dB gain over̆16-QAM to
achievePs = 10−6. Overall, modulation formats optimized for
P̂o perform well in average-power limited systems. In [54], a
similar conclusion was reached for the case of coherent optical
systems.

B. Asymptotic Power Efficiency

At asymptotically high SNR, the performance difference
in dB between the different modulation formats approaches
constant values. We use OOK as a benchmark for power-
efficiency on IM/DD channels as in [1], [2].

Fig. 7 (top) presents the average electrical power gain

P̄e,gain = 10 log10
P̄e,OOK

P̄e
[dB] (31)

of a modulation format in comparison to OOK in order to
achieve the same error rate performance at asymptotically high
SNR, whereP̄e,OOK and P̄e are the average electrical power
of OOK and the modulation format under study, respectively.
For spectral efficiencyη = 1 bit/s/Hz, C4 has a 1.25 dB
average electrical power gain over OOK. The overall trend
at asymptotically high SNR is similar to the comparison of
average electrical SNRγEb

in Sec. V-A to achievePs = 10−6.
For η = 1.5 bit/s/Hz, the 8-level modulation format optimized
for P̄e, i.e., CP̄e,8, has the smallest average electrical power
penalty of0.67 dB compared to OOK. The asymptotic average
electrical power gain ofCP̄e,8 over other formats is larger
than the gains atPs = 10−6 with the exception of having a
similar gain when compared toLP̄e,8 andCP̂o,8

where both
are lattice-based formats. Forη = 2 bit/s/Hz, CP̄e,16 has a
2.42 dB penalty with respect to OOK at asymptotically high
SNR. Its asymptotic electrical power gain is larger than the
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Fig. 7: Average electrical (top), average optical (middle), and
peak optical (bottom) power gain of the various modulation
formats vs. OOK without coding.

gains atPs = 10−6 except when compared toL16 where the
gain at asymptotically high SNR is smaller by 0.08 dB.

Fig. 7 (middle) shows the average optical power gain

P̄o,gain = 10 log10
P̄o,OOK

P̄o
[dB] (32)

of the modulation formats under study with respect to OOK
at asymptotically high SNR, plotted versus their spectral
efficiencies. The average optical power of OOK is̄Po,OOK,
whereas the average optical power of the modulation format
under study is denoted as̄Po. For η = 1 bit/s/Hz, C4 offers
0.62 dB average optical power gain over OOK. The asymptotic
average optical power gain ofC4 over OOK is larger than
the gain atPs = 10−6 in Sec. V-A. Forη = 1.5 bit/s/Hz,
CP̄o,8 has a 0.71 dB average optical power penalty compared
to OOK to achieve the same error rate at asymptotically high
SNR. Furthermore, the asymptotic average optical power gains
of CP̄o,8 are larger than the gains when compared with other
formats to achievePs = 10−6. Exceptions are when compared
to LP̄e,8 and CP̂o,8

, where the gains are smaller. Another
observation is that the performance ofCP̄o,8 becomes similar
to that of CP̄e,8. For η = 2 bit/s/Hz, CP̄o,16 has a 1.65 dB
penalty with respect to OOK at asymptotically high SNR.
Compared to the average optical SNR performance gains at
Ps = 10−6, the asymptotic gains are larger except the gain
over CP̄e,16 andL16.

If peak power is the limiting factor in a communication
system, Fig. 7 (bottom) shows the performance of the various
modulation formats with respect to their peak optical power
gain with respect to OOK

P̂o,gain = 10 log10
P̂o,OOK

P̂o

[dB], (33)

whereP̂o,OOK and P̂o denote the peak optical power of OOK
and the modulation format under study, respectively. Forη = 1
bit/s/Hz, OOK has the best performance. It has a peak optical
power gain of 0.62 dB overC4. The asymptotic peak optical
power gain of OOK compared toC4 is less than the gain
in peak optical SNR to achievePs = 10−6. In other words,
the peak optical performance ofC4 gets closer to OOK at
asymptotically high SNR. Forη = 1.5 bit/s/Hz,CP̂o,8

has the
smallest penalty of 1.51 dB compared to OOK. The asymptotic
peak optical power gain ofCP̂o,8

over other formats is larger
than the gain reported in Sec. V-A. The exception is the
performance ofCP̂o,8

when compared toCP̄e,8 and LP̄e,8,
where the asymptotic peak optical power gain is similar to
that atPs = 10−6. For η = 2 bit/s/Hz, CP̂o,16

outperforms
the other modulation formats with a penalty of 2.13 dB with
respect to OOK at asymptotically high SNR. Even though the
asymptotic peak optical power gain ofCP̂o,16

over most other
formats is larger than that atPs = 10−6, it is smaller when
CP̂o,16

is compared toL16, CP̄e,16, andCP̄o,16. So far, all the
differences between the gains to achievePs = 10−6 and the
gains at asymptotically high SNR did not change the order of
which formats have a better performance. However, 4-PAM at
asymptotically high SNR is now worse thanCP̄e,16 andCP̄o,16

in terms of peak optical power. Finally, the trend that can be
observed in Fig. 7 (bottom) is that the gap in performance
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between the modulation formats optimized for peak optical
power and the rest of the formats under study gets larger with
higher spectral efficiencies.

C. Mutual Information vs. SNR

Fig. 8 depicts the spectral efficiency whereR = I(x;y)
of the modulation formats vs. the different SNR measures,
i.e., average electrical, average optical, and peak optical SNR.
We study the same modulation formats as before, designed to
minimize the uncoded SER, although they are now evaluated
in a coding context. The mutual informationI(x;y) for a
fixed constellation and input distribution gives a lower bound
on the rate in bits per symbol at which information can be sent
with arbitrarily low probability of error, i.e., with the use of
optimal coding. Throughout this paper, we consider uniform
input distributions.

In Fig. 8 (top), the spectral efficiency is plotted vs.γEb
.

The best format in terms ofγEb
is C4 for 0 < η < 0.74,

CP̄o,8 for 0.74 < η < 0.99, and CP̄o,16 for η > 0.99. It is
surprising that the formats optimized for̄Po outperform the
formats optimized forP̄e, when compared in terms ofγEb

.
This is different from the uncoded case in Sec. V-A–V-B. The
8̆-QAM and LP̄e,8 formats have a better performance than
CP̂o,8

. Other observations are thatCP̂o,16
outperformsL16,

and 4-PAM has the lowest performance.
In a similar fashion as above, Fig. 8 (middle) shows the

spectral efficiencyη plotted vs. the SNRγP̄o
for the same

modulation formats. The best format isC4 for 0 < η < 0.83,
CP̄o,8 for 0.83 < η < 1.18, and CP̄o,16 for η > 1.18.
As opposed to the performance vs.γEb

, the gap between
the formats optimized for average optical power and those
for average electrical power is larger. It is interesting that
the modulation formats optimized for average optical power
perform better than the rest for systems which are limited by
either average electrical or optical power.

Fig. 8 (bottom) presents the spectral efficiency vs.γP̂o
. But

here, the story is a bit different. The best format is OOK
for 0 < η < 0.93, and CP̂o,16

above that. An interesting
observation is that 4-PAM performs better thanCP̂o,16

for
0 < η < 0.56. Furthermore, modulation formats optimized for
peak power perform better in average-power limited systems
than when using formats optimized for average power in peak-
power limited systems.

D. Mutual Information in the Wideband Regime

It is apparent from the results in Sec. V-C that constellations
optimized for a minimum-distance criterion (i.e., uncoded
transmission at high SNR) do not necessarily perform well in
terms of mutual information, particularly not in the wideband
regime (low spectral efficiency). We define the zero-crossing
ν(Ω) of a constellationΩ in terms of an SNR measure as the
minimum SNR for whichη > 0. For the three SNR measures
considered in this work (γEb

, γP̄o
, or γP̂o

), the zero-crossings
will be denoted asνEb

(Ω), νP̄o
(Ω), andνP̂o

(Ω), respectively.
Fig. 8 shows that in terms ofγEb

and γP̄o
, C4 and OOK

have the same lowest zero-crossing of1.42 dB and −0.79
dB, respectively, among all studied formats. However, OOK
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has the lowest zero-crossing of 2.21 dB in terms ofγP̂o
. The

zero-crossings will be explained analytically in this section.
An interesting question is if there exist other constellations
that perform better in the wideband regime than those found
in Sec. IV. As we shall see in this section, the answer is yes.

Theorem 5:For any givenM ≥ 2 with |Ω| = M and a
uniform input distribution,

νEb
(Ω) = 10 log10

((

1− ‖∑M−1
i=0 si‖2

M
∑M−1

i=0 ‖si‖2

)−1

loge 2

)

,

(34)

νP̄o
(Ω) = 5 log10

(

(
∑M−1

i=0 si,1)
2

M
∑M−1

i=0 ‖si‖2 − ‖∑M−1
i=0 si‖2

loge 2

)

,

(35)

νP̂o
(Ω)

= 5 log10

(

(

M maxi

{

si,1 +
√

2(s2i,2 + s2i,3)
})2

M
∑M−1

i=0 ‖si‖2 − ‖∑M−1
i=0 si‖2

loge 2

)

.

(36)

Proof: According to [55, Th. 7], the zero-crossing

νEb
(Ω) = 10 log10

1

α(Ω)
[dB], (37)

where

α(Ω) =

(

1− ‖E[Ω]‖2
Es

)

log2 e, (38)

andE[Ω] is the mean of the constellation. Substituting (38)
in (37) yields (34), whereas substituting (34) in (28) and (30)
yields (35) and (36), respectively.

The problem of optimizing modulation formats which re-
quire the least SNR for reliable communications can be
formulated as finding the constellationΩ which provide the
minimum zero-crossingν(Ω). It can be represented mathemat-
ically as

Minimize ν(Ω) (39)

Subject to |Ω| = M (40)

Ω ⊂ Υ, (41)

for the three SNR measures considered in this work. Observe
that no minimum-distance condition applies. Using [55, Th.7],
this optimization problem can be solved analytically.

Theorem 6:For any givenM ≥ 2 andΩ ⊂ Υ with |Ω| =
M ,

νEb
(Ω) ≥ 10 log10

M loge 2

M − 1
[dB], (42)

with equality if and only ifM − 1 constellation points are at
the origin.

Proof: The numerator of (34) can be bounded using
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

M−1
∑

i=0

si

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

=

M−1
∑

i=0

‖si‖2 + 2

M−2
∑

i=0

M−1
∑

j=i+1

〈si, sj〉 (43)

≥
M−1
∑

i=0

‖si‖2, (44)

where〈·, ·〉 for si, sj ∈ Υ, denotes the inner product, and (44)
is due to the fact that

〈si, sj〉 = ‖si‖‖sj‖ cos θ ≥ 0,

∀i, j = 0, . . . ,M − 1, since from Th. 1, max θ =
cos−1(1/3) = 70.528◦ ≤ 90◦. Equality holds if and only if
M − 1 points are located at the origin. Applying (44) in (34)
completes the proof.

Several constellations fulfill Th. 6. If the nonzero constella-
tion point has the coordinates(

√
MEs, 0, 0), we refer to this

constellation asEM . At the same symbol rate,EM occupies
a bandwidth ofW = Rs, as OOK andM -PAM. However,
if the nonzero constellation point is at the surface ofΥ, this
point has coordinates(

√

(2/3)MEs, 0,
√

MEs/3), and will
be referred to asOM . The constellationOM belongs to the
SCM family; therefore it occupies a bandwidth ofW = 2Rs,
which is twice the bandwidth of OOK andM -PAM at the
same symbol rate. The reason for choosing the two extremes
EM andOM is that both have the samēPe; however,OM has
lower P̄o (see Fig. 2) andEM has lower bandwidth.

Theorem 7:For any givenM ≥ 2 andΩ ⊂ Υ with |Ω| =
M ,

νP̄o
(Ω) ≥ 5 log10

(

2

3(M − 1)
loge 2

)

[dB], (45)

with equality if and only ifΩ = OM .
Proof: By using (35),νP̄o

(Ω) can be bounded by

νP̄o
(Ω) ≥ 5 log10

(

∑M−1
i=0 s2i,1

M
∑M−1

i=0 ‖si‖2 − ‖∑M−1
i=0 si‖2

loge 2

)

(46)

≥ 5 log10

(

∑M−1
i=0 s2i,1

(M − 1)
∑M−1

i=0 ‖si‖2
loge 2

)

(47)

≥ 5 log10

(

2

3(M − 1)
loge 2

)

. (48)

The inequality in (46) follows fromsi,1, sj,1 ≥ 0, ∀i, j =
0, 1, . . . ,M − 1, whereas (47) follows from (44) and (48)
follows from the definition of the admissible region in (17).
This completes the proof of (45).

To prove that (45) is tight if and only ifΩ = OM , we
observe that (46) and (47) are tight if and only ifM − 1
points are at the origin, while (48) is tight if and only if all
M points are located on the boundary of the cone.

So far, we were able to derive optimal constellations in
terms of νEb

and νP̄o
. For the third SNR measureνP̂o

,
however, we resort to a conjecture only, for which we have
solid numerical support but no proof.

Conjecture 8:For anyΩ ⊂ Υ,

νP̂o
≥ 5 log10(4 loge 2), (49)

with equality if and only ifΩ = E2 (OOK).
Fig. 9 (top) shows the spectral efficiency in the lowγEb

regime forEM and OM , whereM = 4, 8, and16. We also
include some of the previously optimized constellations for
comparison. Even thoughEM andOM , for a givenM , have
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Fig. 9: Spectral efficiency of the optimal constellationsEM and
OM in the wideband regime. Some of the previously optimized
constellations are included for comparison.

the same zero-crossingνEb
, EM performs better at all nonzero

spectral efficiencies. Indeed,E16, E8, andE4 are the best of
all studied constellations forη < 0.70. As M → ∞, EM and
OM approach the coherent (non-IM/DD) Shannon limit, i.e.,
νEb

(EM ) = νEb
(OM ) → −1.59 dB.

Fig. 9 (middle) depicts the spectral efficiency in the lowγP̄o

regime. ForM = 4, 8, and16, the formatsOM have lower
νP̄o

(Ω) thanEM ; however, the latter performs better than all
other studied formats for0.13 < η < 0.80. Using (45),νP̄o

(Ω)
approaches−∞ asM → ∞ faster forΩ = OM thanEM .

Finally, we show the spectral efficiency in the lowγP̂o

regime in Fig. 9 (bottom). Surprisingly, OOK has the best
performance up toη = 0.93, and thenCP̂o,16

outperforms
the rest. On the other hand, the modulation formats which
minimizeνEb

(Ω) or νP̄o
(Ω) do not have the best performance

as before. The trend is that their performance is poorer with
increased number of levels. Also,OM is worse thanEM

for a givenM , since the former has a higher peak power
requirement due to the nonzero point on the surface ofΥ.

It may seem somewhat unexpected that a constellation with
M − 1 points at the origin would perform better at low
SNR than all other constellations. Such a constellation is
equivalent to a binary constellation with a higher probability
for the zero point. Similar constellations were found to achieve
capacity in [42] and [56], albeit for different channels. A
similar constellation was studied in [57], where a signal set for
coherent AWGN channels consisting of two antipodal signals
andM−2 signals at the origin was used to disprove the strong
simplex conjecture, according to which the regular simplex
signal set would minimize the uncoded probability of error
under an average energy constraint.

VI. CONCLUSIONS

By using the minimum distance as a modulation design
criterion for uncoded systems, we were able to numerically op-
timize 4-, 8-, and 16-level single-subcarrier IM/DD modulation
formats for systems which are limited by average electrical,
average optical, and peak power. ForM = 4, the most power-
efficient modulation in terms of average electrical, optical, and
peak power has a tetrahedral structure. This constellationis
also a subset of all the obtained higher-level constellations. As
for the 8- and 16-level constellations, power-efficient schemes
are obtained by not confining the set of constellation points
to a regular structure such as that of a lattice. However, this
comes at the price of losing the geometric regularity, which
increases the modulator and demodulator complexity. Our
comparisons show that the penalty gap for using modulation
formats optimized forP̂o in systems which arēPe or P̄o

limited is much less than the penalty gap when using formats
optimized for P̄e or P̄o in systems which are limited bŷPo.
Therefore, modulation formats optimized for̂Po should be
preferred in applications with mixed power requirements. The
overall gain of the obtained formats over the previously best
known formats is between 0.6 dB and 3 dB at asymptotically
high SNR. We conjecture that the new obtained modulation
formats are optimal for their size and optimization criteria over
uncoded single-subcarrier IM/DD channels.
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On the other hand, when capacity-achieving error-correcting
codes are deployed, the best modulation formats in the wide-
band regime (smallη) have only one nonzero constellation
point. This is confirmed analytically and numerically. At
higher η, modulation formats optimized for̄Po are able to
achieve higher reliable transmission rates compared to other
formats in systems which are limited by average electrical
or optical power. OOK and the 16-level modulation format
optimized for peak power offer the best performance in peak-
power limited systems. The overall gain of the obtained
formats over previously best known formats ranges between
0.3 dB and 1 dB.

APPENDIX A
OBTAINED CONSTELLATIONS

This appendix lists the coordinates of the numerically
optimized constellations in Sec. IV-A. Whenever possible,
numerical values have been replaced with the corresponding
exact values. Constellations are normalized to unitdmin.

C4 = CP̄e,4 = CP̄o,4 = CP̂o,4
= LP̄e,4 = LP̄o,4 = LP̂o,4

=

{(0, 0, 0), (
√

2/3, 0, 1/
√
3), (

√

2/3,±1/2,−
√
3/6)}.

CP̄e,8 = C4 ∪ {((5/3)
√

2/3, 0,−5/(3
√
3)),

((5/3)
√

2/3,±5/6, 5/(6
√
3)), (2

√

2/3, 0, 0)}.

CP̄o,8 = C4 ∪ {((5/3)
√

2/3, 0,−5/(3
√
3)),

((5/3)
√

2/3,±5/6, 5/(6
√
3)),

(1.6293,−0.9236,−0.6886)}.

CP̂o,8
= LP̂o,8

= C4 ∪ {(2
√

2/3, 0,−1/
√
3),

(2
√

2/3,±1/2,
√
3/6), (

√
6, 0, 0)}.

LP̄e,8 = LP̄o,8 = C4 ∪ {(2
√

2/3,±1/2,
√
3/6),

(2
√

2/3, 0,−1/
√
3), (2

√

2/3, 1,−1/
√
3)}.

CP̄e,16 = C4 ∪ {(1.3608, 5/6, 5/(6
√
3)),

(1.3608, 0,−0.9623), (1.4628,−0.7513, 0.7110),

(1.6024,−1.1134,−0.2106), (1.6293, 0.1346, 1.1442),

(1.6293, 0.9236,−0.6887), (2
√

2/3, 0, 0),

(1.9336,−0.8075,−1.1032), (2.0380, 1.4396, 0.0642),

(2.3097, 0.5202, 0.5210), (2.3097, 0.1911,−0.7110),

(2.3499,−0.6462, 0.2616)}.

CP̄o,16 = CP̄o,8 ∪ {(1.6293,−0.1345, 1.1442),

(1.6293, 1.0582,−0.4556), (2
√

2/3, 0, 0),

(2.0380, 0.6643,−1.2789), (2.0380,−1.4396, 0.0642),

(2.0380, 0.7754, 1.2147), (2.1187, 1.4645, 0.3160),

(2.1187,−1.0059, 1.1103)}.

CP̂o,16
= C4 ∪ {(1.6279, 0.8995,−0.7184),

(1.6279,−0.4977, 1.0379),

(1.6270,−0.9003,−0.7162), (1.6300, 0.5022, 1.0374),

(1.6310,−0.0010,−1.1533),

(1.6313,−1.1242, 0.2584), (1.6328, 1.1259, 0.2557),

(2
√

2/3, 0, 0), (2.4495, 0, 1/
√
3),

(2.4495,±1/2,−
√
3/6), (3.2660, 0, 0)}.

L16 = LP̄e,16 = LP̄o,16 = LP̂o,16
= LP̄e,8 ∪ {

2
√

2/3, 0, (2/3)
√
3),

(2
√

2/3,−1,−
√
3/3), (

√
6, 0, 0),

(
√
6,−1/2,

√
3/2), (

√
6,±1/2,−

√
3/2),

(
√
6,±1, 0)}.
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