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In memory of my father

“Only those who will risk going too far can possibly find out
how far one can go.”
T. S. Eliot






Abstract

There has been a significant improvement in high-speed electronics
and optical components over the past few years, and this is one of the
key enabling factors for high data rate transmission. Moreover, multi-
level modulation formats, which encode information onto the carrier’s
amplitude and phase, are necessary to increase the spectral efficiency
of communication systems. For short-haul low cost optical links, as
the ones used in data centers and access networks for example, non-
coherent optical communication with directly modulated lasers and
direct detection receivers is more cost-effective than using coherent
communication systems. Such types of noncoherent communications
use the intensity of the optical carrier to carry information. These
systems can be modeled as an additive white Gaussian noise channel
with input constrained to being nonnegative. Subcarrier modulation,
a concept studied in the wireless infrared communications context,
allows the use of in-phase and quadrature phase (I/Q) modulation
formats for such types of noncoherent optical systems.

We propose a novel quaternary subcarrier modulation format in
[Paper A| which is a hybrid between on-off keying (OOK) and ternary
phase-shift keying. At asymptotically high signal-to-noise ratios, this
hybrid format offers a 1.2 dB average electrical power gain and 0.6
dB average optical power gain compared to OOK, making it the most
power-efficient format for noncoherent optical systems with a spectral
efficiency of 1 bit/s/Hz. However, for systems that are limited by laser
nonlinearities, we show that OOK is the best choice at this spectral
efficiency.

In [Paper BJ, we complement the theoretical results obtained in
[Paper A| by carrying out an experimental link analysis, thus com-
paring the different modulation formats with spectral efficiency of 1
bit/s/Hz. In agreement with the theory, the proposed modulation
format is more power efficient in terms of average optical power com-
pared to the other modulation formats under study. However, the



gain comes at the cost of higher transceiver complexity. In addition,
we study the impact of propagation in multimode fiber for different
fiber lengths, and the analysis shows that all the studied modula-
tion formats have a similar performance penalty due to the modal
dispersion present in multimode fibers.

The agreement of theory with the obtained experimental results
motivated us to optimize higher-level modulation formats for different
power measures. In [Paper C|, we propose a set of 4-, 8-, and 16-level
single-subcarrier modulation formats for noncoherent optical systems
which are optimized for average electrical, average optical, and peak
power. In the absence of error-correcting codes, the optimized mod-
ulation formats offer a gain ranging from 0.6 dB to 3 dB compared
to the best known formats. It was also noticed that modulation for-
mats optimized for peak power perform well in average-power limited
systems. When capacity-achieving error-correcting codes are present,
the obtained modulation formats offer a gain ranging from 0.3 dB to
1 dB compared to previously known formats. The modulation for-
mats optimized for average optical power have a better performance,
except in peak-power limited systems. We also analyze and design
modulation formats which are optimized for the low signal-to-noise
ratio regime when capacity-achieving codes are used.

Keywords: Direct detection, fiber-optical communications, free-space
optical communications, infrared communications, intensity modula-
tion, lattice codes, mutual information, noncoherent communications,
sphere packing.
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Chapter 1

Introduction

Claude Elwood Shannon, with his landmark paper in 1948 [1] and the
included theory underlying digital communications and storage, paved
the way for the information era that we are living in. This theory deals
with the fundamental limits of storing and communicating data, and
it is what he called information theory. Since then, efforts have been
devoted to approach such limits while providing a good trade-off be-
tween the spectral efficiency, power efficiency, and complexity /cost of
a communication system as shown in Fig. 1.1. However, this trade-off
becomes tricky, especially with the many emerging bandwidth hungry
applications such as data centers, storage area networks, cloud com-
puting, high-performance computing, etc. Therefore, it is desirable
to have a low cost system which supports the increasing amounts of
data traffic without drastically increasing the power consumption.

In the 1950s, it was realized that supporting huge data rates is
feasible by using an optical carrier instead of a microwave carrier to
carry information [2, Ch. 1]. This is due to the high carrier frequency
(around 100 THz) of light, which can carry a huge amount of infor-
mation. Moreover, the advancement in optical glass fibers and their
lower losses compared to copper cables made fiber optical communi-
cations, specifically with the use of single-mode fibers, prevalent in
long-haul transmission. In order to improve the spectral efficiency of
such systems, coherent communications where information is encoded
onto the amplitude and phase of the optical carrier can be used to-
gether with the two available polarizations of the carrier wave. On
the other hand, short low-cost links require affordable optics such as
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Figure 1.1: Trade-offs in a communication system.

noncoherent optical transceivers. As opposed to coherent commu-
nications, only the intensity of the optical carrier is used to carry
information, and the envelope of the received signal is detected at the
receiver. Such types of noncoherent systems are known as intensity-
modulated direct-detection (IM/DD) systems. These are prevalent in
wireless optical communications [3-5] and in short-haul fiber links,
especially those with multimode fibers due to their low installation
costs. Examples of applications which use IM/DD are local area net-
works, storage area networks, data centers, etc.

One way of improving the spectral efficiency of IM/DD systems
is by using multilevel pulse amplitude modulation (M-PAM). How-
ever, M-PAM has a higher power penalty compared to on-off keying
(OOK) [6]. Another alternative is the use of subcarrier modulation
(SCM) studied in the wireless infrared communications context [3,
Ch. 5] which allows the use of in-phase and quadrature phase mod-
ulation formats such as multilevel phase-shift keying (M-PSK) and
multilevel quadrature amplitude modulation (M-QAM), i.e., the elec-
trical subcarrier carries information on its amplitude and phase. The
IM/DD channel differs from the conventional coherent channel by
the fact that its input is constrained to being nonnegative. This is
achieved by adding a direct current (DC) bias to the electrical signal
carrying the information to be nonnegative. This biased electrical
signal directly modulates a light source, e.g., laser diode, to generate
an optical signal whose intensity is proportional to it. One option is



that the DC bias required to ensure the nonnegativity of the electrical
waveform does not carry information [3, Ch. 5], [7, 8]. The second
option is by allowing the DC bias to carry information thus improv-
ing the power efficiency. This is studied by varying the DC bias on a
symbol-by-symbol basis in [9], and within the symbol interval in [10].
In [11], a signal space model for optical IM/DD channels is presented,
and shaping regions which reduce the average and peak optical power
are derived. There regions are used to design power-efficient lattice-
based modulation formats.

The choice of modulation formats governs the complexity of the
transceiver structure that should be used. Therefore, using lattice-
based modulation formats which are characterized by their regular
geometric structure reduce the complexity of the modulator and de-
modulator.

The aim of this work is to optimize IM /DD modulation formats
for uncoded systems with and without confining them to a regular
structure such as a lattice. We propose a set of 4-, 8-, and 16-
level single-subcarrier modulation formats which are optimized for
average electrical, average optical, and peak power. These optimiza-
tion criteria are all relevant since they help in assessing the overall
power consumption [12], the conformity to skin- and eye-safety stan-
dards in wireless optical links [3, Ch. 5], [4, 11], and the tolerance
against the nonlinearities present in the system [13] (see Sec. 4.2 for
details). In addition, laboratory experiments were carried out to see
how far the experimental results are from theory. We also analyze
the performance of the obtained modulation formats in terms of mu-
tual information in order to predict their performance in the presence
of capacity-achieving error-correcting codes. In terms of mutual in-
formation, we analytically optimize modulation formats in the low
signal-to-noise ratio (SNR) regime and compare them with the other
obtained formats.

The structure of this thesis is organized as follows. Chapter 2
introduces the signal space analysis in digital communications, and
presents the modulation and demodulation for in-phase and quadra-
ture phase modulation formats in the presence and absence of phase
information at the receiver. Chapter 3 introduces optical communica-
tions with a focus on noncoherent communications where the system
model is presented. In Chapter 4, single-subcarrier modulation for
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IM/DD channels will be introduced, where the signal space and fig-
ures of merit will be presented. The optimization problem will be
formulated followed by an example of the obtained constellations, to-
gether with the experimental laboratory setup that was performed.
Finally, in Chapter 5, the contributions will be summarized.



Chapter 2

Digital Modulation and
Demodulation Theory

It is a remarkable fact that the earliest form of electrical communica-
tion was digital with the invention of telegraphy by Samuel Morse in
1837 [14, Ch. 1]. Even with this early form of communication, source
coding was used due to the fact that frequent letters of the English
alphabet were represented by short sequences of codewords (dots and
dashes), whereas less frequent letters were represented by longer code-
words. It took almost a century to realize digital communications the
way we know it today. This started with the work of Nyquist in 1924
who investigated the maximum rates that can be used over a ban-
dlimited telegraph channel without intersymbol interference. This
was extended by Hartley in 1928 for multilevel signaling. Another
milestone is the work of Wiener in 1942, where he investigated the
problem of estimating the desired signal at the receiver in the pres-
ence of additive noise [14, Ch. 1]. Then followed “the” milestone with
the work of Shannon and his landmark paper titled “A Mathemati-
cal Theory of Communication” in 1948 [1]. Shannon established the
mathematical foundations for information transmission and derived
the fundamental limits of digital communication systems, given by
the channel capacity. Since then, the channel capacity and the un-
derlying theory have served as a benchmark for all the new advances
in the area of digital communications.

This chapter focuses on the additive white Gaussian noise (AWGN)
channel model. The signal space, which allows the representation of
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Figure 2.1: The model of a communication system.

the signals used for transmission geometrically, is introduced. This
will be the basis for understanding the specific class of in-phase and
quadrature phase (I/Q) modulation formats which are widely spread.
Sec. 2.2 presents the 1/QQ modulator and the two classes of demod-
ulation, coherent and noncoherent, where the former has complete
knowledge of the carrier phase, and the latter has no carrier phase
knowledge. Finally, Sec. 2.3 introduces the guidelines for designing
power-efficient modulation formats, and how this problem can be re-
formulated as a sphere packing problem.

2.1 Signal Space Analysis

Fig. 2.1 shows a schematic of a communication system consisting of a
modulator which maps each symbol u(k) at instant k to a waveform
v(t) belonging to the signaling set S = {so(t),s1(t),...,sp—-1(t)},
where M is the size of the signaling set. The symbols u(k) are modeled
as an ergodic process uniformly distributed over {0,1,..., M —1}. In
this section, we will only consider the transmission of a single symbol.
The generated waveform wv(t) propagates through the transmission
medium, and the signal at the receiver can be written as

y(t) = o(t) +n(t), (2.1)

where n(t) is a zero-mean Gaussian process with double-sided power
spectral density Ny/2 which models the thermal noise generated at
the receiver. This is then followed by the demodulation of y(¢) which
yields 4(k), an estimate of u(k). The demodulator is a correlator or
matched filter receiver, which minimizes the symbol error rate (SER)
at a given SNR [15, Sect. 4.1].

For evaluating the performance of communication systems in terms
of their error probability, the continuous-time signals might be tedious
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to start with. Therefore, using the signal space analysis developed by
Kotelnikov [16], and later expanded by Wozencraft and Jacobs [17]
helps in portraying the continuous-time signals as points in Euclidean
space, which makes the error probability calculations feasible. In ad-
dition, viewing the signaling set as constellation of points in Euclidean
space provides a better understanding and an intuition on how to bet-
ter design signaling sets.

By defining a set of orthonormal basis functions ¢ (t) for k =
1,2,...,N and N < M, each of the signals in S can be represented
as

N
Si(t) = Z 3i,k¢k(t)7 (2.2)
k=1

fori =0,...,M—1, wheres; = (s;1,5i2,...,8inN) is the vector repre-
sentation of s;(t) with respect to the aforementioned basis functions.
Therefore, the constellation representing the signaling set S can be
written as 2 = {sg,S1,...,8y—1}. In a similar fashion, the noise n(t)
can be expressed as

N
n(t) = > nedr(t) + w(t), (2.3)
k=1

where w(t) is the noise component outside the space spanned by the
basis functions in which all the signals in the signaling set belong to.
However, the Theorem of Irrelevance states that the noise outside the
dimensions of the signals has no effect on the detection process, and
thus no effect on the overall performance [18, p. 52|. Therefore, with-
out loss of generality, the vector representation of the noise component
which affects the detection process is

n=(ny,ng,...,nyN). (2.4)

With this representation, the continuous-time channel model in (2.1)
can be represented by the discrete-time vector model

y=vVv+n, (2.5)

where v € € is the transmitted vector, and n is a Gaussian random
vector with independent elements, zero mean, and variance Ny/2 per
dimension.



8 DicitaL MoDULATION AND DEMODULATION THEORY

For instance, by using the signal space analysis and the fact that
the noise is AWGN, the optimum detector, which is based on the
maximum a posteriori (MAP) criterion or the maximum likelihood
(ML) criterion when the transmitted signals are equally probable,
outputs the signal vector in Q that is closest in Euclidean distance to
the received signal vector y.

2.2 1/Q Modulation and Demodulation

In this section, we consider the modulation and demodulation of a
pulse train using I/Q formats such as M-PSK and M-QAM. These
formats give access to both the electrical carrier’s amplitude and
phase. The signal space for such type of modulation formats is a two-
dimensional space spanned by the orthonormal basis functions [18,
Sec. 3.2.3]

o1(t) = \/Tzsp(t) cos (27 ft), (2.6)

Galt) = [ plt) sin(2n ) (2.7)
S
where T is the symbol time, f is the carrier frequency, and p(t) is a
unit-energy baseband pulse with bandwidth W and f > W.

Even if p(t) is not a bandlimited pulse, e.g., a rectangular pulse
for 0 < t < Tj, the orthogonality criterion can still be satisfied if f is
a multiple of 1/T5. This is the idea behind the subcarrier modulation
formats which will be discussed in Ch. 4.

2.2.1 Transmitter

Fig. 2.2 shows the setup of an I/Q modulator. It consists of multi-
plying the in-phase and quadrature baseband pulse trains

I(t) = Z Su(ky p(t — KTy)
k

and

Qt) = Z Su(k),2 P(t — kT5)

k
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Figure 2.2: 1/Q modulator.
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Figure 2.3: Coherent 1/Q demodulator.

with 1/2/Ts cos (2m ft) and /2/T sin (27 ft), respectively. The sum

of these two branches yields the passband transmitted waveform

v(t) = \/Tzs[l(t) cos (2 ft) + Q(t) sin (27 ft)], (2.8)

where information is carried onto its amplitude and phase.

2.2.2 Receiver

In the presence of perfect carrier synchronization, the receiver can
make use of the phase reference information to demodulate the re-
ceived signal. This is known as coherent demodulation and is shown in
Fig. 2.3. The receiver mixes the noisy received signal y(t) = v(t)+n(t)

with \/2/T; cos (2rft) and /2/Ts sin (27 ft), i.e., the in-phase and
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quadrature phase sinusoidal references, generated by a local oscillator
(LO) at the receiver. Low-pass filtering (LPF) of the output results
in I(t) and Q(t), which are the estimates of the baseband signals I(t)
and Q(t). These are fed to a bank of filters matched to the pulse p(t),
denoted as MF, which is then followed by sampling and a decision cir-
cuit which outputs the symbols closest in signal space to the received
ones.

However, in scenarios where the phase reference information is un-
available at the receiver, cross-talk between the in-phase and quadra-
ture phase arms is unavoidable. The amount of cross-talk depends on
the phase error value between the locally generated and the incoming
phase [15, p. 309]. In such scenarios, noncoherent detection where the
receiver makes no use of the phase reference is an attractive approach.
Foreach¢=0,1,..., M —1, the optimum demodulator correlates the
received signal y(t) with s;(¢) and a 90° phase-shifted version of s;(t)
over the symbol period [19, Sec. 6.7|. The metric for signal i is ob-
tained by adding the squares of these two correlations, and the signal
resulting in the largest metric is the optimum choice. This type of
demodulator is suitable, for example, when frequency-shift keying for-
mats are deployed. However, if the signals being transmitted are the
same but differ with a phase-shift, e.g., M-PSK formats, the result-
ing envelopes are the same. This causes ambiguity at the receiver

on which signal to decide upon. The ambiguity is also present when
M-QAM formats are used.

2.3 Sphere Packing

The symbol error rate serves as a good measure to compare differ-
ent modulation formats. However, the exact value might be difficult
to compute depending on the constellation geometry, number of lev-
els, and number of dimensions. For this reason, the standard union
bound in [15, Eq. (4.81)] which is based on the pairwise error prob-
abilities can be used to upperbound the SER. This union bound can
be approximated as

2K dz .
P~ Zmin 2.
Qe | (2.9)
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l 010 20

Figure 2.4: 4-level constellation optimized for average en-
ergy (left), and for average and peak energy simultaneously
(right).

where K is the number of distinct signal pairs (s;(¢), s;(t)) with ¢ < j
for which [(s;(t)—s;(t))%dt = d2,;,, and duin is the minimum distance
between the constellation points. This approximation approaches the
true SER at high SNR. From (2.9), it can be inferred that a good
modulation format is the one which minimizes the energy, whether
average or peak, while keeping d i, constant.

As a consequence, designing asymptotic power-efficient modula-
tion formats can be reformulated as a sphere packing problem with the
attempt of finding the densest packing of M N-dimensional spheres,
i.e., two-dimensional for I/Q modulation formats. The coordinates of
the sphere centers represent the constellation points. If the average
energy is the limiting factor in a communication system, then the
objective would be to find the packing which minimizes the average
squared distance of the center of the spheres from the origin. How-
ever, if the peak energy is the constraint, then the densest packing is
translated to finding the constellation which minimizes the maximum
distance of the sphere centers from the origin.

Even though such problems can be well formulated mathemati-
cally, it is rather difficult to obtain an analytical solution. Therefore,
numerical optimization techniques are used to find the best possible
packing. This has been explored extensively for the AWGN channel
with coherent detection for different power constraints, whether av-
erage or peak power [20-24]. The drawback is the lack of geometric
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$2(t) P2(t)

$1(t) >¢1 (t)

Figure 2.5: 5-level constellation optimized for average energy
(left), and for peak energy (right).

regularity, which increases the modulator and demodulator complex-
ity. On the other hand, lattice codes, which are a finite set of points
selected out of an N-dimensional lattice, is another approach which
has been extensively used in the construction of multilevel modula-
tion formats [25-27]. Even though this approach might not guarantee
optimality, it simplifies the modulator and demodulator due to the
regular structure of a lattice.

For the two-dimensional space presented in Sec. 2.2, the best pack-
ing which provides the minimum average energy is always a subset
of the hexagonal lattice as shown in [23|, whereas the packings op-
timized for providing the minimum peak energy have more irregular
structures as can be found in [28]. The exception to this is shown in
Fig. 2.4 where the two 4-level constellations presented have the same
minimum average energy among other possible constellations, despite
the fact that the QPSK constellation in Fig. 2.4 (right) is not a subset
of the hexagonal lattice. However, the QPSK constellation offers the
lowest peak energy for M = 4. On the other hand, Fig. 2.5 shows two
5-level constellations where the hexagonal lattice-based constellation
(left) is optimized for average energy, and the constellation whose
points lie on a circle is optimized for peak energy [29].



Chapter 3

Optical Communications

Since the 1950s, the term optical communications is always accompa-
nied with the huge amounts of data rates that can be reached together
with the long transmission distances when fibers are used as the trans-
mission medium. However, optical communication has been used way
earlier than the 1950s. Of the earliest forms of optical communica-
tions are the fire beacons mentioned in the Iliad by Homer which were
used to transmit information in the siege of Troy which took place in
approximately 1184 BC [5, Sec. 1.1]. Since then, some of the key
milestones that the technology has passed through are the invention
of the optical telegraph by Chappe in the 1790s, the photophone by
Bell and Tainter in the 1880s [5, Sec. 1.1], the optical glass fibers in
the 1950s, and the laser in 1960 |2, Sec. 1.1]. Another key milestone
is the silica fiber proposed by Kao and Hockham in 1966 that led to
a breakthrough in fiber optics where long distance transmission was
shown to be feasible [30]. Today, a massive network of fiber optic
cables exists worldwide [2, Sec. 1.1]. In 1979, wireless optical commu-
nication was pioneered by Gfeller and Bapst with the use of diffuse
emissions in the infrared band [31]. Since then, many efforts have
been focusing on transmitter and receiver design, channel modeling,
and impairment compensation in attempt to boost the data rates even
more.

In this chapter, coherent optical systems which give access to both
the amplitude and phase of the optical carrier will be introduced. For
such type of systems, optimizing modulation formats is very similar
to that of coherent communication systems for AWGN channels as
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in the previous chapter. This will be followed by introducing the
noncoherent optical communications where information is transmitted
only onto the intensity of the optical carrier. In the next chapter,
noncoherent communications will be covered in more depth.

3.1 Coherent Optical Systems

Multilevel modulation formats, with their ability to increase the spec-
tral efficiency of a communication system, have motivated the use
of coherent optical transceivers. Such coherent transceivers enable
the modulation of data independently onto the I and Q quadratures
of each of the two polarizations of an electromagnetic carrier wave.
Therefore, all the four degrees of freedom can be used to send infor-
mation. For example, modulation formats such as binary phase-shift
keying (BPSK) use only one degree of freedom, whereas I/Q modula-
tion formats such as quadrature phase-shift keying (QPSK) use two
degrees of freedom. In order to use all the four degrees of freedom,
I/Q modulation formats in the two polarizations should be used. An
example of such a modulation format is the dual-polarization QPSK
(DP-QPSK) which was experimentally tested in a real-time setup
in [32].

A transmitter consists of a light source and an optical modulator.
There are many possible structures to realize such an optical modula-
tor [33]. An example is when the optical modulator block consists of
both an amplitude and a phase modulator in series. Another example
is by using an I/Q modulator with orthogonal optical carriers on the
two arms, where each arm consists of an amplitude modulator such as
a Mach-Zehnder modulator (MZM) for example, and the transmitted
signal is the combined output of the two arms.

The receiver in general consists of photodetectors, an LO, and an
electrical demodulator. The LO is necessary to generate the in-phase
and quadrature phase reference, which will be fed to the photodetec-
tors in the two polarizations. The output of the photodetectors is the
electrical in-phase and quadrature phase components, which are fur-
ther processed to extract the information bits that were transmitted.

A coherent optical fiber system using optical amplifiers can be well
approximated by an AWGN channel model provided that dispersion
and nonlinearity are negligible [34-36|. As a result, all the theory and
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Figure 3.1: The black and red signals are to be transmitted
over an IM /DD channel. The red signal is nonnegative, and
can therefore be transmitted successfully as opposed to the
black signal.

results obtained for the conventional electrical AWGN channel with
the basis functions presented in (2.6) and (2.7) can be applied. This
includes power-efficient modulation formats as a result of the densest
sphere packing problems explored in [20-23] or when lattice codes
are used [25-27|. In addition, the problem of optimizing modulation
formats for coherent optical systems in a four-dimensional space, i.e.,
the I and Q quadratures in both polarizations, has been investigated
thoroughly in [24, 37-40].

3.2 Noncoherent Optical Systems

In systems where phase information is absent at the receiver, the
classical modulation formats optimized for coherent optical commu-
nications or for the conventional AWGN electrical channel cannot be
used to convey information. Examples of such systems include phase-
noise limited systems, and noncoherent systems where information is
encoded onto the amplitude of the carrier and the envelope of the
received signal is detected at the receiver. The latter is prevalent
in optical communication systems where the overall cost and com-
plexity is a critical constraint. Such type of noncoherent systems are
known as IM /DD systems. Applications using IM /DD are, for exam-
ple, wireless optical communications [3-5|, and short-haul fiber links
present in, e.g., data centers and local area networks [41].

Fig. 3.1 depicts the passband structure of IM/DD systems. An
electrical signal which contains the information directly drives a light
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Figure 3.2: Biased BPSK over IM/DD channel. The wave-
forms z(t), z(t), and y(t) are described below.

source such as a laser diode, where the intensity of the light gener-
ated, which is nonnegative at all times, is proportional to the input
electrical signal. At the receiver, a photodetector outputs an electri-
cal signal proportional to the optical power incident upon it. It can
be seen from the figure that if the input electrical signal to the light
source is nonnegative, the information to be sent can be successfully
recovered at the receiver. Since the optical phase cannot be used to
carry information, modulation formats such as OOK and M-PAM are
suitable for IM/DD systems. The M-PAM for IM /DD systems is dif-
ferent from the conventional PAM since no negative amplitudes can
be used [3, Eq. (5.8)]. However, if the information to be sent is mod-
ulated on an electrical subcarrier using any I/Q modulation format,
e.g., M-PSK or M-QAM, it could be transmitted successfully over an
IM/DD channel on condition that this electrical signal is DC-biased
to become nonnegative at all times. This gives the opportunity of de-
signing modulation formats which could be more power efficient than
OOK and M-PAM. This concept is known as subcarrier modulation
and was described in the wireless infrared communications context
in [3, Ch. 5]. Fig. 3.2 shows an example of information which is mod-
ulated on an electrical subcarrier using BPSK. After this message is
biased, it directly modulates the light source. It should be noted
that the envelope of the optical signal carries the electrical amplitude
and phase. The envelope of the received optical signal is detected
by the photodiode, which acts as a square-law detector. As a result,
the electrical phase and amplitude of the transmitted signal is pre-
served. This will be followed by a BPSK demodulator to extract the
transmitted information bits.

A complete passband transceiver for IM/DD systems is depicted
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Figure 3.3: Passband transceiver of IM/DD systems (top).
Baseband transceiver with constrained-input Gaussian chan-
nel (bottom).

in Fig. 3.3 (top). It consists of a modulator which maps the data
symbols u(k) at instant k to a waveform belonging to the signaling set
S = {so(t),s1(t),...,sm—1(t)}, where M is the size of the signaling
set and s;(t) =0fort ¢ [0,7;) and i = 0,1,..., M —1. The generated

waveform
o

2(t) = > syt —kTy), (3.1)

k=—o00

where T is the symbol period, is constrained to being real and non-
negative. The baseband signal x(t) is composed of symbol waveforms
shifted by integer multiples of Ts. This electrical nonnegative wave-
form x(t) directly modulates a light source. Therefore, the informa-
tion is carried onto the envelope of the passband signal

z(t) = /2cx(t) cos(2m fot + 0), (3.2)

i.e., onto the intensity of the optical field, where ¢ represents the
electro-optical conversion factor in watts per ampere (W/A) [42-44],
fo is the optical carrier frequency, and 6 is a random phase, uni-
formly distributed in [0,27). It then propagates through the optical
medium depicted as an optical fiber in Fig. 3.3 (top), which could be
a free-space optical link in other applications. At the receiver, the
photodetector detects the power of z(t) resulting in y(¢). This is then
followed by the demodulation of y(¢) which yields @(k), an estimate
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of u(k). The demodulator is a correlator or matched filter receiver,
which minimizes the symbol error rate at a given SNR [15, Sect. 4.1].

Since the dominant channel impairment in most optical IM /DD
systems is the thermal noise resulting from the optical-to-electrical
conversion [45], |2, p. 155], the received electrical signal can be written
as

y(t) = L{rz2(t)} +n(t)
= rcx(t) +n(t), (3.3)

where L{-} denotes a unit-gain low-pass filter that cancels the signal
alias at twice the carrier frequency, r is the responsivity of the opto-
electrical converter in A/W, and n(t) is a zero-mean Gaussian process
with double-sided power spectral density Ny/2. Without loss of gen-
erality, we set r¢ = 1, which yields the simplified baseband model in
Fig. 3.3 (bottom). The channel response is assumed to be ideal, thus
not distorting the transmitted signal. This is to rule out the effect
of the channel on the design of modulation formats. This model has
been extensively studied in [3, Ch. 5|, [4, 11, 46-48] in the wireless
optical communications context. It is different from the conventional
AWGN channel in Fig. 2.1 by the fact that the input z(t) is con-
strained to being nonnegative as opposed to the passband signal v(t)
which could take on negative values. It should be noted that there
exists no nonnegativity constraint on the signal y(¢). As in (2.5),
the continuous-time channel model in (3.3) can be represented by the
discrete-time vector model

y(k) = x(k) + n(k), (3.4)

where, at instant k, x(k) € Q is the transmitted vector, and n(k)
is a Gaussian random vector with independent elements, zero mean,
and variance Np/2 per dimension. Since x(k) and y(k) are both
stationary processes, the argument k will be dropped from now on.
All modulation schemes optimized for the AWGN or coherent optical
systems can be used with IM /DD systems if they are DC-biased so
that the signal driving the light source is nonnegative. However, these
formats will not necessarily be optimized for the IM/DD channel too.

Barry [3, Ch. 5] reported the average optical power requirement of
various modulation formats for IM /DD channels. This study included
formats such as OOK, M-PAM, multilevel pulse-position modulation
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(M-PPM), and SCM formats such as M-PSK and M-QAM with a
constant DC bias. These classical SCM formats which modulate a
single carrier were shown to be less power efficient than other for-
mats [3, Fig. 5.4]. In Ch. 4, the single-subcarrier modulation formats
will be discussed in details.

This single-subcarrier modulation concept was also extended to
many subcarriers as in the conventional electrical channel where the
subcarriers can be superimposed resulting in a frequency-division mul-
tiplexing (FDM) system, referred to as multiple-subcarrier modula-
tion (MSM) [3, p. 122|, and orthogonal frequency-division multiplex-
ing (OFDM) if the carriers are orthogonal [49]. Further, a subclass of
OFDM known as discrete multitone (DMT), where the output of the
inverse fast Fourier transform modulator is real instead of complex,
has been investigated [50]. In [3, p. 134] and [51], the MSM was shown
to have poor power efficiency compared to single-subcarrier modula-
tion due to the increased required DC bias, and in [52], DMT was
shown to considerably suffer in peak-power limited systems. In [53]
and [10], different power reduction techniques have been investigated
for MSM.

Lattice codes for IM/DD were investigated in [54] together with
constellation shaping and nonequiprobable signaling. In [45], con-
stellation shaping has been studied for IM/DD systems in the pres-
ence of optical amplification, which is outside the scope of this thesis.
Hranilovic in [11] presented a signal space model for optical IM /DD
channels where different basis functions were used to form the signals.
These basis functions are, for example, the prolate spheroidal wave
functions, Walsh functions denoted as adaptively-biased QAM (AB-
QAM), and three one-dimensional rectangular pulse-shaped PAM sym-
bols denoted as 3-D PAM. In addition, shaping regions to reduce the
average and peak optical power were derived, and the performance of
some lattice-based modulation formats, which are the result of inter-
secting a lattice with the shaping region, was reported.

In the next chapter, the signal space for single-subcarrier 1/Q
modulation formats over IM /DD channels will be introduced together
with the figures of merit used to assess the different formats.



Chapter 4

Single-Subcarrier
Noncoherent Modulation

The subcarrier modulation concept described in Sec. 3.2 allows the
use of I/Q modulation formats with IM/DD channels provided that
the signal is DC-biased to be nonnegative. In [7], the SCM concept
with a constant bias was experimentally demonstrated, and in [55]
and [8], a novel transmitter design for the subcarrier QPSK and 16-
QAM was presented. Allowing the DC bias to vary on a symbol-by-
symbol basis and within the symbol interval was shown to improve the
power efficiency of SCM in [9] and [10], respectively. In [56], different
8-level SCM formats, with DC bias varying on a symbol-by-symbol
basis, were experimentally demonstrated.

In this chapter, we will investigate the signal space introduced by
Hranilovic [11] for single-subcarrier I/Q modulation formats which are
compatible with IM /DD systems. This signal space will be taken into
account together with the channel nonnegativity constraint to better
design modulation formats which suit different power constraints that
might be present in a communication system. Figures of merit which
facilitate the comparison of the different modulation formats will be
introduced together with the formulation of the constellation opti-
mization problem. Finally, an example of the obtained results will be
presented.
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4.1 Single-Subcarrier Modulation Signal Space

Conventional 1/Q modulation formats together with the added DC
bias to guarantee nonnegativity can be translated geometrically by
having a three-dimensional Euclidean space spanned by the orthonor-
mal basis functions

o1(t) = 1 rect (%) (4.1)

TS S
2 t

pa(t) = T cos (27 ft) rect <i>, (4.2)
2 . t

p3(t) = T sin (27 ft) rect <i>, (4.3)

where

" 1, ifo<t<1
rec = .
0, otherwise

and f is the electrical subcarrier frequency [11]. The basis function
¢1(t) represents the DC bias, whereas ¢o(t) and ¢3(t) are the basis
functions for the conventional I/Q modulation formats presented in
Sec. 2.2 with rectangular pulse shaping. Asin [3, pp. 115-116] and [7,
11], we use f = 1/Ts, which is the minimum value for which ¢;(¢),
¢2(t), and ¢3(t) are orthonormal. These basis functions are depicted
in Fig. 4.1,

The use of rectangular pulse shaping results in time-disjoint pulses,
therefore, the criterion of having z(¢) in (3.1) to be nonnegative can
be simplified to having each of the signals s;(¢) in (2.2) belonging to
the signaling set S to be nonnegative. Thus, s; 1 is chosen for each
1=20,...,M — 1 such that

mtin si(t) >0,

which guarantees the nonnegativity of z(¢) at all times. As a result,
all the signals satisfying the nonnegativity constraint are confined to a
region in the space spanned by ¢1(t), ¢2(t), and ¢3(t). This region is
known as the admissible region T [11, Eq. (10)], and the constellation
) is a finite subset of Y. The admissible region for I/QQ modulation
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Figure 4.1: Single-subcarrier basis functions for IM/DD sys-
tems.

formats when used on IM /DD channels is

3
T = eR3: mi ; t) >0}, 4.4
{s Jain ;sz,mk( ) >0} (4.4)
= {seR®: 312,1 > 2(33,2 + 312,3)}7 (4.5)

which is a three-dimensional cone with vertex at the origin, apex angle
of cos™1(1/3) = 70.528°, and opening in the dimension spanned by
o1(t) |5, Fig. 4.2].

Fig. 4.2 shows an example of three modulation formats and how
they fit in the admissible region Y. The first is the nonnegative 4-PAM
constellation where all the constellation point, i.e., the coordinates
of the sphere centers, are in the ¢;(¢) direction [3, Eq. (5.8)]. The
diameter of the spheres represents the minimum distance between the
constellation points. The second is the conventional 16-QAM where
the points lie on three circles with different radii. All the signals of 16-
QAM are equally biased such that all the constellation points belong
to the admissible region, i.e., satisfying the nonnegativity constraint
of the channel [3, Eq. (5.27)]. The last format is a version of 16-QAM
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Figure 4.2: 4-PAM (top), 16-QAM (middle), and 16-QAM
where the DC bias is different for different symbols (bottom).
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denoted as 16-QAM where every signal is biased with the minimum
amount required to become nonnegative. This constellation is based
on the work in [5, p. 78], [9] where the bias is assumed not to be fixed
over all the transmitted symbols. Since the constellation points lying
on each of the three circles constituting the 16-QAM constellation
require a different DC bias, the three rings are not aligned at the same
level in the direction spanned by ¢;(t). However, the coordinates of
16-QAM and 16-QAM are the same in the plane spanned by ¢ (t) and
¢3(t). Unlike the equally biased conventional 16-QAM, the DC bias
for 16-QAM carries information and thus can be used in the decision
circuitry at the receiver. This modulation format is not optimized
for a certain power measure; however, it leads to improved power
efficiency compared to the 16-QAM when used over IM /DD channels.

4.2 Figures of Merit

Three different power measures can be extracted from the passband
and baseband models in Fig. 3.3. The first entity is the average elec-
trical power defined as

_ ) 1 [T )
P, = lim — x*(t) dt,
T—oc0 2T -T

which for any set of basis functions can be simplified to

- F 1
P.= 22 = 7 EllsalPl (46)
where Ej is the average energy of the constellation, E[-] is the ex-
pected value, and [ is a random variable uniformly distributed over
{0,1,..., M — 1}. This entity is an important figure of merit for as-
sessing the performance of digital communication systems [15, p. 40].
Therefore, it is relevant for IM/DD systems for compatibility with
classical methods and results [57, 58|. In addition, it helps in quan-
tifying the impact of relative intensity noise (RIN) in fiber-optical
links [42], and in assessing the power consumption of optical sys-
tems [12].
The second measure is the average optical power P,, which has
been studied in (3, 4, 11, 46, 47| for the wireless optical channel.
Limitations are set on P, for skin- and eye-safety standards to be
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met. In fiber-optic communications, this entity is used to quantify
the impact of shot noise on the performance [42, p. 20|. It is defined
as

This measure depends solely on the DC bias required to make the
signals nonnegative and can be represented in terms of the symbol
period and the constellation geometry as [11, 46|

P, = \/LT E[s;.4], (4.7)
regardless of ¢o(t) and ¢3(t).

The third measure is the peak optical power defined as

P, = m?x]L{zz(t)} (4.8)
= max a0 (4.9)
= cmax x(t) (4.10)
= crr%%xsi(t), (4.11)

where (4.11) is valid for the time-disjoint signaling considered in this
work. This entity gives a measure of tolerance against the nonlinear
behavior of transmitting and receiving hardware in communication
systems [11, 13, 44| and has been studied in [11, 47, 59].

For the IM /DD basis functions defined in Sec. 4.1, the peak optical
power can be expressed as

- c
P, = N max {52‘,1 + \/2(522’2 + 8?73) } , (4.12)
S

fort=0,...,M — 1.
As a possible fourth measure, one might consider the peak elec-
trical power

P, = max 22 (t).

However, it is directly related to P, by 2P, = ]502, and will therefore
not be considered further.

Fig. 4.3 depicts a contour plot of the three power measures in
signal space together with the admissible region Y. This gives a better
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Figure 4.3: (left to right): Contours of equal average elec-
trical power P,, average optical power P,, and peak optical
power P,.

insight on which modulation formats are suitable for which power
constraint that might be present in a certain IM/DD system.

To assess the performance of the different modulation formats in
the presence of capacity-achieving error-correcting codes, we consider
the mutual information [60, Sec. 2.4]

I(x;y) = H(x) — H(x]y) (4.13)

as a performance measure. It upperbounds the achievable rates R in
information bits per symbol for virtually error-free communication in
a coded system. The terms H(x) and H(x|y) are the entropy of x
and the conditional entropy of x given the received vector y.

We define Ry = 1/T5 as the symbol rate in symbols per second, the
bit rate R, = RsR in bits per second, and E, = Es/R as the average
energy per bit. Furthermore, in order to have a fair comparison, the
spectral efficiency defined as

n = % [bits/s/Hz| (4.14)

should be taken into account, where W is the baseband bandwidth de-
fined as the first null in the spectrum of z(¢). At the same symbol rate,
modulation formats such as OOK and M-PAM have W = R, whereas
modulation formats belonging to the single-subcarrier family occupy
W = 2R, [Paper A, Fig. 2|. This is due to the intermediate step of
modulating the information onto an electrical subcarrier before mod-
ulating the optical carrier [3, Ch. 5]. In our work, we are interested in
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two extreme cases: the uncoded system, for which R = logy M, and
the system with optimal coding, for which R = I(x;y).

In [Paper C], the above figures of merit are used to evaluate the
performance of previously known and newly obtained modulation for-
mats.

4.3 Constellation Optimization

As opposed to biasing I/Q modulation formats with a constant bias,
e.g., 16-QAM in Fig. 4.2 (middle), varying the bias on a symbol-
by-symbol basis results in a better power efficiency, e.g., 16-QAM in
Fig. 4.2 (bottom). However, it can be seen from Fig. 4.2 that there is
still room for more power-efficient modulation formats. This is done
by including the admissible region as a constraint in the optimization
problem. As done before for the conventional AWGN channel [20-24],
our approach of finding the best constellations is formulated as a
sphere packing problem with the objective of minimizing the different
power measures separately, whether it is average electrical, optical, or
peak power.

Fig. 4.4 shows an example of the 4-level constellation which pro-
vides the lowest average electrical, optical, and peak power. The
geometry of this constellation is a regular tetrahedron where all the
spheres, or the constellation points lying at the vertices of this regular
tetrahedron, are equidistant from each other and normalized to unit
dmin. This constellation is also a subset of the intersection between
the admissible region T and the face-centered cubic lattice, where
the apex of the cone coincides with a lattice point and the lattice is
oriented such that two lattice basis vectors lie in the plane spanned
by ¢2(t) and ¢3(t). For the 4-level constellation in Fig. 4.4, it is re-
markable that the vertex angle of the tetrahedron, defined as the apex
angle of the circumscribed cone, is exactly cos™!(1/3), which is equal
to the apex angle of the admissible region Y. Thus, this constella-
tion fits T snugly, in the sense that all constellation points, regarded
as unit-diameter spheres, touch each other as well as the boundary
of Y. This modulation format consists of a zero level signal and a
biased ternary PSK [61, 62], and this can be seen in Fig. 4.5. Other
hybrids between amplitude-shift keying and PSK have been studied
in [63] and [64]; however, such modulation formats do not satisfy the
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Figure 4.4: The obtained 4-level constellation which is opti-
mized for average electrical, optical, and peak power.

nonnegativity constraint of IM/DD channels.

4.4 Experimental Verification

In order to verify the theoretical results obtained about this 4-level
modulation format, an experimental verification has been carried out
in the lab. The setup is shown in Fig. 4.6 where the waveforms of
this modulation format have been programmed in an arbitrary wave-
form generator. Its output z(t) is fed into a vertical-cavity surface-
emitting laser (VCSEL) which is a type of semiconductor laser diode.
The generated optical signal z(t) propagates through a multimode
fiber (MMF) of varying length which is followed by a variable optical
attenuator (VOA) to vary the optical power of the signal propagat-
ing through the fiber. At the receiver, the photodiode (PD) captures
the optical signal resulting in a current, i.e., the electrical signal y(t),
which is proportional to the optical power incident upon it. This
signal is sampled by an oscilloscope and processed offline. Fig. 4.7
depicts the constellation diagram of the received symbols in the back-
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Figure 4.6: Experimental setup.
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Figure 4.7: Experimental constellation diagram of the 4-level
constellation in Fig. 4.4 in the back-to-back case.

to-back case, i.e., without transmission through a fiber medium. The
results in [Paper B| show that the obtained 4-level modulation for-
mat in Fig. 4.4 is more power efficient in terms of average optical
power than other formats with the same spectral efficiency at moder-
ate to high SNR. However, this comes at the cost of having a higher
transceiver complexity.

The conformity of the experimental results with the theoretical
analysis led us to investigate higher-level modulation formats (M > 4)
with and without confining them to a lattice structure. A lattice-
based constellation simplifies the transmitter and receiver due to the
geometric regularity embedded in its structure. Therefore, we con-
sider optimizing modulation formats where the set of constellation
points belong to the face-centered cubic lattice which provides the
densest packing for the three-dimensional Euclidean space [27, p. xvi].
In [Paper C|, the performance of the different modulation formats
is reported in the presence and absence of capacity-achieving error-
correcting codes. Therefore, this work could serve as a guideline for
which modulation formats to choose for a particular IM/DD system
based on the trade-offs between power efficiency, spectral efficiency,
and the cost/complexity required.



Chapter 5

Contributions

This chapter summarizes the contributions of the appended papers
which fall in the category of optimizing modulation formats for IM/DD
systems.

5.1 Included Publications

Paper A: “Power efficient subcarrier modulation for in-
tensity modulated channels”

In this paper, we propose a novel quaternary subcarrier modulation
scheme for IM /DD systems which is a hybrid between on-off keying
and ternary phase-shift keying. At asymptotically high signal-to-noise
ratios, this hybrid scheme has a 1.2 dB average electrical power gain
and 0.6 dB average optical power gain compared to OOK, making it
the most power-efficient format for IM/DD systems with a spectral
efficiency of 1 bit/s/Hz. However, for systems that are limited by
laser nonlinearities, we show that OOK is the best choice.

Paper B: “Experimental comparison of modulation for-
mats in IM /DD links”

The idea behind this contribution is to complement the previously
obtained theoretical results with experimental results. Therefore,
we present an experimental comparison of modulation formats over
IM/DD systems with a spectral efficiency of 1 bit/s/Hz. This in-
cludes OOK, subcarrier QPSK, and the hybrid modulation scheme
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proposed in [Paper A]. The proposed modulation format is shown to
be more power efficient in terms of average optical power compared
to the other modulation formats under study at moderate to high
SNR, and this is in agreement with the theoretical results. However,
the gain comes at the cost of higher transceiver complexity. At low
SNR, OOK has a better performance. We also study the impact of
propagation in multimode fibers, where the conclusion is that the
modulation formats have a similar performance penalty due to the
modal dispersion.

Paper C: “Optimizing constellations for noncoherent op-
tical communication systems”

In this paper, we propose a set of 4-; 8-, and 16-level single-subcarrier
modulation formats for IM/DD systems which are optimized for av-
erage electrical, average optical, and peak power. The overall gain
compared to the previously best known formats ranges from 0.6 dB
to 3 dB in the absence of error-correcting codes. An interesting ob-
servation is that modulation formats optimized for peak power per-
form well also in average-power limited systems. We also analyze the
performance of the obtained modulation formats in terms of mutual
information, in order to predict their performance in the presence of
capacity-achieving error-correcting codes. The gain of the obtained
formats ranges from 0.3 dB to 1 dB. Finally, we analytically optimize
modulation formats which require the least energy per bit in the low
SNR regime and compare them with the other obtained modulation
formats.

5.2 Other Contributions

Below are other contributions by the author which are not included in
this thesis, either due to content overlap with the appended papers,
or due to content which is not related to this thesis.

[P1] J. Karout, K. Szczerba, and E. Agrell, “Modulation scheme,”
U.S. Patent Application No. 12/976,188, Unpublished (filing
date Dec. 22, 2010).

[C7] J. Karout, E. Agrell, K. Szczerba, and M. Karlsson, “Design-
ing power-efficient modulation formats for noncoherent optical
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systems,” in Proc. IEEE Global Communications Conference,
2011.

[C6] M. Tavan, E. Agrell, and J. Karout, “Strictly bandlimited ISI-
free transmission over intensity-modulated channels,” in Proc. IEEE
Global Communications Conference, 2011.

[C5] K. Szczerba, J. Karout, E. Agrell, P. Westbergh, M. Karlsson,
P. Andrekson, and A. Larsson, “Demonstration of 8-level sub-
carrier modulation sensitivity improvement in an IM/DD sys-
tem,” in Proc. European Conference and FExhibition on Optical
Communication, 2011.

[C4] K. Szczerba, P. Westbergh, J. Gustavsson, A. Haglund, J. Karout,
M. Karlsson, P. Andrekson, E. Agrell, and A. Larsson, “30 Gbps
4-PAM transmission over 200m of MMF using an 850 nm
VCSEL,” in Proc. European Conference and Exhibition on Op-
tical Commumication, 2011.

[C3] N. Jiang, Y. Gong, J. Karout, H. Wymeersch, P. Johannisson,
M. Karlsson, E. Agrell, and P. A. Andrekson, “Stochastic back-
propagation for coherent optical communications,” in Proc. Eu-
ropean Conference and FEzxhibition on Optical Communication,
2011.

[C2] J. Karout, H. Wymeersch, A. S. Tan, P. Johannisson, E. Agrell,
M. Sjédin, M. Karlsson, and P. Andrekson, “CMA misconver-
gence in coherent optical communication for signals generated
from a single PRBS,” in Proc. Wireless and Optical Communi-
cations Conference, 2011.

[C1] J. Karout, L. S. Muppirisetty, and T. Svensson, “Performance
trade-off investigation of B-IFDMA,” in Proc. IEEE Vehicular
Technology Conference Fall, 2009.
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