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Chapter 1

Introduction

Wireless communications is, by many measure, the fastest growing segment of the communications industry and the broadband wireless at the confluence of the most remarkable growth stories of telecommunication industry in recent years. WiMAX (Worldwide Interoperability for Microwave Access) is an emerging broadband wireless technology based on the IEEE 802.16 standard. The core 802.16 specification is a standard for broadband wireless access systems operating at radio frequencies between 10 GHz and 66 GHz. Data rates of around 40 Mbps will be available for fixed users and 15 Mbps for mobile users, with a range of several kilometers. Many laptop manufacturers incorporate WiMAX in their products to enable broadband internet connectivity. WiMAX will compete with wireless LANs (Local Area Networks), 3G (3th Generation) cellular services, and possibly wire line services like cable and DSL (Digital Subscriber Line). The ability of WiMAX to challenge or supplant these systems will depend on its relative performance and cost, which remain to be seen [1].

Orthogonal frequency division multiplexing (OFDM) is a multicarrier modulation technique with bandwidth-efficient signaling schemes for use in high data rate communication systems. This technique received a lot of attention especially in the field of wireless communication because of its robustness to the multi-path fading and it has already been adopted as the standard transmission technique in the wireless LAN systems and the terrestrial digital broadcasting systems. The WiMAX physical layer (PHY) is based on OFDM modulation. The OFDM system has a high peak-to-average power ratio (PAPR) that can cause unwanted saturation in the power amplifiers, leading to in-band distortion and out-of-band radiation.

In this thesis, we introduce a novel solution to the PAPR problem in the WiMAX systems using the potential capabilities in WiMAX standard as well as studying the well-known PAPR reduction techniques. Furthermore, the complexity evaluation and comparison between the existing approaches and the new algorithm has been discussed.

1.1 What Is Peak to Average Power Ratio (PAPR)?

Peak to average power ratio is a signal property that is calculated by dividing the peak power amplitude of the waveform by the RMS value of it, a dimensionless quantity which is expressed in decibels (dB). In digital transmission when the waveform is represented as signal samples, the PAPR is defined as

\[
PAPR = \frac{\max(|S[n]|^2)}{E\{|S[n]|^2\}}, \quad 0 \leq n \leq N - 1,
\]

Where \(S[n]\) represents the signal samples, \(\max(|S[n]|^2)\) denotes the maximum instantaneous power and \(E\{|S[n]|^2\}\) is the average power of the signal, and \(E\{.,\}\) is the expected value operation.[8]
1.1.1 The PAPR of a Multi-Carrier Signal

A multi-carrier signal is the sum of many independent signals modulated to sub-channels of equal bandwidth. OFDM is a special case of multi-carrier transmission, where a single data stream is transmitted over a number of lower rate subcarriers. The subcarrier frequencies are chosen to be orthogonal to each other. The main advantages of OFDM are its increased robustness against frequency selective channels and also efficient use of available bandwidth. Furthermore, the orthogonality allows for efficient modulator and demodulator implementation using the FFT (Fast Fourier Transform) algorithm on the receiver side, and inverse FFT on the sender side. In the transmitter, initially the binary input data are mapped into QAM (Quadrature Amplitude Modulation) symbols and then the IFFT block is used to modulate the symbol sequence, the N-point IFFT output is given by

\[ x_k = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} X_n e^{j \frac{2\pi nk}{N}}, \quad 0 \leq k \leq N - 1, \tag{1.2} \]

where \( X_n \) denotes the data symbols; according to (1.1) and (1.2), the PAPR for OFDM signal \( x_k \) is

\[ \text{PAPR} = \frac{\max_{0 \leq k \leq N-1} |x_k|^2}{E\{|x_k|^2\}}. \tag{1.3} \]

Since the OFDM symbol is the summation of N different QAM symbols, it can have high peaks when phases in (1.2) are accumulated constructively [3].

1.1.2 The CCDF of the PAPR

The cumulative distribution function (CDF) of the PAPR is one of the most frequently used performance measures for PAPR reduction techniques. The complementary CDF (CCDF) of the PAPR denotes the probability that the PAPR of a data block exceeds a given threshold and is expressed as \( CCDF = 1 - CDF \). When the number of subcarriers \( N \) is large, from the central limit theorem, the real and imaginary parts of the time domain signal samples follow Gaussian distributions, each with a mean of zero and variance of \( \sigma^2 = 0.5 \). Hence, the amplitude of a multi-carrier signal has Rayleigh distribution, while the power distribution is exponentially distributed with mean \( 2\sigma^2 \), (1.4). The important thing to note is that the output amplitude and hence the power are random so the PAPR is not a deterministic quantity [4].

\[ |x_k| = \sqrt{(\Re\{x_k\})^2 + (\Im\{x_k\})^2}, \quad |x_k|^2 = (\Re\{x_k\})^2 + (\Im\{x_k\})^2. \tag{1.4} \]

It can be proved that the maximum possible value for the PAPR is \( N \), which occurs when all the subcarriers add up constructively at a single point. However, for independent binary inputs, the probability of maximum peak value occurring in the order of \( 2^{-N} \). The distribution of OFDM PAPR has been studied by many researchers, among them Nee and Wild [5] introduced a simple accurate approximation of the CCDF of large \( N (\geq 64) \).

\[ F_c(N, \varepsilon_{max}) = 1 - G(N, \varepsilon_{max}) = 1 - F(N, \varepsilon_{max})^{\beta N} = 1 - \left(1 - \exp\left(-\frac{\varepsilon_{max}}{2\sigma^2}\right)\right)^{\beta N}, \tag{1.5} \]

Where \( \varepsilon_{max} \) is the peak power level and \( \beta \) is a pseudo approximation of the over sampling factor, which is given empirically as \( \beta = 2.8 \). Note that the PAPR is \( \frac{\varepsilon_{max}}{2\sigma^2} \) and \( F(N, \varepsilon_{max}) \) is the CDF of a single Rayleigh-distributed subcarrier with parameter \( \sigma^2 \).

The basic idea behind this approximation is that unlike a Nyquist-sampled signal, the samples of an over sampled OFDM signal are correlated, making it difficult to derive an exact peak distribution. There are many attempts to derive more accurate distribution of PAPR, see [6] for more results on this topic.
1.2 Why We Need to Reduce the PAPR?

Non-linear devices such as high power amplifiers (HPA) and digital to analog converters (DAC) exist in almost all communication links and demand for data transmission over longer ranges. At the same time higher power efficiency of the amplifiers, require the amplifier to operate in a more non-linear region. In general, there is a trade of between linearity and efficiency.

In single-carrier modulation the signal amplitude is somehow deterministic, except for the pulse shaping filter effect, so the operating point in the amplifier can be determined accurately without destructive non-linear impairments. But in the multi-carrier systems like OFDM, the envelope of the time domain signal will change with different data symbols. Accordingly, the input power amplitude will change with a noticeable variance in specified operating point and the non-linearity effect causes distortion. Distortion acts as noise for the receiver, and also the signal constellation rotates due to phase conversion. Moreover, the out-of-band distortion of subcarriers is the result of non-linearity impairments, which causes cross talk since the subcarriers are not orthogonal any more [3].

To estimate the distortion which is caused by non-linearity, it is desired to have a measure of the signal to show its sensitivity to non-linearity. A well known measure for the multi-carrier signals is peak to average power ratio (PAPR). The higher the PAPR, the more fluctuation in the signal amplitude, so the operating point in the amplifier needs to be set far enough from saturation point and this input back off reduces the efficiency.

1.3 Existing Approaches for PAPR Reduction

As in everyday life, we must pay some costs for PAPR reduction. There are many factors that should be considered before a specific PAPR reduction technique is chosen. These factors include PAPR reduction capability, power increase in transmit signal, BER increase at the receiver, loss in data rate, computational complexity increase, and so on [7]. Next we briefly discuss each of them and corresponding known PAPR reduction methods. You can find more details about these techniques in Section 2.1.

PAPR Reduction Capability Careful attention must be paid to the fact that some techniques result in other harmful effects. For example, the Amplitude Clipping technique in Section 2.1.1 on Page 10 clearly removes the time domain signal peaks, but results in in-band distortion and out-of-band radiation.

Power Increase in Transmit Signal Some techniques require a power increase in the transmit signal after using PAPR reduction techniques. For example, Tone Reservation (TR) in Section 2.1.4 on Page 12 requires more signal power because some of its power must be used for the peak reduction carriers. Tone Injection (TI) in Section 2.1.4 uses a set of equivalent constellation points for an original constellation point to reduce PAPR. Since all the equivalent constellation points require more power than the original constellation point, the transmit signal will have more power after applying TI.

BER Increase at the Receiver Other techniques may have an increase in BER at the receiver if the transmit signal power is fixed or equivalently may require larger transmit signal power to maintain the BER after applying the PAPR reduction technique. For example, the BER after applying Active Constellation Extension in Section 2.1.5 on Page 12 will be degraded if the transmit signal power is fixed. In some techniques such as SLM in Section 2.1.3 on Page 11, the entire data block may be lost if the side information is received in error. This may also increase the BER at the receiver.

\[1\text{Input back-off defined as } 10 \log_{10} \frac{P_{\text{sat}}}{P_{\text{in}}} \text{, which } P_{\text{sat}} \text{ is the power that saturates the amplifier, and } P_{\text{in}} \text{ is the input power. By increasing the input back-off, performance of the system improves. However larger back-off means less output power and as a result the efficiency of the amplifier with respect to the output power will be reduced.}\]
Loss in Data Rate  Some techniques require the data rate to be reduced, the block coding technique needs a portion of information symbols to be dedicated to control the PAPR. In SLM and PTS, the data rate is reduced due to the side information used to inform the receiver of what has been done in the transmitter. In these techniques the side information may be received in error unless some form of protection such as channel coding is employed. When channel coding is used, the loss in data rate due to side information is increased further [7].

Computational Complexity  Techniques such as PTS in Section 2.1.6 on Page 13 find a solution for the PAPR reduced signal by using many iterations and performing exhaustive search, so it costs a lot to implement it in hardware. This report will propose a low complexity version of PTS which use more intellectual method to find optimum phase for PAPR minimization.

1.4 PAPR Problem in WiMAX

The WiMAX physical layer (PHY) is based on OFDM, however fixed and mobile version of WiMAX have slightly different implementation of the OFDM. Fixed WiMAX (IEEE 802.16) uses 256 IFFT block size and mobile WiMAX (IEEE 802.16e – 2005) uses scalable OFDMA. Hence WiMAX hardware equipments is vulnerable to non-linearity caused by high PAPR, more details about data structure in WiMAX can be found in Section 2.2.

In this thesis, we address PAPR problem in WiMAX base stations which transmit a larger number of OFDM subcarriers (1024) comparing the subscriber device which transmits smaller set of OFDM blocks, however the proposed algorithm is applicable in user devices as well, with some modifications. Although it is up to the WiMAX vendors to implement PAPR reduction scheme, there is an option of PAPR reduction in the 802.16 standard. It is not part of the WiMAX profile and it is not widely used currently. Clipping is a common technique but as we discussed it, it has serious drawbacks. For more information about clipping in WiMAX amplifiers, see [4]. WiMAX mobile devices (MS) have already been designed and are commercially available. Subscribers expect the providers to facilitate adaptive equipments which work simply with the user gadget. In other words, the MS devices should not be redesigned for different base stations, so the PAPR reduction algorithms is required to be implemented as a precoding technique at base station (BS).

1.5 Proposed Approach

Here we propose a novel technique to mitigate the high PAPR problem in WiMAX OFDMA systems. The proposed method is based on the WiMAX data structure in base stations, and it takes advantage of the idea of antenna beamforming weights in down link which is a part of the WiMAX standard. These are unique properties of the project:

- It preserves the transmitted power by adjusting only the phase of the beamforming weights per cluster.
- No extra side information regarding the phase change needs to be transmitted due to the property of dedicated pilots.
- Not sending the phase coefficients allows for arbitrary phase shifts instead of a quantized set such as used for PTS.
- A novel search algorithm based on gradient optimization to find the optimum cluster weights phase shifts.

\(^2\)Although the scalable OFDMA scheme is referred to as mobile WiMAX, it can be used in fixed, nomadic and mobile application.
The whole 1024 OFDMA data block is divided into a number of disjoint block, where each sub-block is chosen to contain exactly one data cluster (each cluster has a separate phase weight). After doing IFFT for each sub-block, it is multiplied by a phase coefficient so that the summation of the IFFT of sub-block, minimize the PAPR of the whole transmitted OFDM symbol. Up to here this is equivalent to conventional PTS, but the main strength of our technique is in the phase coefficient selection algorithm.

Each data cluster will be processed in its receiver subscriber device, and the channel estimation is performed to compensate for channel imperfection (channel equalization). Hence, changing the phase of a cluster at the transmitter, is just a different channel in the receiver perspective and will be inverted by the channel equalization procedure. So there is no need of sending explicit information to receiver about phase factors and the complete PAPR reduction process can be done at transmitter. As the matter of fact, this is how beamforming is performed in WiMAX, using dedicated pilot subcarriers in data unit, that are known symbols and are beamformed together with original data.

To summarize, phase coefficients are chosen in the continuous interval between $[0, 2\pi]$ with no constraints. That is the main difference between this method and conventional PTS, which chose the phase factors among a discrete phase set. Another important feature here is the unique algorithm to find optimum phase coefficients. Instead of doing exhaustive search, which is impossible here due to infinite number of phase sets, a novel optimization algorithm has been deployed. By formulating the problem as a minimax optimization problem it is solved by sequential quadratic programming approach which is developed for our specific application with high reliability and quite low complexity. One can read more about this topic in Section 3.2.
Chapter 2

PAPR Reduction

2.1 Review of PAPR Reduction Methods

PAPR reduction is a well-known signal processing topic in multi-carrier transmission and large number of techniques appeared in the literature during the past decades. These techniques include amplitude clipping and filtering, coding, tone reservation (TR) and tone injection (TI), active constellation extension (ACE) and multiple signal representation methods such as partial transmit sequence (PTS), selected mapping (SLM) and interleaving. The existing approaches are different from each other in terms of requirements, and most of them enforce various restriction to the system. Therefore, careful attention must be paid to choose a proper technique for each specific communication system. In this section we focus more closely on the PAPR reduction techniques for multi-carrier transmission. In order to evaluate the performance of these techniques, we need to look at the application and existing restrictions of a communication system.

2.1.1 Amplitude Clipping and Filtering

The simplest technique for PAPR reduction may be amplitude clipping. Amplitude clipping limits the peak envelop of the input signal to a predetermined value,

\[ B(x) = \begin{cases} 
  x & |x| \leq A \\
  Ae^{\phi(x)} & |x| > A 
\end{cases} \]

where \( \phi(x) \) is the phase of \( x \) and \( A \) is the cutting threshold. The noise caused by amplitude clipping falls both in-band and out-of-band. In-band distortion can not be reduced by filtering and results in an error performance degradation, while out-of-band radiation reduces the spectral efficiency. Filtering the out-of-band distortion after clipping cause some peak regrowth and to avoid this undesirable effect, repeated clipping and filtering can be used [8][9][10].

2.1.2 Coding

Coding can also be used to reduce the PAPR, a simple idea is to select codewords that minimize or reduce the PAPR for transmission. This idea is illustrated in the following example; The PAPR for all possible data blocks for an OFDM signal with four subcarriers and binary phase shift keying (BPSK) modulation is shown in Figure 2.1. It can be seen from this table that among \( 2^3 \) possible status, four data blocks result in a PAPR of 6.0dB, and another four data blocks result in a PAPR of 3.7dB. It is clear that we could reduce PAPR by avoiding transmitting those sequences. This can be done by block coding the data such that the 3-bit data word is mapped onto a 4-bit codeword such that the set of permissible sequences does not contain those that result in high PAPR. The PAPR of the resulting signal is 2.3dB, a reduction of 3.7dB from that without block coding. However, this approach suffers from the need to perform an exhaustive search to find
the best codes and to store large lookup tables for encoding and decoding, especially for a large number of subcarriers [11][12].

<table>
<thead>
<tr>
<th>Data block X</th>
<th>PAPR (dB)</th>
<th>Data block X</th>
<th>PAPR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1, 1, 1, 1]</td>
<td>6.0</td>
<td>[-1, -1, 1, 1]</td>
<td>3.7</td>
</tr>
<tr>
<td>[1, 1, 1, -1]</td>
<td>2.3</td>
<td>[-1, -1, 1, -1]</td>
<td>2.3</td>
</tr>
<tr>
<td>[1, 1, -1, 1]</td>
<td>2.3</td>
<td>[-1, 1, 1, 1]</td>
<td>2.3</td>
</tr>
<tr>
<td>[1, 1, -1, -1]</td>
<td>3.7</td>
<td>[-1, 1, 1, -1]</td>
<td>3.7</td>
</tr>
<tr>
<td>[-1, 1, 1, 1]</td>
<td>2.3</td>
<td>[-1, 1, -1, 1]</td>
<td>6.0</td>
</tr>
<tr>
<td>[-1, 1, 1, -1]</td>
<td>6.0</td>
<td>[-1, 1, -1, -1]</td>
<td>2.3</td>
</tr>
<tr>
<td>[1, -1, 1, 1]</td>
<td>2.3</td>
<td>[-1, -1, 1, 1]</td>
<td>2.3</td>
</tr>
<tr>
<td>[1, -1, 1, -1]</td>
<td>3.7</td>
<td>[-1, -1, -1, 1]</td>
<td>2.3</td>
</tr>
<tr>
<td>[1, -1, -1, 1]</td>
<td>3.7</td>
<td>[-1, -1, -1, -1]</td>
<td>2.3</td>
</tr>
<tr>
<td>[1, -1, -1, -1]</td>
<td>6.0</td>
<td>[-1, -1, -1, -1]</td>
<td>6.0</td>
</tr>
</tbody>
</table>

Figure 2.1: An example of block coding for an OFDM symbol with four subcarriers.

2.1.3 Selected Mapping (SLM)

In the SLM technique, the transmitter generates a set of sufficiently different candidate data blocks, all representing the same information as the original data block, and selects the most favorable for transmission [13][14]. A block diagram of the SLM technique is shown in Figure 2.2. Each data block is multiplied by U different phase sequences, each of length N, \( B^{(u)} = [b_{u,0}, b_{u,1}, \ldots, b_{u,N-1}]^T \) \( u = 1, 2, \ldots, U \), resulting in U modified data blocks. To include the unmodified data block in the set of modified data blocks, we set \( B^{(1)} \) as the all-one vector of length N.

Figure 2.2: Block diagram of the SLM technique with U different signal representation and phase weights to produce a minimized PAPR signal.

Let us denote the modified data block for the \( u_{th} \) phase sequence \( D^{(u)} = [D_0 b_{u,0}, D_1 b_{u,1}, \ldots, D_{N-1} b_{u,N-1}]^T \) \( u = 1, 2, \ldots, U \), After applying SLM to X, the multi-carrier signal becomes

\[
d^{(u)}_k = \sum_{n=0}^{N-1} D_n b_{u,n} e^{j \frac{2\pi nk}{N}} \quad 0 \leq k \leq N - 1.
\]  

(2.1)

Among the modified data blocks \( D^{(u)} \), the one with the lowest PAPR is selected for transmission. Information about the selected phase sequence need to be transmitted to the receiver as side information. At the receiver, the reverse operation is performed to recover the original data block. For implementation, the SLM technique needs U times IDFT operations, and the number of required side information bits is
This approach is applicable with all types of modulation and any number of subcarriers. The amount of PAPR reduction for SLM depends on the number of phase sequences \( U \) and the design of the phase sequences. There are extensions of SLM technique which does not need explicit information to be sent to the receiver. For further information see the reference \[18\].

2.1.4 Tone Reservation and Tone Injection

"Tone reservation (TR) and tone interjection (TI), explained below, are two efficient techniques to reduce the PAPR of a multi-carrier signal. These methods are based on inserting data-block-dependent subcarriers into reserved or unused band in such a way that the PAPR is minimized for the whole block. This time domain signal can be easily computed at the transmitter and stripped off at the receiver" \[7\].

In the TR technique, the transmitter does not send data on a small portion of subcarriers that are optimized for PAPR reduction. The objective is to find the time domain signal to be added to the original time domain signal \( d \) such that the PAPR is reduced \[15\]. When a frequency domain vector \( C = [C_0, C_1, \cdots, C_{N-1}]^T \) is added to \( D \), the new time domain signal can be illustrated as \( d + c = \text{IDFT}\{D + C\} \), where \( c \) is the time domain signal due to \( C \). The data block \( D \) and peak reduction vector \( C \) must lie in disjoint frequency subspaces i.e, \( D_n = 0, n \in \{i_1, i_2, \cdots, i_L\} \) and \( C_n = 0, n \notin \{i_1, i_2, \cdots, i_L\} \) in TR technique. Peak Reduction Carriers (PRCs) are referred to the \( L \) non-zero positions in \( C \), since the subcarriers are orthogonal, these additional signals cause no distortion on the subcarriers which carry the information. To find the value of \( C_n, n \in \{i_1, i_2, \cdots, i_L\} \), a convex optimization problem needs to be solved that can easily be arranged as a linear programming (LP) problem.

"The basic idea in tone TI is to increase the constellation size so that each of the points in the original basic constellation can be mapped into several equivalent points in the expanded constellation \[15\]. Since each symbol in a data block can be mapped into one of several equivalent constellation points, these extra degrees of freedom can be exploited for PAPR reduction. This method is called tone injection because substituting a point in the basic constellation for a new point in the larger constellation is equivalent to injecting a tone of the appropriate frequency and phase in the multi-carrier signal " \[7\].

Assume that M-ary square quadrature amplitude modulation (QAM) is used as a modulation scheme and the minimum distance between constellation points is \( l \). Accordingly, the real part and the imaginary part of \( D_n \) are \( R_n \) and \( I_n \) respectively, and they can take values \( \pm l/2, \pm 3l/2, \cdots, \pm(\sqrt{M} - 1)l/2 \) where \( \sqrt{M} \) is equal to the number of levels per dimension. Assume that \( D_n = l/2 + j3l/2 \), modifying the real and/or imaginary part of \( D_n \) could reduce the PAPR of the transmit signal. Since the receiver should decode \( D_n \) correctly, \( D_n \) must be changed by an amount that can be estimated at the receiver. A simple case would be to transmit \( D_n = D_n + pQ + jqQ \), where \( p \) and \( q \) are any integer values and \( Q \) is a positive real number known at the receiver \[7\].

The TI technique is similar to TR but could be more complicated since the injected signal takes the same frequency band as the data. It also results in a power increase on the transmit signal due to the inserted signal power. These techniques do not always comply with the standard, for example in IEEE 802.16d the spectrum loss required by this method is not acceptable, but it is suited for other implementations including IEEE 802.16e.

2.1.5 Active Constellation Extension (ACE)

Another family of methods altering the QAM constellation to reduce high signal peaks is ACE \[16\]. This technique allows the outer points in the QAM constellation to be moved dynamically within the quarter planes outside their nominal values. The inner points within the constellation are not modified to keep the
distance between different symbol levels. Thus the BER does not increase and the decision boundaries are preserved in the receiver. The transmitted power is increased due to expanding the outer symbols, while the BER will decrease slightly at the receiver. In [17], the performance of this method is analyzed and the theoretical gains promised in the literature is compared with those achieved in a real-world situation. The usefulness of this scheme is rather restricted for a modulation with a large constellation size. It is possible to combine the TR and ACE techniques to make the convergence of TR much faster.

Active constellation extension (ACE) is a PAPR reduction technique similar to TI. The main idea of this scheme is easily explained in the case of a multi-carrier signal with QPSK modulation in each subcarrier. In each subcarrier there are four possible constellation points that lie in each quadrant in the complex plane and are equidistant from the real and and imaginary axes. Assuming white Gaussian noise, the maximum likelihood decision regions are the four quadrants bounded by the axes; thus, a received data symbol is decided according to the quadrant in which the symbol is observed. Any point that is farther from the decision boundaries than the nominal constellation point (in the proper quadrant) will offer increased margin, which guarantees a lower BER [7].

“We can therefore allow modification of constellation points within the quarter-plane outside of the nominal constellation point with no degradation in performance. If adjusted intelligently, a combination of these additional signals can be used to partially cancel time domain peaks in the transmit signal. The ACE idea can be applied to other constellations as well, such as QAM and MPSK constellations, because data points that lie on the outer boundaries of the constellations have room for increased margin without degrading the error probability for other data symbols” [16].

2.1.6 Partial Transmit Sequence (PTS)
In the PTS technique, an input data block of $N$ symbols is partitioned into disjoint sub-blocks. The subcarriers in each sub-block are weighted by a phase factor for that sub-block. The phase factors are selected such that the PAPR of the combined signal is minimized. Figure 2.3 shows the block diagram of the PTS technique [20].

![Figure 2.3: Block diagram of the PTS technique with $M$ disjoint sub-blocks and phase weights to produce a minimized PAPR signal, quantized phase weights $W$ are selected by exhaustive search among possible combinations.](image)

In the conventional PTS, the input data block $D$ is partitioned into $M$ disjoint sub-blocks $D_m = [D_{m,0}, D_{m,1}, \cdots, D_{m,N-1}]^T$, $m = 1, 2, \cdots, M$, such that $\sum_{m=1}^{M} D_m = D$, and the sub-blocks are com-
bined to minimize the PAPR in the time domain. The L-times over-sampled time domain signal of \( D_m \) is obtained by taking an IDFT of length \( NL \) on \( D_m \) concatenated with \((L-1)N\) zeros, and is denoted by \( b_m = [b_{m,0}, b_{m,1}, \ldots, b_{m,LN-1}]^T \), \( m = 1, 2, \ldots, M \); these are called the partial transmit sequences. Complex phase factors, \( W_m = e^{j\phi_m} \), \( m = 1, 2, \ldots, M \) are introduced to combine the PTSs which are represented as a vector \( W = [W_1, W_2, \ldots, W_M]^T \) in the block diagram. The time domain signal after combination is given by

\[
s(n) = \sum_{m=1}^{M} W_m b_m(n) .
\]  

(2.2)

The objective is to find a set of phase factors that minimize the PAPR. In general, the selection of the phase factors is limited to a set with a finite number of elements to reduce the search complexity. The set of possible phase factors is written as \( P = e^{j2\pi l/K} l = 0, 1, \ldots, K-1 \), where \( K \) is the number of allowed phases. The first phase weight is set to 1 without any loss of performance, so a search for choosing the best one is performed over the \((M-1)\) remaining places. The complexity increases exponentially with the number of sub-blocks \( M \), since \( K^{M-1} \) possible phase vectors are searched to find the optimum set of phases. Also, PTS needs \( M \) times IDFT operations for each data block, and the number of required side information bits is \( \log_2(K^{M-1}) \) to send to the receiver.

The amount of PAPR reduction depends on the number of sub blocks \( M \) and the number of allowed phase factors \( K \). Another factor that may affect the PAPR reduction performance in PTS is the sub-block partitioning, which is the method of division of the subcarriers into multiple disjoint sub-blocks. There are three kinds of sub-block partitioning schemes: adjacent, interleaved, and pseudo-random partitioning. Among them, pseudo-random partitioning has been found to be the best choice.

The PTS technique works with an arbitrary number of subcarriers and any modulation scheme. As mentioned above, the ordinary PTS technique has exponentially increasing search complexity. To reduce the search complexity, various techniques have been suggested. For example, iterations for updating the set of phase factors are stopped once the PAPR drops below a pre-set threshold. These methods achieve significant reduction in search complexity with marginal PAPR performance degradation [19].

Here, we show a simple example of the PTS technique for an OFDM system with eight subcarriers that are divided into four sub blocks. The phase factors are selected in \( P = \{+1, -1\} \). Figure 2.4 shows the adjacent sub-block partitioning for a data block \( D \) of length 8. The original data block \( X \) has a PAPR of 6.5dB and there are \( 2^{4(4-1)} \) way to combine sub blocks with fixed \( b_1 = 1 \) and among them \( [W_1, W_2, W_3, W_4]^T = [1, -1, -1, -1]^T \) achieves the lowest PAPR.

\[
\begin{align*}
D &= [1 \ -1 \ -1 \ -1 \ 1 \ -1 \ -1] \\
D_1 &= [1 \ -1 \ 0 \ 0 \ 0 \ 0 \ 0] \\
D_2 &= [0 \ 0 \ 1 \ -1 \ 0 \ 0 \ 0] \\
D_3 &= [0 \ 0 \ 0 \ 0 \ 1 \ -1 \ 0] \\
D_4 &= [0 \ 0 \ 0 \ 0 \ 0 \ -1 \ -1]
\end{align*}
\]

Figure 2.4: Example of adjacent sub block partitioning in PTS

The modified data block whose PAPR is 2.2dB, resulting in a 4.3dB reduction. In this case, the number
of required IDFT operations is 4 and the amount of side information is 3 bits. The side information must be transmitted to the receiver to recover the original data block. One way to do this is to transmit these side information bits with a separate channel other than the data channel. It is also possible to include the side information within the data block; however, this results in a data rate loss [7].

2.2 Formulation of the PAPR Problem in WiMAX Systems

In this Section we try to look at the WiMAX configuration and data structure, the capabilities in the standard for PAPR reduction purposes is studied as well as practical restrictions. Also a novel technique is introduced to mitigate the PAPR exploiting the potentials in standard and the problem is formulated as an optimization approach.

WiMAX allows DL beamforming using separate weights per cluster. Both data and pilots are beamformed so from the receiver perspective, beamforming just results in a different channel and this is compensated for in channel equalization. In the simplest form the new channel frequency response, \( H \) will be calculated by observing the known pilot subcarriers, and the whole received data unit is multiplied with the inverse of the channel frequency response, \( H^{-1} \). So the receiver does not need to know the transmitted weights and the BER and transmitted power does not change.

2.2.1 System Model

Consider an OFDM system, where the data is represented in the frequency domain. The time domain signal \( s(n) \), \( n = 1, 2, \ldots, N \), where \( N \) denotes the FFT size is calculated from the frequency domain symbols \( D(k) \) using an IFFT as [32].

\[
s(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} D(k)e^{j\frac{2\pi kn}{N}}. \tag{2.3}
\]

Note that the frequency domain signal \( D(k) \) typically belong to QAM constellations. In the case of WiMAX; QPSK, 16QAM and 64QAM constellations are used. The metric that will be used to measure the peaks in the time-domain signal is the peak-to-average-power-ratio (PAPR) metric defined as

\[
\text{PAPR} = \frac{\max_{0 \leq n < N-1} |s_n|^2}{E\{|s_n|^2\}}. \tag{2.4}
\]

Although not explicitly written in (2.4), it is well known that oversampling is required to accurately capture the peaks. In this paper, an oversampling of four times is used.

The WiMAX protocol defines several different DL transmission modes, of which the DL-PUSC mode is the most widely used and is the focus here. The minimum unit of scheduling a transmission is a sub-channel, which here spans multiple clusters. One cluster spans 14 subcarriers over two OFDM symbols containing four pilots and 24 data symbols which is illustrated in Figure 2.5. For a 10MHz system there are a total of 60 clusters. A sub-channel is spread over eight or twelve clusters of which only two or three data subcarriers from each cluster are used. The sub-channel carries 48 data symbols. For example, logical sub-channel zero uses two data subcarriers from twelve clusters over two OFDM symbols to reach 48 data symbols.

To extract frequency diversity, the WiMAX protocol specifies that the clusters in a sub-channel are spread out across the band, i.e. a distributed permutation. The WiMAX standard further specifies two main modes of transmitting pilots; Common pilots and dedicated pilots. Here, dedicated pilots allow per-cluster beamforming since channel estimation is performed per-cluster while for common pilots channel estimation across the whole band is allowed. Beamforming in this context is defined as sending the same
Figure 2.5: Structure of DL-PUSC permutation in WiMAX, where the transmission bandwidth is divided into 60 clusters of 14 sub-carriers over two symbols each.

message from different antennas but using different weights. The transmitted signal from a single antenna $s_s$ at tone $n$ can be written as

$$s_s(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} D(k)W_s(k)e^{\frac{2\pi kn}{N}}. \quad (2.5)$$

where $W_s(k)$ denotes the beamforming weight on subcarrier $k$. Note that we only consider phase shifts, so $W_s(k) = e^{j\phi(k)}$. Since the channel is estimated using the pilots in each cluster, the beamforming weights need to be constant over each cluster but can change from cluster to cluster, i.e. $W_s(k_0) = W_s(k_0 + 1) = \ldots = W_s(k_0 + 13)$, where $k_0$ denotes the first subcarrier in a particular cluster.

The presentation so far has ignored several practical details, such as guard bands which are inserted to reduce spectral leakage. In WiMAX a number of subcarriers in the beginning and the end of the available bandwidth do not carry any signal, leaving $N_{\text{usable}}$ subcarriers that carries data and pilots. Although this number depends on bandwidth and transmission modes, weights that are constant across each cluster are simply applied to only the $N_{\text{usable}}$ subcarriers.

2.2.2 Proposed Technique

Cluster weights can be used to decrease the PAPR of the OFDM symbol, that is choosing weights which minimize the PAPR. The easiest way to do this would be the exhaustive search among a combination of weight vectors containing a set of phase, for example ±1, in this case the whole search space for aforementioned data unit will be $2^{60}$ which takes huge amount of computation. Here we introduce a realistic algorithm to find the optimum weights.

The technique exploits dedicated pilots for beamforming, which is a feature common in next generation wireless systems. For example, in several 4G systems such as WiMAX beamforming weights are not explicitly announced but instead both pilots and data are beamformed using the same weights. In the WiMAX

\footnote{In MIMO techniques, the available antenna elements can be used to adjust the strength of transmitted or received signals based on their direction. This focusing of energy is achieved by choosing appropriate weights for each antenna element with a certain criteria.}
downlink (DL), weights are applied in units of clusters (14 subcarriers), and in the uplink (UL) in units of tiles (four subcarriers). Multiplying the beamforming weights with a different complex scalar for each cluster or tile does not change the beamforming performance or the bit-error-rate, but it can substantially reduce PAPR.

Finally, we are ready to formulate the optimization problem of finding the weights that minimize the PAPR as

$$W_s = \arg \min_{W_s} \max \left| \sum_{k=0}^{N-1} D(k) W_s(k) e^{\frac{2\pi in}{N}} \right|^2.$$  \hspace{1cm} (2.6)

Note that for a 10 MHz WiMAX system, there are 60 unique phase shifts in $W_s$, and these 60 phases are sought in the interval $[0, 2\pi)$.

In essence, the technique is similar to partial-transmit-sequence (PTS), but without the drawbacks of requiring side-information which would make it impossible to apply in existing communication standards such as WiMAX\(^2\). Further, using unit norm complex scalars does not increase the overall transmit power which is another drawback of many PAPR reduction techniques \[^7\].

The PAPR reduction technique proposed here is transparent to the receiver and thus does not require any modification to existing receivers and wireless standards. It does not increase the required transmit power nor does it increase the bit-error-rate. Finally, it does not require any side information that reduces throughput and requires standard support. These advantages makes it a very attractive technique to reduce PAPR.

Since the IFFT is a linear operation, the phase weights can be multiplied either before the IFFT blocks or after it and the result will be the same, anyhow it would be easier in terms of implementation complexity to apply phase coefficient after IFFT, this would be exactly the same approach as PTS which has been explained with descriptive figure in Section 2.1.6.

Here we define Matrix $B$ which is $1024 \times 60$ matrix, contains summation of IFFT weights within a cluster and should be calculated efficiently. Ordinary calculation costs 60 IFFT blocks of size 1024 which means $60 \times (1024/2) \log_2(1024) \approx 3 \times 10^5$ complex multiplies, this can be reduced effectively by some interleaving and Cooley-Tukey FFT algorithm, which is studied in Section 5.1.

The transmitted sequence $s$ is illustrated as a multiplication of matrices $B$ and $\phi$ in (2.7). Number of columns (60), shows the number of disjoint sub blocks and each sub block is multiplied with a separate phase weight.

$$s = \begin{bmatrix} b_{1,1} & b_{1,2} & \ldots & b_{1,M} \\ b_{2,1} & b_{2,2} & \ldots & b_{2,M} \\ b_{3,1} & b_{3,2} & \ldots & b_{3,M} \\ \vdots & \vdots & \ddots & \vdots \\ b_{LN,1} & b_{LN,2} & \ldots & b_{LN,M} \end{bmatrix} \begin{bmatrix} e^{j\phi_1} \\ e^{j\phi_2} \\ e^{j\phi_3} \\ \vdots \\ e^{j\phi_M} \end{bmatrix}. \hspace{1cm} (2.7)$$

Here, we rewrite the optimization problem to find the optimum phase set $\phi$ as

$$\phi = \arg \min_{\phi_m} \max_n |s(n)|^2.$$  \hspace{1cm} (2.8)

Where

$$s(n) = \sum_{m=1}^{M} b_{n,m} e^{j\phi_m}. \hspace{1cm} (2.9)$$
The $s(n)$s are complex values and $\phi_n$s are continuous phases between $[0, 2\pi)$. Substituting $b_{n,m} = R_{n,m} + jI_{n,m}$ and $e^{j\phi_m} = \cos \phi_m + j \sin \phi_m$ in (2.9) and taking the square of $|s(n)|$ results in (2.10), when $R_{n,m}$ and $I_{n,m}$ stands for $\mathbb{R}\{b_{n,m}\}$ and $3\{b_{n,m}\}$ respectively. This is a very important equation, which shows the square of the norm or the power of output subcarriers that are transmitted; a multi-variable cost function to be minimized when the largest $|s(n)|$ specifies the PAPR of the system.

$$|s(n)|^2 = \left( (R_{n,1} \cos \phi_1 + \cdots + R_{n,M} \cos \phi_M) - (I_{n,1} \sin \phi_1 + \cdots + I_{n,M} \sin \phi_M) \right)^2 + \left( (R_{n,1} \sin \phi_1 + \cdots + R_{n,M} \sin \phi_M) + (I_{n,1} \cos \phi_1 + \cdots + I_{n,M} \cos \phi_M) \right)^2$$  

(2.10)

Both PAPR reduction and beamforming can be done together; for instance, if we have a beamforming vector $\mathbf{v} = [v_1, v_2, v_3, v_4]^T$ for a four antenna system we can apply our PAPR reduction scheme by using a modified vector $\mathbf{w} = e^{j\phi} \mathbf{v}$ since the beamforming performance is not affected by a multiplication of a complex scalar on all elements of $\mathbf{v}$. Note that if the channel is $\mathbf{h}(4 \times 1)$, the BF gain is $|\mathbf{v}^H \mathbf{h}|^2 = |\mathbf{w}^H \mathbf{h}|^2$.

In the following chapter we introduce algorithms to solve the above optimization problem. A revolutionary optimization technique is used to determine the phase coefficients and also a gradient base optimization approach is proposed which is shown to be more promising for this problem.
Chapter 3

Phase Optimization

Now we want to find the best phase coefficients which are multiplied by PTS sub-blocks and reduce the overall peak to average power ratio when sub-blocks are summed up together.

Two main approaches have been followed in this thesis to solve this optimization problem:

1. Evolutionary algorithm (Particle Swarm Optimization)

2. Minimax algorithm (Sequential Quadratic programming)

3.1 Particle Swarm Optimization

When there is no explicit knowledge about the gradient of the optimization problem, numerical optimization could be a choice. Particle swarm optimization (PSO) is a subset of evolutionary algorithm like Genetic algorithms\(^1\) which can be performed to derive the solution. PSO optimizes a problem by keeping a population of possible solutions called particles and moving these particles around in the search-space according to a criteria. The particles activity are directed according to the best found positions in the search-space, which are continually updated as better positions are found by the particles.

There are two parameters to characterize each particle; position and velocity which is explained below. The algorithm evaluates particles with the fitness value which is the objective function of the particles. A swarm with \(N\) particles randomly is generated in solution space, and in case of \(D\) dimensional, in the \(t^{th}\) iteration, the \(i^{th}\) particles position vector and velocity vector are \(x_i^t=(x_{i1}^t, x_{i2}^t, \cdots, x_{iD}^t)\) and \(v_i^t=(v_{i1}^t, v_{i2}^t, \cdots, v_{iD}^t)\), where \(x_{id}^t \in U\), and \(U\) denotes the domain of objective function.

After multiple iterations, the optimum solution will be searched. In each iteration, particle updates itself through tracking two best positions: the first one is called local best position and represented as \(p_i=(p_{i1}, p_{i2}, \cdots, p_{iD})\); the position vector of the best solution this particle has achieved so far. The other one is called global best position and represented as \(p_g=(p_{g1}, p_{g2}, \cdots, p_{gD})\), this is the best position obtained so far by any particle in the whole swarm. The update of position and velocity for each particle described as,

\[
\begin{align*}
    v_{id} &= w_i v_{id} + c_1 r_1 (p_{id} - x_{id}) + c_2 r_2 (p_{gd} - x_{id}). \\
    x_{id} &= x_{id} + v_{id}.
\end{align*}
\]

\(^1\)Genetic algorithms are a particular class of evolutionary algorithms (EA) that use techniques inspired by evolutionary biology such as inheritance, mutation, selection, and crossover.
Where \( i = 1, 2, \cdots, N \) and \( d = 1, 2, \cdots, D \). The acceleration terms are \( c_1 \) and \( c_2 \). The constants, \( r_1 \) and \( r_2 \) are uniform distribution random number in range of \([0,1]\); \( w_i \) is inertia factor. Parameters \( c_1 \), \( c_2 \) and \( w_i \) are all assigned before system simulation.

In our case, \( D \) represents the length of vector \( \mathbf{x} \), contains of phase weights or the number of PTS sub-blocks. The initial particles number is \( N \), which build the swarm and the objective function or fitness value is shown by \( Y \), which is the PAPR of the OFDM symbol which is specified in (1.3).

### 3.1.1 PSO Pseudocode

According to the above explanation, this is an instruction to implement PSO with \( N \) particles for a \( D \) dimensional problem.

**Step 0** Initialization of the particle swarm:
- Generate \( N \) different \( \mathbf{x}_i \), which means \( N \) different phase vectors of the length of PTS sub-blocks;
- Initialize the velocity \( \mathbf{v}_i \) by zeros, note the size of \( \mathbf{v} \) and \( \mathbf{x} \) are the same;
- Compute fitness value for each particle;
- Initialize the particles local best position with their initial position \( \mathbf{x}_i \);
- Initialize global best position as the minimum of current particles local best position.

**Step 1** Update particles (the \( t+1 \)th iteration):
- Update the velocity according to (3.1)
- Update the position according to (3.2)
- Update the local best position as: \( \mathbf{p}_{id} = \arg \min_k Y(\mathbf{x}_{id}^k) \); 
- Update the global best position as: \( \mathbf{p}_{gd} = \arg \min_i Y(\mathbf{p}_{id}) \).

**Step 1.5** Filtration of active particles; Assuming that \( Y_{b}(n) \) denotes the fitness of the local best position for the active particles, while \( n = 1, 2, \cdots, N \), \( N \) denotes number of active particle at present.
- Compute truncation threshold: \( T = \min(Y_{b}(n)) + (\max(Y_{b}(n)) - \min(Y_{b}(n))) \times R, R \in [0,1] \) denotes truncation ratio.
- Filtration of active particles, the active particles in the next iteration are: \( \mathbf{x} = \{ \mathbf{x}_i | Y_{b}(\mathbf{x}_i) < T \} \)

**Step 3** Compare the current iteration number \( t \) with the maximum iteration number \( M \),
if \( t < M \) then
- Go back to step2
else
- Stop iteration

---

\(^2\)This can be done by randomly generate a matrix of size \( N \times D \) or can be a selection between possible phase sets in conventional PTS with limited phase weights

\(^3\)In order to reduce the computational complexity, the number of initial particles can be eliminated during the algorithm and those who are not close enough to the fitness will no longer participate in the process and the algorithm goes on with smaller number of particles.

\(^4\)Other satisfaction criteria can be replaced in this step, for example, if the \( Y \) drops a certain value.
3.1.2 Parameter Tuning

Adjusting the parameters for the algorithm affects the convergence of the problem to the global solution and one can achieve the result much quicker, if the coefficients in (3.2) are selected properly. An efficient way of tuning the PSO parameters for different optimization problems and settings was presented by Pedersen et al. [26] [27]. The technique for tuning PSO parameters is referred to as meta-optimization because another optimization method is used in an overlaying manner to tune the PSO parameters.

The PSO method to find the optimum phase set works well for our PTS schema when the number of sub-blocks are limited (up to 8), but the complexity of algorithm grows exponentially when the number of sub-blocks increases, in a way that, it is almost impossible to implement it in a practical case when the algorithm is running in real time communication, and this is the major motivation to search for a better algorithm. One can see the simulation results and more details on complexity calculation in Chapter 4 and 5.

3.2 Minimax Approach

In this section, a new algorithm is introduced to solve the minimization problem in (2.8). As can be seen in Section 2.2 the multi-variable objective function for problem can be defined explicitly as (2.10). To emphasis on the role of objective function, the \(|s(n)|^2\) is replaced with \(f_n(\phi)\) as expressed in (3.3).

\[
f_n(\phi) = \left( (R_{n,1} \cos \phi_1 + \cdots + R_{n,M} \cos \phi_M) - (I_{n,1} \sin \phi_1 + \cdots + I_{n,M} \sin \phi_M) \right)^2 \quad \text{(3.3)}
\]

Clearly, the multi-variable objective function is continuous and differentiable over \([0, 2\pi]\), so its gradient can be derived analytically and this is a key property to develop a solution. Knowing the gradient of the objective function, the problem can be solved using wide range of gradient based optimization methods. The gradient of \(|s(n)|^2\) as a function of phase vector \(\phi = [\phi_1, \phi_2, \cdots, \phi_M]\) is defined as the vector \(\nabla f_n = [\partial f_n / \partial \phi_1, \partial f_n / \partial \phi_2, \cdots, \partial f_n / \partial \phi_M]^T\). The Jacobian matrix is defined in (3.5) where \(M\) is the number of sub-blocks and \(LN\) the length of the vector \(s\) (oversampled OFDM symbol). The \(n_{th}\) row of this matrix is the gradient of the \(f_n(\phi)\).

\[
J = \begin{bmatrix}
\frac{\partial f_1}{\partial \phi_1} & \frac{\partial f_1}{\partial \phi_2} & \cdots & \frac{\partial f_M}{\partial \phi_1} \\
\frac{\partial f_1}{\partial \phi_2} & \frac{\partial f_1}{\partial \phi_2} & \cdots & \frac{\partial f_M}{\partial \phi_2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_{LN}}{\partial \phi_1} & \frac{\partial f_{LN}}{\partial \phi_2} & \cdots & \frac{\partial f_{LN}}{\partial \phi_M}
\end{bmatrix}
\quad \text{(3.5)}
\]

The elements of Jacobian matrix is expressed in (3.4).

3.2.1 Minimax Problem

The minimax optimization minimizes the largest value in a a set of multi-variable functions. An initial estimate of the solution is made to start with, and the algorithm proceeds by moving towards the minimum;
this is generally defined as,

$$\min_{\phi} \max\{f_n(\phi)\} \quad 1 \leq n \leq N$$

(3.6)

To eliminate the PAPR, the objective of the optimization problem is to minimize the greatest value of $|s(n)|^2$ in (2.10) which is analogous to $\max\{f_n(\phi)\}$ in (3.6). Here, we reformulate the problem into an equivalent Non-linear Linear Programming problem as (3.7), in order to solve it using sequential quadratic programming (SQP) technique.

$$\min_{\phi} f(\phi)$$

subject to

$$f_n(\phi) \leq f(\phi) \quad \text{Nonequality Constraints}$$

(3.7)

In agreement with this new setting, the objective function $f(\phi)$ is the maximum of $f_n(\phi)$, or equivalently it is the greatest IFFT sample in the whole OFDM sequence which characterizes the PAPR value. The remaining samples are appended as additional constraints, in the form of $f_n(\phi) \leq f(\phi)$. In fact, the $f(\phi)$ is minimized over $\phi$ using SQP, and the additional constraints are considered because we do not want other $f_n$s pop out when the maximum value is being minimized. In this way, the whole OFDM sequence is kept smaller than the value that is being minimized during iterations.

### 3.2.2 Sequential Quadratic Programming (SQP)

SQP is one of the most popular and robust algorithms for non-linear constraint optimization. Here, it is particularly modified and simplified for the phase optimization problem of PAPR reduction, but the basic configuration is the same as general SQP. The algorithm proceeds based on solving a set of subproblems created to minimize a quadratic model of the objective, subject to a linearization of the constraints. For example, a version of SQP has been implemented and tested by Schittkowski[40] that surpass other methods in terms of efficiency, accuracy, and percentage of successful solutions, over an extensive number of sample problems. An overview of the SQP method can be found in [32, 33, 34].

The Kuhn-Tucker (KT) equations are necessary conditions for optimality for a constrained optimization problem. If the problem is a convex programming problem, then the KT equations are both necessary and sufficient for a global solution point [35]. For this specific PAPR problem, the largest sample should be kept as small as possible and there is no predetermined value in the problem formulation to be preserved during the algorithm, so equality constraints do not exist here. The KT equations for the phase optimization problem are stated as the following expression where $\lambda_n$s are the Lagrange multipliers of the constraints.

$$\nabla f(\phi) + \sum_{n=1}^{N} \lambda_n \nabla f_n(\phi) = 0,$$

$$\lambda_n \geq 0.$$  

(3.8)

These equations used to form the quasi Newton updating step in 3.11 by accumulating second order information of KT criteria and also checking for optimality during iterations.

The SQP implementation consists of two loops; the phase solution is updated at each iteration in major loop with $k$ as the counter, while itself contains an inner QP loop to solve for optimum search direction $d_k$.

**Major loop to find $\phi$ which minimize the $f(\phi)$:**

**while** $k <$ maximum number of iterations **do**

$\phi_{k+1} = \phi_k + d_k$.

**QP loop to determine $d_k$ for major loop:**

**while** optimal $d_k$ found **do**

$d_{i+1} = d_i + \alpha d_i$.

**end while**
end while
The step length \( \alpha \) is determined within the QP iterations which is distinguished from major iterations by index \( l \) as the counter.

The Hessian of the Lagrange function is required to form the quadratic objective function in (3.12). This Hessian matrix of second derivative does not need to be evaluated directly and is approximated at each major iteration using a quasi Newton updating method, when the Hessian matrix is estimated using the information specified by gradient evaluations. The Broyden Fletcher Goldfarb Shanno (BFGS) is one of the most attractive members of quasi Newton methods, and a common part in non-linear optimization; it approximates the second derivative of the objective function using (3.9).

Quasi Newton methods are a generalization of the secant method to find the root of the first derivative for multidimensional problems [36]. Convergence of the multi-variable function \( f(\phi) \) can be observed dynamically by evaluating the norm of the gradient \( |\nabla f(\phi)| \). Practically, the first Hessian can be initialized with an identity matrix (\( H_0 = I \)), so that the first step is equivalent to a gradient descent, while further steps are gradually refined by \( H_k \), which is the approximation to the Hessian [37]. The updating formula for the Hessian matrix \( H \) in each major iteration is given by,

\[
H_{k+1} = H_k + \frac{q_k q_k^T}{q_k^T s_k} - \frac{H_k^T H_k s_k^T}{s_k^T H_k s_k}.
\]

(3.9)

where \( H \) is \( M \times M \) matrix and \( \lambda_n \) is the Lagrange multipliers of the objective function \( f(\phi) \).

\[
q_k = \nabla f(\phi_{k+1}) + \sum_{n=1}^{N} \lambda_n \nabla f_n(\phi_{k+1}) - \nabla f(\phi_k) + \sum_{n=1}^{N} \lambda_n \nabla f_n(\phi_k).
\]

(3.10)

\[
s_k = \phi_{k+1} - \phi_k.
\]

(3.11)

The Lagrange multipliers (according to (3.8)) is non-zero and positive for active set constraints, and zero for others. The \( \nabla f_n(\phi_k) \) is the gradient of \( n_{th} \) constraints at the \( k_{th} \) major iteration. The Hessian is maintained positive definite at the solution point provided \( q_k^T s_k \) is positive at each update. Powell [41] proposed to modify \( q_k \) on an element-by-element basis so that \( q_k^T s_k > 0 \).

After the above update at each major iteration, a QP problem is solved to find the step length \( d_k \), which minimizes the SQP objective function \( f(\phi) \). In fact, the complex nonlinear problem in (3.7) is broken down to several convex optimization sub problems of the form (3.12), which can be solved with known programming techniques. The quadratic objective function is referred to, as \( q(d) \) below.

\[
\text{minimize } \quad q(d) = \frac{1}{2} d^T H_k d + \nabla f(\phi_k)^T d
\]

subject to

\[
\nabla f_n(\phi_k)^T d + f_n(\phi_k) \leq 0
\]

(3.12)

We generally refer to the constraints of the QP sub-problem as \( G(d) = A d - a \), where \( \nabla f_n(\phi_k)^T \) and \( -f_n(\phi_k) \) are the \( n_{th} \) row and element of the matrix \( A \) and vector \( a \) respectively.

The \( q(d) \) is supposed to reflect the local properties of the original objective function and the main reason to use quadratic function is that such problems are easy to solve and yet mimics the nonlinear behavior of

\[\text{5}\]The general aim of this modification is to distort the elements of \( q_k \), which contribute to a positive definite update, as little as possible. Therefore, in the initial phase of the modification, the most negative element of \( q_k^T s_k \) is repeatedly halved. This procedure is continued until \( q_k^T s_k \) is greater than or equal to a small negative tolerance. If, after this procedure, \( q_k^T s_k \) is still not positive, modify \( q_k \) by adding a vector \( v \) multiplied by a constant scalar \( w \), and increase \( w \) systematically until \( q_k^T s_k \) becomes positive\footnote{The general aim of this modification is to distort the elements of \( q_k \), which contribute to a positive definite update, as little as possible. Therefore, in the initial phase of the modification, the most negative element of \( q_k^T s_k \) is repeatedly halved. This procedure is continued until \( q_k^T s_k \) is greater than or equal to a small negative tolerance. If, after this procedure, \( q_k^T s_k \) is still not positive, modify \( q_k \) by adding a vector \( v \) multiplied by a constant scalar \( w \), and increase \( w \) systematically until \( q_k^T s_k \) becomes positive\footnote{The general aim of this modification is to distort the elements of \( q_k \), which contribute to a positive definite update, as little as possible. Therefore, in the initial phase of the modification, the most negative element of \( q_k^T s_k \) is repeatedly halved. This procedure is continued until \( q_k^T s_k \) is greater than or equal to a small negative tolerance. If, after this procedure, \( q_k^T s_k \) is still not positive, modify \( q_k \) by adding a vector \( v \) multiplied by a constant scalar \( w \), and increase \( w \) systematically until \( q_k^T s_k \) becomes positive\footnote{The general aim of this modification is to distort the elements of \( q_k \), which contribute to a positive definite update, as little as possible. Therefore, in the initial phase of the modification, the most negative element of \( q_k^T s_k \) is repeatedly halved. This procedure is continued until \( q_k^T s_k \) is greater than or equal to a small negative tolerance. If, after this procedure, \( q_k^T s_k \) is still not positive, modify \( q_k \) by adding a vector \( v \) multiplied by a constant scalar \( w \), and increase \( w \) systematically until \( q_k^T s_k \) becomes positive} see [26].}.
the initial problem. The reasonable choice for the objective function is the local quadratic approximation of
\( f(\phi_k) \) at the current solution point and the obvious option for the constraints is the linearization of current
constraints in original problem around \( \phi_k \) to form a convex optimization problem. This is illustrated in
(3.12) when \( f_n(\phi_k)^T \) is the matrix \( J \) in (3.5). In the next section we try to explain the QP algorithm which
is solved iteratively by updating the initial solution, and since the notation of variables might be tricky, we
sort them here.

- \( d_k \) is a search direction in the major loop while \( \dot{d}_l \) is the search direction in the QP loop.
- \( k \) is used as an iteration counter in the major loop and \( l \) is the counter in the QP loop.
- \( \phi_k \) is the minimization variable in the major loop, it is the phase vector in this problem.
- \( d_l \) is the minimization variable in the QP problem.
- \( f_n(\phi_k) \) is the \( n_{th} \) constraint of the original minimax problem at a solution point \( \phi_k \).
- \( G(d_l) = A d_l - a \) is the matrix represents the constraint of the QP sub-problem at a solution point \( d_l \)
and \( g_n(d_l) \) is the \( n_{th} \) constraint.

### 3.2.3 Quadratic Programming (QP)

In a quadratic programming (QP) problem, a multi-variable quadratic function is maximized or minimized,
subject to a set of linear constraints on these variables. Basically, the quadratic programming problem can
be formulated as; minimizing \( f(x) = 1/2 x^T C x + c^T x \) with respect to \( x \), with linear constraints \( A x \leq a \)
which shows that every element of the vector \( A x \) is less than or equal to the corresponding element of the
vector \( a \).

The quadratic program has a global minimizer if there exists some feasible vector \( x \) satisfying the con-
straints, provided that \( f(x) \) is bounded in constraints on the feasible region; this is true when the matrix \( C \) is
positive definite. Naturally, the quadratic objective function \( f(x) \) is convex, so as long as the constraints
are linear we can conclude the problem has a feasible solution and a unique global minimizer. If \( C \) is zero,
then the problem becomes a linear programming [31].

A variety of methods are commonly used for solving a QP problem; the Active Set Strategy has been
applied in the phase optimization algorithm. We will see how this method is suitable for problems with a
large number of constraints. In general, the active set strategy includes an objective function to optimize
and a set of constraints which is defined as \( g_1(d) \leq 0, g_2(d) \leq 0, \ldots, g_n(d) \leq 0 \) here. That is a collection
of all \( d \) which introduce a feasible region to search for the optimal solution. Given a point \( d \) in the feasible
region, a constraint \( g_n(d) \leq 0 \) called active at \( d \) if \( g_n(d) = 0 \) and inactive at \( d \) if \( g_n(d) < 0 \). The active
set at \( d \) is made up of those constraints \( g_n(d) \) that are active at the current solution point.

The active set specifies which constraints will particularly control the final result of the optimization, so
they are very important in the optimization. For example, in quadratic programming as the solution is not
necessarily on one of the edges of the bounding polygon, specification of the active set creates a subset of
inequalities to search the solution within \([29][38][39]\). As a result, the complexity of the search is reduced
effectively. That is why non-linearly constrained problems can often be solved in fewer iterations than un-
constrained problems using SQP; because of the limits on the feasible area.

In the phase optimization problem, the QP subproblem is solved to find the \( d_k \) vector which is used to
form a new \( \phi \) vector in the \( k_{th} \) major iteration, \( \phi_{k+1} = \phi_k + d_k \). The matrix \( Q \) in the general problem is
replaced with the positive definite Hessian in (3.12) so as discussed before, the QP sub-problem is a convex

---

\(^6\)Equality constraints are always active but there is no equality constraints in this phase optimization problem.
optimization problem and has a unique global minimizer. This has been tested practically in the simulation results, when the \( d_k \) which minimizes a QP problem with specific setting is always identical, regardless of the initial guess.

The QP subproblem is solved by iterations when at each step the solution is given by \( d_{l+1} = d_l + \alpha \hat{d}_l \). An active set constraints at \( l \)th iteration \( \hat{A}_l \) is used to set a basis for a search direction \( \hat{d}_l \). This constitutes an estimate of the constraint boundaries at the solution point, and it is updated at each QP iteration. When a new constraint joins the active set, the dimension of the search space is reduced as expected.

The \( \hat{d}_l \) is the notation for the variable in the QP iteration; it is different from \( d_k \) in the major iteration of the SQP, but it has the same role which shows the direction to move towards the minimum. The search direction \( \hat{d}_l \) in each QP iteration is remaining on any active constraint boundaries while it is calculated to minimize the quadratic objective function. The possible subspace for \( \hat{d}_l \) columns constitutes a search direction, which is assured to remain on the boundaries of the active constraints.

The \( Z_l \) matrix is formed from the last \( M - P \) columns of the QR decomposition of the matrix \( \hat{A}_T^T \) (3.13) and is given by; \( Z_l = Q[, P+1 : M] \). Here, \( P \) is the number of active constraints and \( M \) shows the number of design parameters in the optimization problem, which is the number of sub-blocks in the PAPR problem.

\[
Q^T \hat{A}_l^T = \begin{bmatrix} R \\ 0 \end{bmatrix}.
\] (3.13)

The active constraints must be linearly independent, so the maximum number of possible independent equations is equal to the number of design variables, in other words \( P < M \). For more details see [45].

Finally, there exists two possible situations when the search is terminated in QP subproblem and the minimum is found; either the step length in (3.14) is 1 or the optimum \( d_l \) is sought in the current subspace whose Lagrange multipliers are all positive.

### 3.2.4 SQP Pseudocode

Here, a pseudocode is provided for the SQP implementation and we will refer to it in the complexity evaluation section. As discussed in the previous parts, the algorithm consists of two loops.

**Step 0** Initialization of the variables before starting the SQP algorithm

- An extra element (slack variable) is appended to the variables so \( \phi = [\phi_0, \phi_1, \phi_2, \cdots, \phi_M] \). The objective function is defined as \( f(\phi) = \phi_M \) and is initialized with zero, other elements can be any random guess.

- The initial Hessian is an identity matrix \( H_0 = I \), and the gradient of the objective function is \( \nabla f(\phi_K)^T = [0, 0, \cdots, 1] \).

**Step 1** Enter the major loop and repeat until the defined maximum number of iterations is exceeded.

- Calculate the objective function and constraints according to (2.10)

- Calculate the Jacobian matrix (3.4)

- Update the Hessian based on (3.9) and make sure it is positive definite.

- Call the QP algorithm to find \( d_k \)

**Step 2** Initialization of the variables before starting the QP iterations,

- Find a feasible starting point for \( d_0 = [d_0^T, d_0^T, \cdots, d_0^T] \) and \( \hat{d}_0 = [\hat{d}_0^T, \hat{d}_0^T, \cdots, \hat{d}_0^T] \);

  Check that the constraints in the initial working set\(^7\) are not dependent, otherwise find a new initial

\( ^7 \)When it is not the first major iteration, the active set is not empty.
point \( d_0 \) which satisfies this initial working set.

Calculate the initial constraints \( A d_0 - a \),

\[
\text{if } \max(\text{constraints}) > \epsilon \text{ then} \\
\text{The constraints are violated and the new } d_0 \text{ needs to be searched}
\]

end if

- Initialize the \( Q, R \) and \( Z \) and compute initial projected gradient \( \nabla q(d_0) \) and initial search direction \( d_0 \)

**Step 3** Enter the QP loop and repeat until the minimum is found

- Find the distance we can move in the search direction before a constraint is violated,
  \( gsd = A \dot{d}_t \) (Gradient with respect to the search direction)
  \( \text{ind} = \text{find}(gsd > \text{threshold}) \)
  \text{if isempty} (\text{ind}) \text{ then}
  \begin{align*}
  \text{Set the distance to the nearest constraint as zero and put } \alpha = 1 \\
  \text{else}
  \text{Find the distance to the nearest constraint as follows}
  \alpha = \min_{1 \leq n \leq N} \left\{ \frac{-(A_n d_t - a_n)}{A_n \dot{d}_t} \right\} .
  \end{align*}

Add the constraint \( A_i \) to the active set \( \dot{A}_l \)

Decompose the active set as (3.13)

Compute the subspace \( Z_l = Q[:, P + 1 : M] \)

end if

- Update \( d_{l+1} = d_l + \alpha \dot{d}_l \)

- Calculate the gradient objective at this point \( \nabla q(d_l) \)

- Check if the current solution is optimal\(^9\)
  \text{if } \alpha = 1 \| \text{length}(\dot{A}_l) = M \text{ then}
  \begin{align*}
  \text{Calculate the } \lambda \text{ of active set by solving}
  - R_l \lambda_l = (Q_l^T * \nabla q(d_l))^T .
  \end{align*}

end if

\text{if all } \lambda_i > 0 \text{ then}
  \text{return } d_k
\text{else}
  \text{Remove the constraints with } \lambda_i < 0
\text{end if}

- Compute the QP search direction according to the Newton step criteria,
  \( \dot{d}_l = -Z_l \left( (Z_l^T H_k Z_l) \backslash (Z_l^T \nabla q(d_l)) \right), \)

Where the \( (Z_l^T H_k Z_l) \) is projected Hessian, see A on Page 44.

\(^8\)Where \( i \) is the index of minimum in (3.14) which indicates the active constraint to be added.

\(^9\)The term “length” indicates the number of rows in \( A_l \) or equivalently the number of active constraints.
Step 4: Update the solution $\phi$ for the $k_{th}$ iteration; $\phi_{k+1} = \phi_k + d_k$ and go back to Step 1

To summarize, The SQP algorithm as its name indicates is one of the iterative optimization techniques. The initial solution of the problem moves towards the directional derivative which is found by solving the QP subproblem. In the QP algorithm the solution sought by taking the Newton step within subspace indicated by active constraints, that is the constraints define the boundary of solution space. The minimum is found when the gradient of the quadratic objective function became zero. The quadratic function is defined in a way that shows the direction of the greatest decrease in the original objective function at current solution point.
Chapter 4

Simulation Results

In this part we explore Matlab simulation results of discussed methods in the previous chapters, here most results represented as CCDF of PAPR which studied in Section 1.1.2. We consider 1024 OFDM with 840 useful data subcarriers and 64 QAM modulation which is oversampled by 4 times. Pilot subcarriers are set as known value 1 in the whole simulations.

4.1 PSO Simulation Results

As reviewed before, the PSO is one of the representation of evolutionary algorithms that is used to find the optimum phase weights in the PAPR reduction problem, but it is expensive to implement when the number of sub-blocks are large. The parameters for PSO simulation in Section 3.1 adjusted for the best result by empirical observation; $c_1$ and $c_2$ are 0.25 and $r_1$ and $r_2$ set to 1.

![Figure 4.1: PAPR reduction performance for PSO algorithm and 60 clusters](image)

PAPR reduction performance of PSO with different initial particles, is shown in Figure 4.1 with CCDF plots. The default curve shows the original PAPR of the system with no signal processing algorithm. By employing the PSO algorithm to find the appropriate phase weights of PTS sub-blocks, PAPR reduction gain of 4.1dB achieved for 100 initial particles at probability of $10^{-4}$. In Section 5.2.1, we will see that
the complexity grows linearly with the number of initial particles, but in terms of performance the PAPR decreased about 0.7dB when the initial particles are increased for 10 times.

### 4.2 SQP Simulation Results

The proposed PAPR reduction technique for an OFDMA system with 1024 subcarriers and 64 QAM modulation is simulated for a WiMAX data structure as shown in Figure 2.5. There is an illustration of the SQP implementation to see the progress in the algorithm in each major iteration, it gives an impression of how many QP iterations are needed to form one major step. This is a brief description of Matlab implementation; assume that there are 60 sub-blocks so the phase vector is \( \mathbf{x} = [x_0, x_1, x_2, \cdots , x_{59}] \), now an extra element is appended so there is \( \mathbf{x} = [x_0, x_1, x_2, \cdots , x_{60}] \) and the objective function is defined as \( f(x) = x_{60} \), the \( x_{60} \) initialized with zero and that is why it is equal to zero in the 0th iteration in Figure 4.2.

In the QP subproblem the objective is \( q(d) = \frac{1}{2} \mathbf{d}^T \mathbf{H}_k \mathbf{d} + \nabla f(x_K)^T \mathbf{d} \), and the initial feasible point in the first iteration is set to \( \mathbf{d}_0 = [0, 0, \cdots , \max(F_i(x_0))] \). So \( \nabla f(x_K)^T = [0, 0, \cdots , 1] \) and \( \nabla f(x_K)^T \mathbf{d} = \max(F_i(x_0)) \) which is the maximum value, since \( \frac{1}{2} \mathbf{d}^T \mathbf{H}_k \mathbf{d} \) is zero then \( q(d_0) = \max(G_i(x_0)) \). Once \( \mathbf{d}_k \) which minimize \( q(d) \) is found, then \( \mathbf{x} \) in the SQP problem is updated as \( \mathbf{x}_{k+1} = \mathbf{x}_k + \mathbf{d}_k \) so \( f(x) = x_{60} \) as can be noticed in below process.

<table>
<thead>
<tr>
<th>Iter</th>
<th>F-count</th>
<th>Objective value</th>
<th>Max constraint</th>
<th>Number of QP iters</th>
<th>Directional derivative</th>
<th>Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>41.94</td>
<td>1.977</td>
<td>40</td>
<td>41.9</td>
<td>Hessian modified</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>35.56</td>
<td>1.111</td>
<td>110</td>
<td>-6.39</td>
<td>Hessian modified</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>33.77</td>
<td>1.087</td>
<td>94</td>
<td>-1.79</td>
<td>Hessian modified</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>32.3</td>
<td>0.204</td>
<td>128</td>
<td>-1.47</td>
<td>Hessian modified</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>31.59</td>
<td>-0.0166</td>
<td>151</td>
<td>-0.219</td>
<td>Hessian modified twice</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>30.8</td>
<td>0.1585</td>
<td>151</td>
<td>-0.783</td>
<td>Hessian modified</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>30.35</td>
<td>0.1387</td>
<td>217</td>
<td>-0.444</td>
<td>Hessian modified</td>
</tr>
<tr>
<td>8</td>
<td>19</td>
<td>30.12</td>
<td>0.08673</td>
<td>156</td>
<td>-0.232</td>
<td>Hessian modified</td>
</tr>
<tr>
<td>9</td>
<td>21</td>
<td>29.97</td>
<td>0.01005</td>
<td>69</td>
<td>-0.155</td>
<td>Hessian modified</td>
</tr>
<tr>
<td>10</td>
<td>23</td>
<td>29.9</td>
<td>0.01257</td>
<td>22</td>
<td>-0.0705</td>
<td>Hessian modified</td>
</tr>
</tbody>
</table>

Figure 4.2: SQP algorithm progress

In the 0th iteration, there is no QP solving and it handles the problem formulation as minimax so the constraints are evaluated at initial point and the maximum is pointed. From 1th iteration, the QP subproblem is solved each time and the number of inner iterations is given in Number of QP iters column. **Objective value** indicates the objective function (maximum) in the original problem evaluated at the current solution. As can be noticed, it is reduced in each iteration, this is the value which gives the PAPR of system.\(^1\) **Objective value**\(_k\) = **Objective value**\(_{k-1}\) + Directional derivative\(_k\)

To have a better perception of the PAPR cost function, a 3D plot is provided in Figure 4.3, which illustrates the variation of the PAPR, or equivalently the maximum amplitude of one OFDM symbol partitioned into two disjoint sub-blocks, versus two phase coefficients. Predictably, two sub-blocks can not do much for the PAPR reduction purpose and this is just to give a visual impression of the cost function to be minimized in the SQP optimization algorithm.

As can be seen, there are many local minima which have slightly different levels; that is one of the promising properties of this optimization problem because reaching a local minimum satisfies the PAPR

---

\(^1\)Since in our proposed technique, the phase of clusters are changed and not the amplitude of signal, therefore the average of the OFDM symbol (denominator in (1.3) ) remains intact during the PAPR reduction process and the largest subcarrier defines the PAPR value.
reduction aim even though the global minimum is not found. As a result, the performance of the proposed algorithm is relatively insensitive to the initialization of the optimization.

Figure 4.3: The 3 dimensional power cost function for an arbitrary OFDM symbol with 2 phase coefficients.

4.2.1 Performance of Different Algorithms

The performance of four different optimization techniques is illustrated in Figure 4.5 by CCDF curves. Once the Jacobian of the cost function is defined, the optimization problem can be treated with different optimization methods.

Figure 4.4: The contour plane for 3D cost function for an arbitrary OFDM symbol with 2 phase coefficients, dark blue areas are minimums.
The SQP is the best solution for the problem in terms of PAPR reduction performance, but the Least Square Error (LSE) approach can also be used to reduce the peak amplitude of the signal with much less complexity. However, the performance is not as good as the SQP algorithm but still comparable with existing PAPR reduction techniques [7].

The LSE algorithm minimizes the objective function $f(x) = (f_1(x))^2 + (f_2(x))^2 + \cdots + (f_N(x))^2$, which is the sum of the OFDM subcarriers amplitudes $^2$. The components try to be equal to minimize the sum, so the large samples are pushed to a specific level while the smaller ones become larger.

As discussed before, one of the examined optimization methods to search the phase coefficients in PTS is Particle Swarm Optimization (PSO) [25]. This is a method for performing numerical optimization when there is no definite knowledge of the gradient of the problem to be optimized. The achieved gain for PSO is better than LSE, but it is expensive to implement especially when the number of sub-blocks is large.

If the search for the global minimum can be performed in each OFDM symbol then the CCDF curve improves to some degree. In our test, each OFDM symbol has been processed 100 times with different initial guesses and the one with the smallest PAPR is selected. The result in Figure 4.5 (Advanced SQP) shows an overall improvement of about 0.5dB. In this case, the PAPR of the system can roughly be considered as a deterministic value since the CCDF curve is almost vertical.

### 4.2.2 Parameters in Performance

Figure 4.6 shows the performance of the SQP algorithm at the point $\Pr\{\text{PAPR} > \text{PAPR}_0\} = 10^{-4}$ for 10000 random OFDM symbol with 64 QAM modulation versus different number of major iterations. The vertical axis represents the PAPR reduction gain in dB, which is the difference between the original CCDF curve and the processed signal curve at the specified probability, as indicated in Figure 4.5. As noticed here, most of the job is done in the first iteration and for more than 10 iterations the progress tends to be slower as it reaches a local minimum.

---

$^2$This is the simplest scenario, but other modifications can be made to develop a more elaborate version of LSE.
Figure 4.6: SQP PAPR reduction gain versus number of major iterations when \( \text{Pr}\{\text{PAPR} > \text{PAPR}_0}\} = 10^{-4}.

Figure 4.7 shows the PAPR reduction degradation, when the number of sub-blocks are reduced. As explained before, each cluster can be phase rotated and this will be reversed at the receiver in the channel equalization process. To bring down the complexity, the same phase coefficients are assigned to several adjacent clusters to simplify the optimization algorithm. In fact, 30 sub-blocks means 2 clusters within one sub-block and each sub-block is weighted with specific phase coefficient. In practice, there can not be 120 phase coefficients or sub-blocks, because it means that one cluster has two phase weights and this is not possible to compensate at the receiver according to the WiMAX standard. But in Figure 4.7, a 120 sub-blocks configuration is simulated to show the trend of PAPR reduction gain versus the number of sub-blocks.

Figure 4.7: SQP PAPR reduction performance versus number of sub-blocks when \( \text{Pr}\{\text{PAPR} > \text{PAPR}_0}\} = 10^{-4} \)
The power of two 1024 OFDM symbol in time is illustrated in Figure 4.8, before and after the signal processing algorithm. The benefit is clear from this graph, that the back off margin can be much smaller and the misperformance discussed in [17] for the ACE method, does not exist for the SQP technique.

![Graph showing power vs. OFDM subcarriers before and after the PAPR reduction procedure for 60 clusters and 10 iterations.]

Figure 4.8: The comparison between the time domain OFDM symbol before and after the PAPR reduction procedure for 60 clusters and 10 iterations.

Finally, the PAPR reduction performance in terms of CCDF curve is not changed with different initial guesses, because the maximum of all 10000 simulated OFDM symbols defines the CCDF curve in low probability of $\Pr\{\text{PAPR} > \text{PAPR}_0\}$, and this does not depend on the initial solution. But in each OFDM symbol the minimum can be found by examination of various starting points and the performance can be improved as Figure 4.5 illustrates in advanced-SQP curve.
Chapter 5

Implementation Issues

In the first section, we introduce a method to reduce the complexity of PTS technique based on sub-block partitioning in [42], and then we try to give a measure of complexity for different techniques and compare them in terms of operations needed for each algorithm.

5.1 IFFT block complexity

We discussed the PTS technique in Section 2.1.6 and as mentioned, the complexity of PTS technique is increased exponentially with the number of sub-blocks. In PTS, each sub-block has to be modulated by IFFT independently. The number of complex addition and multiplication required to modulate a sub-block is given as,

\[ n_{\text{mul}} = \frac{N}{2} \log_2 N; \quad n_{\text{add}} = N \log_2 N; \] (5.1)

Hence, the total computational complexity to transmit an OFDM symbol is calculated by multiplication of (5.1) by the number of sub-blocks \( M \) [44]. It can be verified that the complexity has been increased significantly comparing to the OFDM system without PTS algorithm. Reduction of computational complexity can be achieved by using Cooley-Tukey FFT algorithm.

5.1.1 Cooley-Tukey FFT algorithm

Cooley-Tukey FFT algorithm is the most common fast Fourier transform (FFT) algorithm. It re-expresses the discrete Fourier transform (DFT) of an arbitrary composite size \( N = N_1 N_2 \) recursively, in terms of smaller DFTs of sizes \( N_1 \) and \( N_2 \), in order to reduce the computation time to \( O(N \log N) \) for highly-composite \( N \) (smooth numbers).

One of the well known variant of Cooley-Tukey algorithm is a radix-2 decimation-in-time (DIT) FFT, a DFT of size \( N \) is divided into two interleaved DFTs (hence the name is “radix-2”) of size \( N/2 \) with each recursive stage. As a result, to calculate the DFT of size \( N \) based on the original definition, \( N^2 \) complex multiplication required where the implementation of DFT based on Cooley-Tukey algorithm only needs \( N/2 \log_2 N \) multiplication, for example in DFT of size 1024, there can be saved 200 times less multiplication [44].

The radix-2 version of Cooley-Tukey is used almost everywhere and almost all DSPs use it for DFT implementation. This is not what we want to utilize it in the PTS to reduce the computational complexity, we are mostly interested in a general factorization of algorithm [43]. More generally, Cooley-Tukey algorithms recursively calculate a DFT of a composite size \( N = N_1 N_2 \) as,

1. Perform \( N_1 \) DFTs of size \( N_2 \).
2. Multiply by complex roots of unity called twiddle factors.

3. Perform \( N_2 \) DFTs of size \( N_1 \).

Therefore the DFT of size \( N \) can be calculated in three steps instead of one, and the results and complexity are identical. In other words, first apply DFT along rows and when twiddle factors multiplied by outputs, apply another DFT along columns.

\[ N = N_1 \times N_2 \]

Figure 5.1: The stages to perform Cooley-Tukey algorithm with general factorization, 1D DFT of size \( N \) is equal to 2D DFT of size \( N_1 \times N_2 \).

The output of algorithm is formulated here to have a mathematical expression of the result; assume \( n_1 = 0, 1, 2, \ldots, N_1 - 1 \) and \( n_2 = 0, 1, 2, \ldots, N_2 - 1 \), also \( k_1 \) and \( k_2 \) respectively indicate the row and column of an arbitrary element in the table. For example, if the original DFT block has 21 elements as shown in Figure 5.1 and it is divided to \( N_1 \times N_2 = 3 \times 7 \) then the element \( x_{12} \) in the original block is \( x_{1,5} \) in the table. Note that the number of rows and columns starts with 0 so for this example, \( k_1 = 1 \) and \( k_2 = 5 \).

\[
X_{N_2 k_1 + k_2} = \sum_{n_1=0}^{N_1-1} \sum_{n_2=0}^{N_2-1} x_{N_1 n_2 + n_1} e^{-2\pi i n_1 k_2 / N_2} \left( N_2 k_1 + k_2 \right) e^{-2\pi i n_1 k_1 / N_1}.
\]

(5.2)

5.1.2 PTS with Cooley-Tukey IFFT

As one can see in Figure 2.4, there are many zeros in PTS sub-blocks and since the IFFT operation is summation, then zeros are an ineffective part of operation and we can do better than performing 1024 IFFT on each of them. The trick is, for each PTS sub-block of size 1024, a table is built according to Figure 5.2, in a way that the data information part is in one row and other rows are zeros. The table has \( M = 14 \) columns and \( L = 60 \) rows which \( 60 \times 14 = 840 \) are the number of useful subcarriers in WiMAX OFDM.

Now there should be some compensation for those zero values in the first frequency guard subcarriers in WiMAX OFDM, see Figure 2.5. In this case, there is another extra phase factor to multiply by IFFT outputs rather than twiddle factor, that is the IFFT output of \( x_{p,q} \) in \( p_{th} \) row and \( q_{th} \) column, \( W_N = e^{j2\pi/N} \) (\( N = 1024 \), \( M = 14 \), \( L = 60 \) and \( g = 92 \)).

\[
x_{p,q} = \frac{1}{N} W_N^g \sum_{i=0}^{L-1} \left( W_N^q \left( \sum_{m=0}^{M-1} X_{i,m} W_M^{mq} \right) W_L^{ip} \right).
\]

(5.3)
According to the table in Figure 5.2, applying the three step Cooley-Tukey algorithm and taking IFFT from rows, gives zero result in rows filled with zeros and only $l_{th}$ row returns non-zero output. After first step the table became,

$$
\begin{array}{cccccc}
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
X_{l,0} & X_{l,1} & X_{l,2} & \cdots & X_{l,M-1} \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
\end{array}
$$

Figure 5.2: Except for $l_{th}$ row which contains data subcarriers, other rows are zero. Consider $p,l = 0,1,2,\cdots,L-1$ and $q,m = 0,1,2,\cdots,M-1$.

After twiddle factor multiplication that still does not change the null rows, in third step, IFFT is taken along columns and the final result is formulated as,

$$x_{p,q} = \frac{1}{N} [W_N^g] [W_N^{lq}] [W_L^{lp}] \hat{x}_{l,q} = \frac{1}{N} [W_N^{l(q+g)}] [W_L^{lp}] \hat{x}_{l,q}. \tag{5.4}$$

In this case, each sub-block can be modulated with only one $M$-point IFFT plus $N$-times complex multiplications. The number of complex computations required is,

$$n_{mul} = M/2 \log_2 M + N; \quad n_{add} = M \log_2 M; \tag{5.5}$$

Comparing this result with (5.1), the new arrangement gives and impressive computational complexity reduction. This result is very important in the new WiMAX PAPR reduction problem setting, because in the conventional PTS the number of sub-blocks are small (up to 8), but in this case there are 60 sub-blocks, so the amount of operations in IFFT block affects the total complexity of the proposed technique.

### 5.2 Complexity analyses

In this part, the computational complexity of the PSO and SQP algorithms are analyzed. These are methods to find the best phase coefficients in the PTS sub-blocks, so it is needed to separate the computation in the proposed technique before the optimization step which is common for both algorithms, and then compare the computational complexity only in the phase optimization part.
Here is a review of the steps taken to implement the proposed technique, \( N \) is the number of OFDM subcarriers, \( M \) is the number of PTS sub-blocks.

- Compute matrix \( \mathbf{B} \) in (2.7) using discussed method in the previous section, requires \((M \times (M/2) \log_2 M + N)\) multiplication and \((M \times M \log_2 M)\) addition.

- Phase optimization

- Compute \( \mathbf{s} \) in (2.10) which requires \((N \times M)\) complex multiplication and addition.

So by specification of the second step, the total computational complexity would be determined. For example, in conventional PTS the optimal phase set is selected among limited number of phases, by doing exhaustive search. If we assume the number of allowed phases is \( K \) and the number of sub-blocks is \( M \) then the total possible combinations to search would be \( K^{(M-1)} \) when the first phase sequence, is set to zeros.

### 5.2.1 PSO

Recall Section 3.1.1 for complexity computation in particle swarm optimization, the complexity depends on the number of initial particles \( n \). Here is the complexity for each iteration of the PSO algorithm,

- Compute the PAPR of initial particles: for each particle \((N \times M)\) complex addition and multiplication required and for \( n \) particles, there is \((n \times N \times M)\). Then for each particle, to calculate PAPR search will be done to find the maximum, among \( N \) outputs.

- Updating velocity and positions: refer to (3.1) and (3.2), total \((n \times M)\) complex multiplication and \((3 \times n \times M)\) complex addition is required for each update.

Hence if the algorithm runs for \( k \) iterations, we can formulate PSO complexity as :

\[
\begin{align*}
    n_{\text{mult}} &= k n (N \times M) \\
    n_{\text{add}} &= k n (N \times (M + 1)) \\
    n_{\text{comp}} &= k n N
\end{align*}
\]  \hspace{1cm} (5.6)

### 5.2.2 SQP

The SQP algorithm has a quite complicated mathematical concept, and it can be implemented with different modifications. Hence, the complexity evaluation is not straightforward. The number of QP iterations is not fixed and is different for each OFDM symbol; here the average number of QP iterations is considered to evaluate the complexity. For 60 sub-blocks, 1024 subcarriers and 64 QAM, the average is obtained as 80 iterations for each major SQP iteration.

Another difficulty to compute the required operation, is the length of the active set, which alters during iterations starting from 1 to at most \( M \) at the end of loop. Consequently, the size of \( \mathbf{R} \) in the QR decomposition and \( \mathbf{Z} \) the basis for the search subspace are not fixed during the process so the complexity can not be assessed directly for each QP iteration and some numerical estimations are necessary.

To evaluate the amount of computation needed for this technique, all steps in the psudocode are reviewed in detail and an explicit expression is given for each part. First, the complexity of the major loop is assessed in Steps 1 and 4, and then the QP loop is evaluated separately. Finally, the complexity is derived in terms of the number of sub-blocks and major iterations with some approximation and numerical analysis.

---

1. Be careful that this \( M \) (like the whole literature) denotes the number of clusters or PTS sub-blocks and is different from the one in Section 5.1.2, so the \( M \) in the previous section is replaced with \( M' = \frac{N-2g}{M} \).

2. The QP is a convex optimization problem, so the iterations proceed till the optimum is found, but a modification of the algorithm can be used when the number of iterations are fixed.
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Major loop
Steps 1 & 4
1. Objective function and constraints from (2.10):
   \(4M \times N\) multiplications and the same amount of addition, \(N\) comparisons to find the maximum of constraints
2. Jacobian matrix from (3.4):
   \(6M \times N\) multiplications, \(4M \times N\) additions
3. Hessian update (3.9):
   \(2M \times N\) multiplications, \(2M \times (N + 1)\) additions to calculate (3.11),
   \(3(M + 1)\) additions and \(M\) multiplications for matrices of size \(M \times 1\) to compute \(q_k\) and \(q_{k'}\),
   \(2M\) divisions and \(M\) additions is required to update \(H\)
4. The solution \(\phi\) is updated, which requires \(M\) additions.

QP loop
Step 3
1. Gradient with respect to the search direction:
   \(4M \times N\) multiplications and additions to calculate \(g_{sd}\), \(N\) comparisons to find the maximum
2. Distance to the nearest constraint from (3.14):
   \(2M \times N\) multiplications and additions, \(N\) comparisons to find the minimum
3. Addition of constraint to the active set:
   Assume the active set has length \(L - 1\), then the new constraint is inserted and the matrix size becomes \(M \times L\). To compute the QR decomposition of this matrix, \(2L^2(M - L/3)\) operations are needed [30].
4. Update the solution \(d_t\) which needs \(M\) additions.
5. The gradient objective at the new solution point needs \(M^2\) multiplications and \(M^2 + 1\) additions
6. The Lagrange multipliers are obtained by solving a linear system of equations, and this impose a complexity in the order of \(M^3\) [30].
7. Remove the constraint in case of \(\lambda_i < 0\):
   Removing the constraint and recalculation of QR decomposition requires \(2L^2(M - L/3)\) operations.
8. Search direction according to (3.16):
   It is a solution to a system of linear equations. The size of \(Z\) varies during the iterations, and starts from \(M \times M\) and reduces to an \(M \times 1\) matrix at the end. Accordingly, the complexity in a QP iteration can be stated as \(2S^2(M + S/3)\) where \(S\) is the number of columns in \(Z\) at each step.

At first, the computation which is required for the major loop is obtained as \(22NM + 9M + N\). Next, the amount of computation in the QP loop is divided into fixed and variable parts\(^3\); there are \((6M + 2)N + 2M^2 + M\) operations which are performed in parts numerated by 1, 2, 4 and 5 in every iterations. Besides there are amount of uncertain operations in other parts which are evaluated separately.

To resolve the search direction in (3.16) two states is possible; the first \(M\) times needs \(0.4167M^4 + 0.6667M^3 + 0.25M^2\) operations, which is derived by numerical analysis and polynomial fitting, and for further iterations each needs \(2M\) operations. Therefore the required number of flops can be approximated as

\(^3\)The fixed operations belong to those matrices whose sizes do not change during the iterations while there are other matrices like \(Z\) that has variable size and hence different complexity during iterations.
0.4M^3 + 0.7M^2 + 0.2M for each iteration. In the QR decomposition part, which is certainly done in every iterations, the procedure is the same. It means that for the first \( M \) iteration, 0.25\( M^4 - 0.3333M^3 + 0.0833M^2 \) operations and for the extra ones \( 4/3M^3 \) flops are done. So the amount of major computation is approximated to be 0.25\( M^3 \) for each QP iteration by dividing the total operations over \( M \).

With an acceptable approximation, we claim that the Lagrange multipliers calculation can be neglected in comparison with other dominant parts of computations, because it mostly appears after \( M + 1 \) iterations; this occurs when the active constraints are full (\( M \) constraints are added to the active set), or sometimes when the exact step to the minimum is found. To sum up, the total number of operations needed for each QP iteration is roughly expressed as 0.65\( M^3 + 2.7M^2 + 6NM + 2N \), and the total complexity is shown in (5.7), where \( k \) and \( l \) are the number of major and QP iterations respectively.

\[
O = \left((0.65M^3 + 2.7M^2 + 6NM + 2N) \times l \right) 
+ (22NM + 9M + N) \right) \times k.
\]  

The complexity in above the expression is illustrated as graphs, which show the number of operations in the SQP algorithm for two OFDM symbols in time with 1024 subcarriers. Figure 5.4 indicates the trend when the number of iterations increases. Predictably, when more sub-blocks are chosen to be phase rotated, then the complexity is raised with sharper slope versus the number of iterations because \( M^3 \) is the coefficient which dominantly defines the slope of \( l \). Figure 5.5 shows how the complexity grows almost linearly with the number of sub-blocks for less number of iterations, while it tends to a cubic curve for larger number of iterations.

The exhaustive search approach, which is used in conventional PTS, costs significantly higher compared to the proposed algorithm. Moreover, the performance is not as good as SQP, since the phase coefficients are optimized among a quantized phase set. The whole calculation in (2.7) has to be repeated for every combination of phase vectors, and this requires \( K^M \times MN \) times additions and multiplications where \( K \) is the number of allowed phases and \( M \) is the number of sub-blocks. Additionally, \( K^M \times (N + 1) \) comparisons are needed to find the largest sample among each produced transmit sequence, and also between all PAPRs to choose the minimum.
Another thing to note is, the complexity evaluation using the number of operations does not give realistic impression for iterative algorithms. Specially, since the algorithm is running in real time application, the time cost would be more descriptive than the number of operations and that is, although the number of operations for PSO algorithm is almost comparable with SQP, the number of iterations in PSO and consequently time is much higher for acceptable performance. In order to compare the complexity for reasonable parameters the results in Figure 5.2.2 is calculated,

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exhaustive search</td>
<td>$2K^M \times MN$</td>
</tr>
<tr>
<td>PSO</td>
<td>$2kn \times (M+1)N$</td>
</tr>
<tr>
<td>SQP</td>
<td>$k \times \left(0.65M^3 + 2.7M^2 + 6NM + 2N\right) \times l + (22NM + 9M + N)$</td>
</tr>
</tbody>
</table>

Figure 5.6: The complexity of different algorithms to search optimum phase set in PTS

To be more explicit, the notation used in the table explained below,

- $k$ is the number of iterations.
- $l$ is the number of QP iterations in SQP.
- $N$ is the number of subcarriers in one OFDM symbol.
- $K$ is the number of allowed phase for conventional PTS exhaustive search.
- $M$ is the number of sub-blocks.
- $n$ is the number of initial particles for PSO.

To have a better perception of the PTS complexity, assume the allowed phase set is $\pm 1$, so $K = 2$ and no phase rotation required. Also, the number of sub-blocks is $M = 60$ and the same setting preserved as the SQP; then approximately, $10^{21}$ additions and $10^{21}$ comparisons have to be performed to find the optimum phase. In contrast, the SQP requires $10^8$ flops which is roughly equivalent to the PTS exhaustive search with only 12 sub-blocks and 2 phase options. Also PSO requires initial particle number of $n = 100$ and $k = 50$
PSO iteration to have almost the same performance as SQP which gives the complexity of order $10^9$ with effectively more iterations, when this iterations can not be performed in parallel and this is not acceptable a for real time application.
Chapter 6

Conclusion Remarks

In this thesis, a novel solution for the PAPR reduction in WiMAX systems has been introduced based on restricting the whole signal processing procedure in the base station, and this means; the job has to be done in the transmitter side. By this criteria, possible options of PAPR reduction techniques became more narrow. Taking advantage of the embedded potentials in WiMAX standard, a new method has been developed without sending any information to the receiver to process. That is changing the phase of clusters in the WiMAX data structure in a way that the total PAPR of the OFDM symbol is reduced, on the other side, the receiver inverses the phase change by aids of channel equalization techniques which is already performed in the receiver to compensate for channel imperfections.

By exploration of the possible choices to implement this idea, PTS was found to be the most promising method by dividing the whole OFDM subcarriers into disjoint sub-blocks and choosing the best phase weights to multiply by sub-blocks. Since the phase set applied in the new technique is not quantized unlike the conventional PTS, and also the number of sub-blocks are quite large, the exhaustive search is not applicable here, so the problem is formulated as the optimization of phase vector. Searching for existed minimization techniques, the particle swarm approach is a feasible point to start. The algorithm was implemented in Matlab and the results has been illustrated in simulation chapter. High computational complexity of PSO was a serious issue and it gets worse as the number of sub-blocks increases.

A new method proposed to search the optimum phase coefficients for the PTS sub-blocks by means of non-linear optimization technique. The objective function for the PAPR reduction purpose has been defined and the gradient of this function is calculated analytically to take more intelligent steps in the phase optimization process, rather than using the evolutionary algorithms without having knowledge about the gradient of the cost function. The SQP algorithm is chosen to solve the minimization problem and details are adjusted for this particular application. Complexity calculation of the algorithm is done and an approximation has been given in Chapter 5 to see the implementation cost.

Using the built-in functions in Matlab to program the algorithm, makes it very fast in terms of time but the actual cost of this technique, when it is implemented in real DSP kits, should be evaluated which is not in the scope of this thesis. Note, SQP algorithm is not the only way to solve this problem and other approaches can be used to achieve less expensive algorithm that works on the gradient base concept, but we can say the SQP is almost the best in terms of performance and it finds the optimum phase coefficient. In other words, the best result with changing the phase of clusters and without increasing the average transmitted power can be achieved by the SQP algorithm.

Finally, The complexity issues regarding IFFT box which has a main role in OFDM modulation, and it
becomes more important when it comes to the PTS technique, discussed. And an smart resolution introduced to effectively reduce the computations in the IFFT part based on the Cooley-Tukey FFT algorithm. Moreover, a table of complexity evaluation is presented which gives an explicit information about different phase search algorithms. The SQP algorithm needs less computation to perform, comparing other methods while it also gives better results.

Although the SQP algorithm works effectively with great PAPR reduction gain, other gradient based optimization techniques can be developed with lower complexity; LSE is presented in the simulation results, which can be run with much less computations. Also, different modifications of SQP can be derived to simplify the algorithm, and probably can perform the minimization in parallel, which is more suitable for hardware implementation.
Appendix A

Calculation of the search direction $\hat{d}_l$

The procedure of deriving search direction of the QP is explained in [26], which is brought here for convenience. Once $Z_l$ is derived, a new search direction $\hat{d}_l$ is updated that minimizes the QP objective function $q(d)$, which is a linear combination of the columns of $Z_l$ and is located in the null space of the active constraints. Thus, the quadratic objective function can be reformulated as a function of some vector $b$ by substituting for $\hat{d}_l = Z_l b$, in general QP problem.

$$q(b) = \frac{1}{2} b^T Z_l^T H Z_l b + c^T Z_l b ,$$  \hfill (A.1)

Differentiating with respect to $b$ yields, $\nabla q(b) = Z_l^T H Z_l b + Z_l^T c$ where $\nabla q(b)$ is referred to as the projected gradient of the quadratic function, because it is the gradient projected to the subspace defined by $Z_l$. The minimum of the function $q(b)$ in the subspace defined by $Z_l$ occurs when $\nabla q(b) = 0$, which is the solution of the system of linear equations.

$$Z_l^T H Z_l b = -Z_l^T c .$$ \hfill (A.2)

Solving (A.2) for $b$ at each QP iteration gives the $\hat{d}_l$, then the step is taken as $d_{l+1} = d_l + \alpha \hat{d}_l$. Since the objective is a quadratic function, there are only two choices of step length $\alpha$; it is either 1 along search direction $\hat{d}_l$ or less than 1. If the step length 1 can be taken without violation of the constraints, then this is the exact step to the minimum of the quadratic function. Otherwise, the distance to the nearest constraint should be found and the solution is moved along it as in (3.14).
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