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Modeling of Concentration Profiles in Yeast Capsules for Efficiency Bioethanol Production 

Master Thesis 

RIANI AYU LESTARI 

Department of Chemical and Biological engineering 

Division of Industrial Biotechnology 

Chalmers University of Technology 

 

ABSTRACT 

Encapsulated yeast can be used for increasing bioethanol production during fermentation of 
inhibitory lignocellulose hydrolysates. It is useful for decreasing the effect of inhibitors when 
the substrate through the capsule. It can be considered as a spherical pored catalyst, which 
contains yeast within the capsule. The capsule has 3 main parts, i.e. capsule membrane, cell 
pellet and liquid core. Glucose consumption by encapsulated yeast was modeled as a 
diffusion and reaction process. The diffusion included effects of different diffusivities of the 
capsule membrane (Dm) and cell pellet (Dc). The reaction was assumed by following Monod 
kinetics. Comsol Multiphysics was used to simulate mass transfer effect in encapsulated cells 
using the finite element method. Simulation was set in 2D and geometry was set in axis 
symmetry. Steady state concentration profiles were obtained after 24 hours depending on the 
diffusivity in membrane and cell pellet. Steady state glucose limitation was only apparent if 
Dc or Dm was ≤ 1% of the diffusivity in water. However, temporary glucose limitation was 
observed after 1 and 2 hours cultivation in many cases. The internal diffusion is more affect 
to rate concentration limiting because of cell diffusivity.  

Keywords: Simulation, Modeling, Diffusion-Reaction process, Encapsulated yeast, Comsol 
Multiphysics. 
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1. INTRODUCTION 

1.1 Background 

 

Ethanol, both renewable and environmentally friendly, is believed to be one of the best 

alternative biofuels. This has led to a dramatic increase in its production capacity. Among 

many microorganism that have been exploited for ethanol production, Saccharomyces 

cerevisiae still remains as the prime species [1]. 

Ethanol can be produced from lignocellulosic raw materials. Main processes of ethanol 

production involve hydrolysis and fermentation [21]. Lignocellulosic materials are an 

abundant and renewable source of sugar substrate that could be fermented to ethanol for use 

as a fuel extender and chemical feedstock. The discovery of yeast species is able to ferment 

glucose, the hemicellulosic-derived sugar. Depending on a two- or single-stage hydrolysis 

process, glucose, derived from lignocellulose can be converted into ethanol by separated 

fermentations or by a coculture process by using, microorganisms. Saccharomyces cerevisiae 

has better ethanol yields and productivities from glucose [24]. 

During pretreatment and hydrolysis of lignocellulosic biomass, a great amount of compounds 

that can seriously inhibit the subsequent fermentation are formed in addition to fermentable 

sugars. Inhibitory substances are generated as a result of the hydrolysis of the extractive 

components, organic and sugar acids esterified to hemicellulose (acetic, formic, glucuronic, 

galacturonic), and solubilized phenolic derivatives. In the same way, inhibitors are produced 

from the degradation products of soluble sugars (furfural, HMF) and lignin (cinnamaldehyde, 

p-hydroxybenzaldehyde, syringaldehyde), and as a consequence of corrosion (metal ions) [8, 

25]. For this reason and depending on the type of employed pretreatment and hydrolysis, 

detoxification of the streams that will undergo fermentation is required. Detoxification 

methods can be physical, chemical or biological. In addition, the fermenting microorganisms 

have different tolerances to the inhibitors.  

While the free cells of Saccharomyces cerevisiae were not able to ferment the hydrolyzates 

within at least 24 hours, the encapsulated yeast successfully converted glucose and mannose 

in both of the hydrolyzates in less than 10 h with no significant lag phase [9]. 

Encapsulated yeast, or bioartificial organs, is used to enclose a wide range of yeast as 

bioactive materials which is carried out by using either natural or synthetic polymers such as 
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calcium alginate [17]. The latter permits the entry of nutrients and oxygen and the exit of 

therapeutic protein products. Furthermore, the semipermeable nature of the membrane 

prevents high molecular weight molecules, antibodies and other immunologic moieties from 

coming into contact with the encapsulated cells and destroying them as foreign invaders [26]. 

Cell encapsulation systems referred to as immunoprotective devices. For the formation of 

immunoprotective devices, cell encapsulation can be broadly classified into two categories: 

microencapsulation, defined as the enclosure of individual cells or small cell aggregates in a 

semipermeable membrane and macroencapsulation, which utilizes hollow semipermeable 

materials to deliver multiple cells or cell aggregates [27]. 

 

In addition, the encapsulated yeast has advantages, that are higher productivity, higher 

ethanol yield, lower yields of byproducts, high cell concentration, no lag phase, better 

tolerance against inhibitors, and leakage to the media. 

 

The focus of the current work was to estimate glucose concentration profiles at several 

different relative diffusivities and different amounts of cells in the capsule by using modeling 

and simulating in Comsol multiphysics 3.5a. 

 

1.1.1. Bioethanol as a fuel 

Ethanol, also known as ethyl alcohol with the chemical formula C2H5OH, is a flammable, 

clear, colorless and slightly toxic chemical organic compound with acceptable odor. It can be 

produced either from petrochemical feedstock by the acid-catalyzed hydration of ethene, or 

from biomass feedstock through fermentation. On global scale, synthetic ethanol accounts for 

about 3-4% of total production while the rest is produced from fermentation of biomass – 

mainly sugar crops, e.g. cane and beet, and of grains [6].  

 

1.1.2. Cell Encapsulation 

Cell encapsulation has many techniques. Those are coaservation, interfacial polymerization, 

pregel dissolving and liquid droplet formation. Encapsulation concept is about coating a 

material, which is used in certain process and condition for preventing the leakage of the 

capsule. 
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The idea of using polymer membrane microcapsules was first begun by Chang since 1964 for 

immunoprotection of transplanted cells. He introduced the term of “artificial cells” for 

biologically active materials enclosed in a semipermeable membrane. The coating material, 

also called a capsule, membrane, carrier or shell, is generally composed of natural or 

synthetic polymers. The main reason for using polymers for encapsulation lies in their ability 

to exist at different phases as liquids, gels or solids, which enables them to meet a large range 

of mechanical and physical demands.  

Encapsulated yeast is shown in figure below. 

 

Figure 1.Encapsulated yeast 

1.2 Purpose of Project 

This thesis aims to study and evaluate concentration profiles and perform encapsulated cell 

simulation in Comsol. This could increase the understanding of: 

1. Concentration gradient in capsule at different combinations of relative membrane and cell 

diffusivities 

2. The dependence of the rate of glucose consumption on diffusion 

3. The effects of cell growth within capsule   

4. The ability of Comsol to solve this case by finite element method.  

 

The overall purpose of the project is to create a tool for calculations and visualizing 

concentration gradient inside capsules, to be used in further research. 
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1.3. Limitations  

The project is based on studies of literature and Farid Talebnia’s PhD thesis. Such literature 

data will give proper mass transfer data to be able to create geometry and set boundary 

condition. More accurate properties calculation and assumption could improve the results. 

For overcoming the computer capacity, the geometry of capsules is limited to a half of full 

size as axis symmetry. We look at glucose consumption as the only reaction; both growth and 

product formation are neglected. In reality, ethanol is produced in both exponential growth 

and stationary phases. The reaction in exponential growth phase is complex because of yeast 

growth.  

 

1.4. Objectives 

- Set up framework in Comsol Multiphysics 

- Simulate sugar consumption that occurs within encapsulated yeast, which is compared to 

catalytic particles with three domains: membrane, liquid core and cell pellet. 

 

2. THEORY 

2.1. Encapsulated yeast 

Encapsulation is designed to entrap materials such as enzyme or cells within a semi-

permeable membrane which should allow the free exchange of molecules important for cell 

survival and function such as nutrients, oxygen, essential metabolites and toxic products of 

cell metabolism while retaining the larger molecular weight compounds and cells 

encapsulated. There are several advantages using encapsulated yeast for producing ethanol, 

such as higher productivity, higher ethanol yield, lower byproduct yield, high cell 

concentration, no lag phase, better tolerance against inhibitors, and no leakage to the media 

(14). 

 

High cell concentration in the cultivation media can help decreasing the fermentation time as 

well as increasing the tolerance of the cells against the inhibitors [11]. Among the different 

methods of immobilization, cell encapsulation is promising method that probably has 

advantages over conventional immobilizing methods. 
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Microencapsulation of enzymes was pioneered [28] and later the technique was successfully 

applied to the animal cell culture [29]. In 1988, Nigam developed one-step 

microencapsulation method with calcium alginate, which was much simpler than the Lim’s 

three-step method. Even though the conventional gel entrapment method is simple in 

procedure, it has a limitation in increasing biomass per unit volume of the matrix. Adding too 

much biomass weakens the strength of gel matrices. Also very often live cells leak out from 

the matrices and grow in a medium as free cells [17]. 

 

An alginate-membrane-a coating material liquid-core capsule prepared using polyethylene 

glycol as a thickener was produced and the intracapsular mass-transfer characteristics of 

glucose and proteins were investigated by Koyama and Minoru [16]. The apparent effective 

diffusivity of glucose into the capsule was 7.9.10–10m2/s, which is larger than that into 

alginate beads (6.5.10–10m2/s) and in water (6.7.10–10m2/s) [16]. 

 

2.2. Mass transfer and reaction of encapsulated yeast 

In bioprocesses, kinetics of biochemical transformation rates and mass transfer are the major 

regulatory phenomena. The overall rate of substrate consumption depends on the following 

three steps: diffusion of substrate from the bulk of the liquid to the capsule, diffusion of 

substrate within capsule, and biochemical reaction [20]. 

2.2.1. Diffusion through cell-free 

For a capsule without cell inside, is only considered by diffusion phenomena. The substrate-

glucose passes through the shell and fills in the whole capsule. Refer to behavior of mass 

transfer in spherical shell, mass balance in cell free can be formulated. It is assumed that no 

convection in the capsule. 

Mass balance for species glucose (S) on spherical shell of thickness ∆r within a single 
particle: 

൬
 ݂ ݁ݐܴܽ

ݐݑ݊݅ ൰ െ ൬
 ݂ ݁ݐܴܽ
ݐݑݐݑ ൰  ൬

 ݂ ݁ݐܴܽ
൰݊݅ݐܽݎ݁݊݁݃ ൌ ቀ  ݂ ݁ݐܴܽ

݊݅ݐ݈ܽݑ݉ݑܿܿܽ
ቁ 

ௌܰ|ܣ െ ௌܰ|ା∆ܣ െ 0 ൌ 0 

ௌܰ|4ݎߨଶ െ ௌܰ|ା∆4ߨሺݎ  ሻଶݎ∆ െ 0 ൌ 0 
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Division by 4πr2 and letting ∆r→0 gives 

lim
∆՜

ሺݎଶ
ௌܰሻ|ା∆ െ ሺݎଶ

ௌܰሻ|

ݎ∆
ൌ 0 

݀
ݎ݀

ሺݎଶ
ௌܰሻ ൌ 0 

ܰ ൌ െࣞ
݀ܵ
ݎ݀

 

െࣞ
1
ଶݎ

݀
ݎ݀

ݎଶ ൬െࣞ
݀ܵ
ݎ݀

൰൨ ൌ 0 

or 

ࣞ ቀడమௌ

డమ  ଶ



డௌ

డ
ቁ ൌ 0 represents for one dimensional 

The governing equation above can be solved by finite element method. 

 

2.2.1. External and internal diffusion resistance for encapsulated yeast 

Substrate molecules diffuse into capsule through capsule pore. Diffusion resistance turns up 
from external particle diffusion and internal by 2 mechanism transfer: substrate diffuses   
onto membrane external surface, and then substrate diffuses through membrane to react with 
site active of catalyst (internal diffusion).  

Substrate concentration distribution inside the capsule which containing yeast core is 
formulated in: 

൬
 ݂ ݁ݐܴܽ

ݐݑ݊݅ ൰ െ ൬
 ݂ ݁ݐܴܽ
ݐݑݐݑ ൰  ൬

 ݂ ݁ݐܴܽ
൰݊݅ݐܽݎ݁݊݁݃ ൌ ቀ  ݂ ݁ݐܴܽ

݊݅ݐ݈ܽݑ݉ݑܿܿܽ
ቁ 

ௌܰ|ܣ െ ௌܰ|ା∆ܣ െ ሺെݎ௦′ሻݎ∆ܣ ൌ ܸ
݀ܵ
ݐ݀

 

Division by 4πr2 and letting ∆r→0 gives 

lim
∆՜

ሺݎଶ
ௌܰሻ|ା∆ െ ሺݎଶ

ௌܰሻ|

ݎ∆
െ ܸ௫ܵ

ܵ  ܭ
ଶݎ ൌ ଶݎ ݀ܵ

ݐ݀
 

ଶݎ ݀ଶܵ
ଶݎ݀  ݎ2

݀ܵ
ݎ݀

െ ܸ௫ܵ
ܵ  ܭ

ଶݎ ൌ ଶݎ ݀ܵ
ݐ݀

 

݀ଶܵ
ଶݎ݀ 

2
ݎ

݀ܵ
ݎ݀

െ ܸ௫ܵ
ܵ  ܭ

ൌ
݀ܵ
ݐ݀
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By following the assumption are: 

- Rate of reaction by Michaelis-Menten kinetics  

- Time-dependent and distance-dependent of substrate concentration are simultaneous 

- Anaerobic cultivation 

- no cell growth of encapsulated cell 

- Liquid core is stagnant water 

- no product is produced  

- moderately stirred external liquid, Sherwood number approximately 20 

- cell pellet homogeneous liquid with reduced diffusivity 

- no convective flux through membrane  

The governing equation above can also be solved by finite element method. 

 

3. METHOD 

3.1. Finite element method 
 

Diffusion and reaction of encapsulated yeast integrated in partial differential equation as 

written above. It can be solved by finite element method.  

The finite element method is a numerical approach by which general differential equations 

can be solved in an approximate manner.  

The differential equation or equations, which describe the physical problem considered, are 

assumed to hold over a certain region. This region may be one-, two- or three-dimensional. It 

is a characteristic feature of the finite element method that instead of seeking approximations 

that hold directly over the entire region, the region is divided into smaller parts, so-called 

finite elements, and approximation is then carried out each element. The collection of all 

elements is called a finite element mesh [19]. 

When the type of approximation which is to be applied over each element has been selected, 

the corresponding behavior of each element can then be determined. This can be performed 

because the approximation made over each element is fairly simple [19]. 

The FE method can be applied to obtain approximate solutions for arbitrary differential 

equations. A characteristic feature of the FE method is the region, i.e. the body, is divided 

into smaller parts, i.e. the elements, for which rather simple approximation is adopted. This 
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approximation is usually polynomial. The approximation over each element means that an 

approximation is adopted for how the variable changes over the element. This approximation 

is, in fact, some kind of interpolation over the elements, where it is assumed that the variable 

is known at certain points in the element. The precise manner in which the variable changes 

between its values at the nodal points is expressed by the specific approximation, which may 

be linear, quadratic, cubic, etc [19]. 

The starting point for the finite element method is a mesh, a partition of the geometry into 

small units of a simple shape, mesh elements. 

The solution of a continuum problem by the finite element method is approximated by the 

following step-by-step process: 

a. Discretize the continuum 

Divide the solution region into non-overlapping elements or sub-regions. The finite 

element discretization allows a variety of element shapes, for example, triangles, 

quadrilaterals. There is an m element and an n node. Node is a point which separates 2 

elements. For 1 dimensional partial differential have 2 nodes for each element. 

 

Figure 2.Typical finite element mesh. Elements, nodes and edges. 

 

b. Select interpolation or shape functions 

It represents the variation of the field variable over an element. 

 

c. Form element equations (Formulation) 

The term "weak form" attributes to the partial differential equations (PDE) that are to be 

solved. The solution of a boundary value problem described by a particular PDE can be 

achieved by setting the PDE to a weak form. In general the solution of a PDE can be 
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performed from a "strong form" or from a "weak form". The strong form description of a 

PDE is the one we have already known, for example the Laplace equation. Since the 

finite element method is based on the discretization of the domain, the solution of the 

strong form of the PDEs describing the problem must be descretized. For this purpose a 

weak form is being developed. To develop a weak form of the equations, the integration 

of the product of the trial functions with the equations must be performed. The trial (or 

test) functions are assumed to be as smooth as possible so as they vanish on the 

prescribed displacement boundary. 

The term weak form is referred as variational form, because the solution of the PDEs is 

approximated with the use of trial functions. The Galerkin method is one of the methods 

that are based on the variational form of the equations. the variational formulation of a 

physical problem is often referred to as the weak formulation. 

 

After briefly describing the various elements used in the context of finite element 

analysis, we shall now focus our attention on determining the element characteristics, 

that is, the relation between the nodal unknowns and the corresponding loads or forces in 

the form of the following matrix equation, namely, 

ሾKሿሼTሽ={f} 

where [K] is the thermal stiffness matrix, {T} is the vector of unknown temperatures and 

{f} is the thermal load, or forcing vector. 

Next, we have to determine the matrix equations that express the properties of the 

individual elements by forming an element Left Hand Side (LHS) matrix and load 

vector. 

For example, a typical LHS matrix and a load vector can be written as 

ሾKሿe=



ቂ 1 -1
-1 1

ቃ 

{f}e ൌ ൜
ࡽ
ࡽ

ൠ 

where the subscript e represents an element; Q is the total heat transferred; k is the 

thermal conductivity; l is the length of a one-dimensional linear element and i and j 

represent the nodes forming an element. The unknowns are the temperature values on the 

nodes. 
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Consider the two-dimensional linear triangular elements shown in Figure 3. Let us 

assume the following elemental LHS matrix for the variable φ 

For element 1, 

ଵܭ ൌ 
ܽଵଵ ܽଵଶ ܽଵଷ
ܽଶଵ ܽଶଵ ܽଶଵ
ܽଷଵ ܽଷଵ ܽଷଵ

൩                                                                           …. (3.1) 

 

And for element 2, 

ଵܭ  ൌ 
ܾଵଵ ܾଵଶ ܾଵଷ
ܾଶଵ ܾଶଵ ܾଶଵ
ܾଷଵ ܾଷଵ ܾଷଵ

൩                                                                           …. (3.2) 

 

The elemental RHS vectors are the following: 
For element 1, 

f1ൌ ൝
C1
C2
C3

ൡ                                                                                                                   …ሺ3.3ሻ 

 

and for element 2, 

f2ൌ ൝
d1
d2
d3

ൡ                                                                                                                   …ሺ3.4ሻ 

 

 

Figure 3.A domain with two linear triangular elements 

 

d. Assemble the element equations to obtain a system of simultaneous equations 

To find the properties of the overall system, we must assemble all the individual element 

equations, that is, to combine the matrix equations of each element in an appropriate way 
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such that the resulting matrix represents the behavior of the entire solution region of the 

problem. 

Assembling the above elemental contributions gives the following global equation: 

ሾKሿሼØሽൌሼfሽ                                                                                                           …ሺ3.5ሻ 

 

where [K] and {f} are the global LHS matrix and RHS vector respectively and {φ} is the 

unknown vector for the system shown in Figure 3 as follows: 

ሼሽ ൌ ൞






ൢ                                                                                                        …. (3.6) 

 

The global LHS matrix is assembled as follows. The entries with the same subscripts in 

Equations 3.1 and 3.2 are added together to form an assembled global LHS matrix, that 

is, 

ሾK1ሿ ൌ ൦

ܽଵଵ ܽଵଶ
ܽଶଵ ܽଶଶ  ܾଶଶ
ܽଷଵ ܽଷଶ  ܾଷଶ
0 ܾସଶ

ܽଵଷ 0
ܽଶଷ  ܾଶଷ ܾଶସ
ܽଷଷ  ܾଷଷ ܾଷସ

ܾସଷ ܾସସ

൪                                           … ሺ3.7ሻ 

 

 

In a similar fashion, the RHS vector is assembled as 

ሼfሽൌ ൞

ܿଵ
ܿଶ  ݀ଶ
ܿଷ  ݀ଷ

݀ସ

ൢ                                                                                                     …ሺ3.8ሻ 

 

The global system of equations is written as follows: 

൦

ࢇ ࢇ
ࢇ ࢇ  ࢈
ࢇ ࢇ  ࢈

 ࢈

ࢇ 
ࢇ  ࢈ ࢈
ࢇ  ࢈ ࢈

࢈ ࢈

൪ ൞

ଵ
ଶ
ଷ
ସ

ൢ ൌ ൞

ܿଵ
ܿଶ  ݀ଶ
ܿଷ  ݀ଷ

݀ସ

ൢ                      … ሺ3.9ሻ 

 

As seen, there are four simultaneous equations, each of them associated with a node. 

The first equation, which is associated with node 1, is 

ܽଵଵଵ  ܽଵଶଶ  ܽଵଷଷ ൌ ܿଵ                                                                          … ሺ3.10ሻ 
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In the above equation, the contributions are from node 1 and the nodes connected to node 

1. As seen, node 1 receives contributions from 2 and 3. Similarly, the second nodal 

equation receives contributions from all other nodes, which is obvious from Equation 

3.9. 

 

e. Solve the system of equations 

The resulting set of algebraic equations 

 

f. Calculate the secondary quantities 

From the nodal values of the field variable, for example, temperatures can be calculated 

the secondary quantities, for example, space heat fluxes. 

 

 

 

 

Figure 4.Numerical model for calculation in FEM 
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3.1.1. Two Dimensional Mass Flows 

FE method is a numerical method to solve arbitrary differential equation. To achieve this 

objective, it is a characteristic feature of the FE approach that the differential equations are 

reformulated into an equivalent form, that so called weak formulation. 

Weak form for is derived from strong form. The key point is the fundamental divergence 

theorem of Gauss.  

Strong form is considered in two-dimensional body and assumed that N is the amount mass 

accumulated in the body per unit volume and per unit time, C the concentration, D the 

constitutive matrix, and t the thickness. The flux vector k is determined from Fick’s law, i.e. 

Q=-DߘC 

 ܣd ݐܰ ൌ ׯ ݐ dܮ                  … (3.11) 

Where t=t(x,y) denotes the thickness in the z-direction of the body located in the xy-plane. 

See below 

 

Figure 5.Two-dimensional body with thickness t located in the xy-plane 

 

We have that kn = kTn. Gauss’ divergence theorem yields: 

ׯ ܮd݇ݐ ൌ ׯ ܮdܖ்ܓݐ ൌ ׯ ሺܓݐሻ்ܖdܮ ൌ  divሺܓݐሻdܣ    … (3.12) 

With (3.11), (3.12) takes the form 

ׯ ሾܰݐ െ divሺܓݐሻሿdܣ ൌ 0       … (3.13) 
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divሺܓݐሻ ൌ  (3.14) …         ܰݐ

which is the balance principle for the two-dimensional body. If the thickness is constant, we 

get 

div k = N         … (3.15) 

Using the constitutive equation  ൌ െܥࢺܦ in balance equation (3.14), it follows that  

divሺܥࢺࡰݐሻ  ܰݐ ൌ 0 in region A      … (3.16) 

where region A is the entire region of the body. If the constitutive equation D is given by 

(3.17) 

ܦ ൌ 
݇௫௫ 0

0 ݇௬௬
൨; ܦ ൌ 

݇௫௫ 0 0
0 ݇௬௬ 0
0 0 ݇௭௭

     ... (3.17) 

For isotropic material, we obtain 

డ

డ௫
ቀ݇ݐ డ

డ௫
ቁ  డ

డ௬
ቀ݇ݐ డ

డ௬
ቁ  ܳݐ ൌ 0      … (3.18) 

To solve the differential equation (3.16), boundary conditions are required. These boundaries 

are typically of the form    

C= g on Lg         … (3.19) 

where h and g are known quantities. Lh is that part of the boundary L on which the flux qn is 

known, whereas Lg is that part of the boundary L on which the concentration C is known . 

The sum of boundaries Lh and Lg constitutes the entire boundary L. 
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Show from figure below 

 

Figure 6.Two-dimensional region A with boundary L=Lh+Lg 

It is possible to prediscribe the flux qn and the concentration C at the same position. 

With (3.16), (3.18) and (3.19) can be obtained the strong form of the mass problem: 

Strong form of two-dimensional mass flow can be written by: 

divሺܥߘࡰݐሻ  ܳݐ ൌ 0    in region A 

qn = qTn = h on Lh 

C=q on Lg 

Having established the differential equation and boundary condition (strong form), will be 

formed the weak form. 

To establish the weak form from the strong form, multiply by an arbitrary function, v(x) to 

obtain: 

 ܣሻdݐܙdivሺ ݒ െ  ܣd ݐܳݒ ൌ 0        ... (3.20) 

Where v=v(x,y). Integrating by parts the first term using the Green-Gauss theorem, we obtain: 

 ݒ divሺݐܙሻ݀ܣ ൌ ׯ ܮdܖ்ܙݐݒ െ ׯ ሺݒሻ்ݐܙdܣ      … (3.21) 

Then be rewritten in the form: 

C=g 
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 ሺݒሻ்ݐܙ dܣ ൌ ׯ ܮdݐܖ்ܙݒ െ  ܣdݐܳݒ      ... (3.22) 

We may use the boundary condition to obtain  

 ሺݒሻ்ݐܙdܣ ൌ  ܮdݐ݄ݒ െ  ܮdݐݍݒ െ  ܣdݐܳݒ     … (3.23) 

Where h is a known quality along Lh, whereas the flux qn is unknown along the boundary Lg. 

Inserting the constitutive relation  ൌ െܥࢺܦprovides the following weak form: 

 ሺݒሻ்ܥܦݐ dܣ ൌ െ  ܮdݐ݄ݒ െ  ܮdݐݍݒ   ݐܳݒ dܣ    … (3.24) 

ܥ ൌ           … (3.25)ܮ ݊ ݃

where, 

 arbitrary weight function =  ݒ

D  = constitutive matrix 

T = temperature 

t = thickness 

Q = mass flow per unit time per unit volume of the body 

q = flux vector (Fick’s low) 

From figure 6, the temperature is approximated in: 

T = Na                                                                                                         … (3.26) 

Where N is global shape function matrix and a contains the temperature at the nodal points in 

the entire body. This means that 

N ൌ ሾ ଵܰ ଶܰ … ܰሿ; a ൌ ൦

ଵܶ

ଶܶ
ڭ
ܶ

൪                                                             … (3.27) 

where n is the number of nodal points for the entire body and a component N, depends on x 

and y, i.e. Ni = Ni (x,y). From (3.26) we obtain 
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 N                                                                                   … (3.28)=T=Ba where B

which implies that  

B ൌ

ۏ
ێ
ێ
ۍ
߲ ଵܰ

ݔ߲
߲ ଶܰ

ݔ߲
߲ ଵܰ

ݕ߲
߲ ଶܰ

ݕ߲

…
߲ ܰ

ݔ߲

…
߲ ܰ

ݔ߲ ے
ۑ
ۑ
ې
                                                                                 … ሺ3.29ሻ 

Inserting (3.28) into (3.24) gives 

ቀ ሺݒሻ்ܣ݀ݐࡰ ቁ ࢇ ൌ െ  ܮdݐ݄ݒ െ  ܮdݐݍݒ   ܣdݐܳݒ
               … (3.30) 

The final step is to choose the arbitrary weight function ݒ. In accordance with the Galerkin 

method we set 

ݒ ൌ Nc                                                                                                          … (3.31) 

Since ݒ is arbitrary, the matrix c is arbitrary. From 10.11 we obtain  

ݒ ൌ Bc                                                                                                       …. (3.32) 

As ݒ ൌ  can also be written as (3.31) ,்ݒ

ݒ ൌ cTNT                                                                                                                     … (3.33) 

Inserting (3.32) and (3.33) into (3.30), and nothing that c is independent of position, gives 

்ܿ ቂቀ BTDBܣ݀ݐ ቁ a   N்݄ܮ݀ݐ   N்ݍܮ݀ݐ െ  N்ܳܣ݀ݐ
ቃ ൌ 0 

ቂቀ BTDBܣ݀ݐ ቁ a   N்݄ܮ݀ݐ   N்ݍܮ݀ݐ െ  N்ܳܣ݀ݐ
ቃ ൌ 0        … (3.34) 

which is the FE formulation sought. 
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To write (3.34) in a more compact fashion, we define the following matrices: 

K ൌ න BTDBݐdܣ


 

fb ൌ െ  N்hݐdܮ െ  N்ݍݐdܮ
 

f1 ൌ න NTܳݐdܣ


 

 

As D has the dimension 2 x 2 and B the dimension 2 x n, it follows that K is a square matrix 

with dimension n x n and it is the stiffness matrix. Likewise, both fb and fl have the dimension 

n x 1 and they are termed the boundary vector and load vector, respectively. 

Ka= fb + fl                                                                                                    … (3.36) 

We define the force vector f by 

f= fb + f1                                                                                                       … (3.37) 

(3.36) becomes 

Ka = f                                                                                                            … (3.38) 

Region A with thickness t, the balance principle states that 

න ܣ݀ݐܳ ൌ ර ܮ݀ݐݍ … ሺ3.39ሻ


 

f= fb + f1, i = 1,…,n                                                                                         …(3.40) 

 ݂ୀ  ݂   ݂                                                                                              … ሺ3.41ሻ



ୀଵ



ୀଵ



ୀଵ

 

According to (3.35) we have that 

݂ ൌ െ  ݄ܰݐdܮ െ  ܰݍݐdܮ
                                                                  … (3.42) 

 

        … (3.35) 
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We recall that the boundary condition specify the flux qn=h along Lh whereas the flux qn 

along Lg is unspecified beforehand. Therefore, (3.42) may be written as 

݂ ൌ െ ׯ ܰݍܮ݀ݐ                                                                                         … (3.43) 

From (3.35) a component of the load vector is given by 

݂ ൌ െ  ܰܳܣ݀ݐ                                                                                                        … (3.44) 

Using (3.42) and (3.43) leads to  

 ݂ ൌ ර ൭ ܰ



ୀଵ

൱ ܮdݐݍ  න ൭ ܰ



ୀଵ

൱ ܣdݐܳ




ୀଵ

 

 ݂ ൌ ර ܮdݐݍ  න ܣdݐܳ




ୀଵ

                                                                                 … ሺ3.45ሻ 

A comparison with (3.39) shows that 

 ݂ ൌ 0



ୀଵ

 

This means that the balance principle for the body is expressed by the fact that the sum of the 

components of the force vector f is equal to zero. We emphasize that (3.45) holds exactly 

even though the finite element method is an approximate approach. 

 

    

    

    

 

 

 

 

 

A

C = Na K 

global 

formulation 
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3.2.1. Convergence and Order Mesh Quality 

The FE method provides an approximate solution to the problem at hand and it is obvious 

that the more elements we use the more accurate the approximate solution. In the limit, when 

the elements are infinitely small, we require that our approximate solution is infinitely close 

to the exact solution. This is the convergence requirement [19]. 

The first step in an FE analysis is to select the type of elements and corresponding FE mesh. 

There are no fixed rules on how to make these decisions. Clearly, for a given type of element 

the accuracy increases with decreasing element size and, in general, one will use small 

elements in regions where the unknown function- the concentration-varies rapidly[19].  

 

 

 

Figure 7. a) Quadrilateral; b) Interior division; c) Desirable division 

 

Figure 8.Mesh refinement 

 

In order obtain an efficient solution scheme, we want to use few elements in regions where 

the unknown function varies slowly, but many elements in regions where it varies rapidly. 

Two possibilities, which allow for such a mesh refinement and which fulfill the continuity 

requirement, are illustrated in fig. 8 for the three-node triangular element and four-node 

rectangle. 
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It is obvious that the division in fig. 7(c) is better than that of 7(b), since the largest 

dimension of the elements in 7(c) is smaller than that given by 7(b). The ratio between the 

largest and the smallest dimension of an element is called the aspect ratio and in a good FE 

mesh, the aspect ratio is as close as possible to unity. 

The convergence order is a measure for the improvement of the solution as a consequence of 

mesh refinement. In order to determine the convergence order from numerical runs, the errors 

of runs with different refinement level have to be related. 

The convergence of a numerical solution of one or several partial differential equations 

generally depends on various characteristics of the problem, on the numerical algorithm, on 

the mesh refinement and on the mesh quality. Solving the same problem with finer grid and 

seeing the variation in result is a good way to analyze grid independence. 
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3.2. Simulation in Comsol Multiphysics 
 

The diffusion module of Comsol Multiphysics was used to solve the encapsulated cell 

problem. There are some step for modeling and simulating in Comsol. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Figure 9.Steps in Comsol simulation  

 

 

 

 

Define 2D Geometry for half 
circle (on axis symmetry) 

PDE Definition 

- Choose Chemical Reaction Engineering- 
Diffusion as PDE 

- Define parameter values within each 
subdomain (membrane, liquid core, and cell 
pellet) 

- Define boundary conditions for axis 
symmetry, continuity and flux

Discretization 

- Membrane and liquid core : automatic mesh 
- Cell pellet : maximum mesh element  size is 5e-5 m

PDE Solution 

 Transient (time dependent) 
 Choose FE solution algorithm 

Post-Processing 

 Visualizations: surface plot 
 Boundary integration : flux of glucose 
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3.2.1. Geometry and Mesh 
 

This model introduces the concept of effective diffusivity in yeast encapsulated in spherical 

porous membrane. Glucose passed through the membrane into capsule by diffusion. Capsule 

was divided into three sections, which were membrane, liquid core and cell pellet. Capsule 

had ca. 3.5 mm of diameter and 0.17 mm of thickness. 

A simple geometry with a sphere was modeled to develop a model with acceptable results. 

The aim was to decide which solver parameters and boundary conditions to use. The model 

may not be exact like reality due to those assumptions. Inhibitor effects were not taken into 

consideration. 

Meshing was in free mesh parameters by including maximum element size. Free mesh 

parameters can specify local mesh-element sizes and control the element distribution. Mesh 

must be prescribed until we have grid independence and reach convergence. The case was set 

up in 2D only. A symmetry axis was used to make the simulation run faster. 

Comsol was used as software to create geometry and mesh, see figure 8The mesh in regions 

of specific interest was adjusted. The interesting region was the pellet region in which the 

mesh looked finer than in the others 2 subdomains. Maximum element size in membrane and 

liquid core was set equal to the initial, and maximum size in cell pellet was 5e-5 m. The mesh 

had to be irregular for it to be possible to generate a mesh. It was examined in Comsol if there 

were any cells with high level of skewness. The number of cell in the mesh with no cell was 

281 elements, with 25%-cell pellet was 1720 elements, with 50%-cell pellet was 3337 

elements, with 75%-cell pellet was 5010 elements and in the mesh without liquid core was 

6155 elements. 
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(a) (b) (c) (d)     (e) 

Figure 10.Mesh with no cell, 25%, 50%, 75%, and 100% of cell-filling  

The artificial porous structure used in this model is depicted in Figure 11 below. 

 

Figure 11.Artificial porous structure 

Figure 11 shows the three subdomains. Membrane subdomain is CO4, liquid core is CO3, 

and cell pellet is CO2.   

 

 

Flux 
boundaries 

Axis 
symmetry 
boundaries 

Continuity 
boundaries 
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3.2.2. Model Definition and settings 
 

The process that was simulated was the change in the concentration profiles in a capsule 

which occurs when encapsulated cells react with glucose when the capsule is dipped into a 

well-stirred glucose solution. Glucose passes through membrane and reacts in cell section. 

The model equation in the modeled domains shown in Figure 11 is the time-dependent 

equation 

ௗೞ

ௗ௧
 . ሺെܿܦ௦ሻ ൌ ܴ        (3.2.2.a) 

where Cs denotes concentration (mol/m3 using SI units), D the diffusion coefficient (m2/s) of 

the solute and R the reaction rate (mol/m3.s).  

Reaction rate is Monod equation, 

ܴሺܿሻ ൌ ೌೣ.ೞ.

ೞାೞ
        (3.2.2.b) 

The boundary conditions are of 3 different types. A flux boundary condition applies at 

capsule surface boundary in Figure 11. It is expressed as   

െ݊. ܰ ൌ ܰ  ݇ሺܿ െ ܿሻ  ; ܰ ൌ െܿܦ     (3.2.2.c) 

where n is the normal vector to the boundary, C is a concentration in every step. In the 

equation for the flux condition, N0 is an arbitrary user-specified flux expression. In this case, 

N0 was set to 0. Furthermore, kc represents the mass transfer coefficient and cb is the bulk 

concentration in the fictitious diffusion layer at the boundary. 

The conditions at the inner boundaries in Figure 11 were set as continuity, according to 

݊. ሺ ଵܰ െ ଶܰሻ ൌ 0; ܰ ൌ െܦܿ       (3.2.2.d) 

This is the default boundary condition on interior boundaries and pair boundaries; it is not 

applicable to exterior boundaries. The vertical boundary was considered to have axial 

symmetry, according to 

݊. ሺെܿܦሻ ൌ 0         (3.2.2.e) 
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The axial symmetry condition is identical to the insulation/ symmetry condition. However, 

the axial symmetry allows generation of 3D simulation by rotation. 

As described above about model equation, diffusion and reaction model is straightforward to 

solve this problem. Diffusion was approximated by constant diffusion coefficients of 

substrate in the surface membrane, liquid core and cell pellet, respectively. Reaction was 

approximated by Monod equation. 

Diffusion and reaction equation was calculated from properties in Table 1. 

Table 1.Diffusion and reaction properties 

Properties Symbol Value Unit 

dinside-capsule dc 3.5 [mm] 

Capsule thickness tc 0.17 [mm] 

Michaelis-Menten constant Vmax 1.80556.10-6 [mol/m3.s] 

Monod constant Ks 1 [mol/m3] 

Glucose concentration c_S 1000 [mol/m3] 

Cell concentration 

325 g DW/L 

Molecule weight = 25.6 g/C-mol 

c_X 12965.3 [C-mol/m3] 

Substrate diffusivity in water Dw 6.9.10-10 [m2/s] 

Sherwood number Sh 20 dimensionless 

 

 

3.2.3. Solver 
 

Seeing the rather simple geometry and low number of mesh cells, a direct solver could be 

used. In Comsol this is typically UMFPACK. Alternatively PARDISO may be used, but is 

generally used on larger systems. UMFPACK requires more memory during computations, 

while PARDISO does not, but instead requires longer computational time. 

It solves general systems of the form Ax = b using the nonsymmetric-pattern multifrontal 

method and direct LU factorization of the sparse matrix A. It employs the COLAMD and 

AMD approximate minimum degree preordering algorithms to permute the columns so that 

the fill-in is minimized. The code, written in C, uses level-3 BLAS (Basic Linear Algebra 

Subprograms) for optimal performance [15]. 
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4. RESULT AND DISCUSSION 

4.1. Variation of diffusivities 

         Dm 90% Dw 50% Dw 10% Dw 1% Dw 0.1% Dw Scale 

90% Dw 1 

 

2 

 

3 

 

4 

* 

5 

* 

t = 320 min 
-rs= 4.44.10-5 

t = 290 min 
-rs= 4.44.10-5 

t = 990 min 
-rs= 4.44.10-5 

t = 3333 min 
-rs= 4.45.10-5 

t = 2433 min 
-rs= 1.48.10-5 

50% Dw 6 

 

7 

 

8 

 

9 

* 

10 

* 

t = 340 min 
-rs= 4.44.10-5 

t = 470 min 
-rs= 4.44.10-5 

t = 1000 min 
-rs= 4.44.10-5 

t = 7833 min 
-rs= 4.44.10-5 

t = 2450 min 
-rs= 1.48.10-5 

10% Dw 11 

 

12 

 

13 

 

14 

* 

15 

* 

t = 1120 min 
-rs= 4.44.10-5 

t = 980 min 
-rs= 4.44.10-5 

t = 1280 min 
-rs= 4.44.10-5 

t = 8150 min 
-rs= 4.44.10-5 

t = 2433 min 
-rs= 1.48.10-5 

1% Dw 16 

 

17 

 

18 

 

19 

* 

20 

* 

t = 1440 min 
-rs= 4.48.10-5 

t = 1440 min 
-rs= 4.47.10-5 

t = 1370 min 
-rs= 4.5.10-5 

t = 8167 min 
-rs= 4.34.10-5 

t = 2433 min 
-rs= 1.48.10-5 

0.1%Dw 21 

 

22 

 

23 

 

24 

* 

25 

** 

t = 1430 min 
-rs= 2.38.10-5 

t = 1410 min 
-rs= 2.38.10-5 

t = 1440 min 
-rs= 2.36.10-5 

t = 8250 min 
-rs= 2.21.10-5 

t = 2433 min 
-rs= 1.48.10-5 

Figure 11.Simulated concentration profiles of glucose for variation of Dm and Dc glucose 

addition to the surrounding medium.  

 

Dc 
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Design 14 and 18 in Figure 11 had close to maximum overall reaction rate, but the 

concentration profiles looked quite different, and it took longer time for design 14 to reach 

steady state. Since it takes some time before glucose can diffuse into the center of the core, it 

is likely that there are zones of low glucose concentration when the glucose is first added. To 

investigate this, the concentration profiles at 1, 2 and 6 h were calculated (Figure 13). 

Dw, Dm and Dc are the diffusivities in water, membrane and cell pellet, respectively; t: time 

to reach steady state concentration profile; rs: integrated glucose flux across the membrane at 

steady state. As an exception, the capsule which has one star icon means that the capsule 

needs the long time to reach steady-state and two stars icon means that steady-state could not 

be reached within 24 h. 

In Figure 12, the glucose concentration profiles after 24 h at 50% cell pellet filling are shown 

depending on various combinations of diffusivities in the capsule membrane and in the cell 

pellet. 

At high Dc (90% of Dw, 50%-Dw, 10%-Dw), the inside of the capsule still had a high 

concentration of glucose, shown in red in the surface plot. This means that diffusion was 

rapid enough to compensate for all glucose consumption, and the glucose consumption rate 

was at its maximum in the whole cell pellet. 

At small Dc (1% and 0.1%-Dw), there was a concentration gradient of glucose, as indicated 

by changing in the color plot. The small Dc caused more visible changes in the concentration 

within the capsule. 

On the other hand, small value of Dc means that it took a long time for the glucose to reach 

the cell pellet, to react. The time, needed to reach a steady-state concentration profile was 

over 24 hours.  

Change of Dm did not cause any significant change to the concentration gradient, only to the 

overall concentration level.  This indicates that diffusivities in the cell pellet-Dc were rather 

more important than the diffusivity of the membrane capsule. 
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The relationship between rate (-rs) and glucose concentration is that the glucose concentration 

must be very low before the rate actually decreases. If S=20*Ks then r=20/21*Vmax and if 

S=5*Ks then r=5/6*Vmax. The scale for 0-5 mmol/L and 0-20 mmol/L can be shown below. 

 

Design with low membrane diffusivities Scale 

19 20 21 22 

 

 
   

23 24 25  

   

 

Figure 12.Diffusion limitation of Design 19-25 at concentration of glucose < 20 mol/m3. 

Glucose limitation was defined as S<5*KS, corresponding to V<83% of Vmax. 

 

At figure 11, the maximum overall reaction rate on design 14 and 18 is almost similar. Both 

glucose concentration profiles and the time to reach steady-state are quite different. It can be 

assumed that there are zones where the glucose diffuses into the center of core very slowly at 

the first added. This case can be investigated by looking at concentration profiles during 1, 2 

and 6 first hour. 
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 1 hours 2 hours 6 hours Scale 

Design 14 

   

 

Design 18 

   

Design 14 

   

 

Design 18 

   

Figure 13.Concentration profile of glucose at different time of cultivation. 

Design 14 with Dm = 6.9e-12 and Dc = 6.9e-11 had a zone with lower than 5 mol/m3 of 

glucose concentration at 1 hours cultivation. There was still a zone below 20 mol/m3 of 

glucose at 2 hours cultivation. 

Design 18 with Dm = 6.9e-11 and Dc = 6.9e-12 had larger zones below 5 mol/m3 of glucose 

at 1 hours cultivation and below 20 mol/m3 of glucose at 2 hours cultivation. 

Despite the lower Dm, concentration of glucose at Dc= 6.9e-11 (design 14) is higher than 

concentration at Dc= 6.9e-12 (design 18). At Dc= 6.9e-12 only little glucose was available 

within the cell pellet during the first hours. 
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Diffusion limitation can be analyzed from this part. Thus, at Dc= 6.9e-11 or lower, diffusion 

limitation leads to glucose limitation during the first few hours of cultivation. 

 

4.2. Variation of Cell-filling 

The glucose concentration profile not only depend on the diffusion of the glucose but also on 

the size of the cell pellet, since this will both affect the rate of reaction and the diffusion 

distances. Therefore, the concentration profiles at different degrees of cell filling were 

calculated at two combinations of membrane and cell pellet diffusivities.   

Diffusivity 25%-cell filling 50%-cell filling 75%-cell filling 100%-cell filling Scale 

Dm = 1% Dw 

Dc = 10% Dw 

    

 

t = 1667 min 
-rs= 2.00.10-5 

t = 8150 min 
-rs= 4.43.10-5 

t = 8167 min 
-rs= 7.50.10-5 

t = 5000 min 
-rs= 8.88.10-5 

Dm = 10% Dw  

Dc = 1% Dw 

 

 

 
 

  

t = 1663 min 
-rs= 1.39.10-5 

t = 1370 min 
-rs= 4.50.10-5 

t = 7667 min 
-rs= 7.07.10-5 

t = 4933 min 
-rs= 8.88.10-5 

Figure 14.Concentration profile of different cell-filling at 24 hours cultivation 

 

In these two combinations, the overall reaction rate is higher the more cells are in the capsule. 

Nevertheless, there were low levels in the center of the larger cell pellets. Reaction rate is 

higher with increasing cell filling. At 50%-cell filling concentration profile, gradient 

concentration seems to be more stable than others. The smallest cell filling has higher glucose 

concentration in cell pellet whereas the biggest cell filling has lower glucose concentration in 

cell pellet. 
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At 50% cell-filling shows more stable concentration profile. I can be assumed that cell and 

the glucose has a more convenience space to react each other. 

It is interesting to look at the concentration profile for several cell-filling at 1, 2 and 6 h to 

investigate how glucose concentration depends on its diffusion into center core. 

 

The glucose concentration can be investigated by looking at 1, 2 and 6 h after glucoses added.  

Glucose 

Limitation 

Filling 1 hours 2 hours 6 hours Scale 

5 mmol/L 50% 

 
  

 

 

 

 

 

75% 

 
  

100% 

   

Figure 15a.Concentration profile of glucose for different cell-filling at different time of 

cultivation for Dm = 1% Dw; Dc = 10% Dw and scaling for 0-5 mmol/L 
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Glucose 

Limitation 

Filling 1 hours 2 hours 6 hours Scale 

20 mmol/L 50% 

   

 

 

 

 

 

75% 

 
  

100% 

 
 

 

Figure 15b.Concentration profile of glucose for different cell-filling at different time of 

cultivation for Dm = 1% Dw; Dc = 10% Dw and scaling for 0-20 mmol/L 

Diffusion limitation for scale 0-5 mmol/L and 0-20 mmol/L are showed in 50-100% cell-

filling during 1 and 2 hour at the first glucose added. 

It means that at this time, the rate decreases after the glucose concentration in the 5 and 20 
mmol/L. 

In cultivations performed by Talebnia, glucose was converted within 10 h without significant 

lag phase [7]. Due to the diffusivity in cell pellet gives the diffusion limitation during the 

cultivation.  
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Glucose 

Limitation 

Filling 1 hours 2 hours 6 hours Scale 

5 25% 

   

 

 

 

 

 

 

50% 

   

75% 

   
100% 

   

Figure 15c.Concentration profile of glucose for different cell-filling at different time of 

cultivation (Dm = 10% Dw; Dc = 1% Dw), scaling for 0-5 mmol/L 
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Glucose 

Limitation 

Filling 1 hours 2 hours 6 hours Scale 

20 25% 

   

 

 

 

 

 

 

 

50% 

  
 

75% 

   

 100% 

   

Figure 15d.Concentration profile of glucose for different cell-filling at different time of 

cultivation (Dm = 10% Dw; Dc = 1% Dw), scaling for 0-20 mmol/L 
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For 25%-cell filling, Figure 15 shows low rate of glucose consumption, but it took short time 

to reach steady-state condition. At higher cell-filling, longer time was needed to reach steady-

state condition but the final rate of glucose consumption was higher, despite the large 

diffusion limited zones. 

5. Conclusions  

There are several things to conclude for this case, that is: 

a. A framework for simulating concentration profiles in yeast capsules has been created. 

Comsol can solve this case by chemical reaction engineering multiphysics. It is difficult 

to validate exact value within the capsule. The solver is in qualitative result properly, 

which shows from surface plot (concentration profile).  

b. By making combination of Dm and Dc value gives the effect for rate limiting 

concentration during a few hours after glucose addition. The longer time to rech steady 

state is needed when the cell pellet was <1%.  

c. The diffusion phenomena of glucose through the capsule are influenced by external and 

internal diffusion. The external diffusion which represent from membrane of capsule 

doesn’t affect the rates very much. In the other hand, the internal diffusion, specifically 

for cell diffusivity affects the rate very much.  A 50% of cell-filling is more stable of 

concentration profile than other, it can also be caused  by electrostatic, hydrophobic or 

hydrophilic from substrate and capsule. 

 

6. Future Outlook 

This work is still very simple, for modeling and simulation. For future work I suggest: 

a. Include inhibitor effects in the reaction kinetics. 

b. Keep working in Comsol for simulation by including cell growth  

c. Look for ways of validating concentration profiles with experimental studies 

d. Make a complete simulation to CFD for greater system. Look at CFD effect of glucose 

transportation pass through into encapsulated yeast during the cultivation in continuous 

stirrer tank reactor by turbulence assumption 
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