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Göteborg, Sweden 2011



Particulate Flows in Aftertreatment Systems
Model Development and Numerical Simulations
HENRIK STRÖM
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ABSTRACT

Emissions from internal combustion engines contain many components
that have a detrimental effect on the environment and on human health,
such as nitrogen oxides (NOx) and particulate matter (PM). In addition,
the final product of any combustion of fossil fuel - carbon dioxide (CO2) -
contributes to global warming. In order to reduce the emissions of CO2, more
efficient engines are needed, and these typically necessitate the development
of new exhaust gas aftertreatment systems. Lean-burn engines (e.g. the
diesel engine) are more efficient than conventional petrol engines, but emit
more PM and require addition of a reducing agent to reduce NOx. Usually, a
urea-water solution or a hydrocarbon is sprayed into the system. In addition,
the PM content of the exhaust must be reduced in terms of both mass and
number.

In the current work, detailed mathematical models are used to investi-
gate the motion and deposition of PM and droplets in generic exhaust gas
aftertreatment systems. It is shown that PM from internal combustion en-
gines can be divided into three groups depending on their size, and that these
groups are transported differently in the aftertreatment system. This is re-
flected in the extent and location of particle deposition, and can be taken
advantage of in emission control engineering. Several particle transport mod-
els of differing complexity are presented and used to study the PM trapping
characteristics of a number of filter designs. Also the influence of turbulence
on the transport of particulate matter and droplets in aftertreatment systems
is studied by means of numerical simulations.

Finally, a model for simulations of gas-solids systems involving particles
of size significant to that of the bounding geometry but also to the mean
free path of the gas is presented. This very challenging flow situation is
encountered inside the pores of a porous wall in a typical diesel particulate
filter. It is shown that the new model can provide more accurate results than
the previously available methods of similar computational cost.

Keywords: Particulate flow, Multiphase flow, Exhaust gas aftertreatment,
Particulate matter, Modeling, Computational fluid dynamics
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Chapter 1

Introduction

1.1 Background

The concern about air pollution and global warming has increased dramat-
ically over the last decade. Vehicles in the transport sector, driven by fossil
fuels, emit many different pollutants to the air and account for a large part of
the total emissions in the EU [1] and elsewhere [2]. These emissions include
carbon monoxide (CO), various hydrocarbons (HC) and also nitrogen oxides
(NOx) [3], which are all poisonous and dangerous to inhale for humans. Other
effects which are highly detrimental to the environment and living organisms
from these gases include acid rain (from NOx) and formation of ground level
ozone (from the combination of HC and NOx) [4]. The presence of CO and
HC is due to incomplete combustion, whereas NOx is mainly formed from
the nitrogen in the air at the high temperatures inside the engine [3].

Also emitted is particulate matter (PM) with a wide range of properties.
Particulate matter emissions from heavy duty diesel engines are a signifi-
cant source of small (< 2.5 µm) particles in urban areas, and epidemiology
has demonstrated that susceptible individuals are being harmed by ambient
particulate matter [5]. It is estimated that one hundred thousand people
die prematurely every year in Europe alone due to anthropogenic particulate
matter [6], and fine small particles are now generally recognized as the main
threat to human health from air pollution [7].

In addition, carbon dioxide (CO2), which is also emitted, is a greenhouse
gas, and it has been concluded that CO2-emissions caused by man contribute
to global warming [8].

In conventional stoichiometric gasoline engines, the three-way catalyst
(TWC) can be used to oxidize CO and HC and reduce NOx simultaneously.
However, CO2 cannot be converted over this catalyst - in fact, CO2 is among
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the final products of any complete CO and HC oxidation. If emissions of
CO2 are to be reduced, there must instead be a change of fuel, an increase
in fuel efficiency and/or an overall change of engine technology (e.g. from
combustion engine to fuel cell or electrical battery).

While facing all these problems, the transport demand in Europe is still
increasing [1]. A necessary increase in fuel efficiency can be brought about
by a shift from stoichiometric engines to lean-burn engines (such as the diesel
engine), where there is an excess of air present at combustion. This however
also means that there will be an excess of oxygen present in the exhaust gases
in the aftertreatment system, which renders the TWC unusable, as it can no
longer oxidize CO and HC and reduce NOx at the same time in the oxidizing
environment. New aftertreatment systems must therefore be designed for the
lean-burn engines.

Particles are present in several forms in lean-burn exhaust gas aftertreat-
ment systems. To begin with, the application of certain NOx-reduction tech-
nologies introduces droplets from a spray into the diesel exhaust gas as a
step in the emission abatement process. In addition, particulate matter is
formed during combustion. These particles start to grow from tiny carbo-
neous structures or condensed volatiles and eventually form larger porous
agglomerates. One wishes to remove these particles from the exhaust. As
legislation changes towards also regulating the number of particles emitted
[9], gasoline engines might need such devices as well [10].

The continuous increase of available computational resources has shifted
much of the engineers’ focus from the time-consuming and expensive con-
struction of pilot-scale prototypes towards simulation-driven development of
new aftertreatment solutions. Not only are there huge savings to be made
on cutting the design and development time [11, 12], but computational
simulations can often provide more information than what is available from
traditional experimental techniques. For example, the use of computational
fluid dynamics (CFD) may provide access to the entire flow field of a chem-
ical reactor at any given time, something which is typically impossible to
obtain from experiments. It is today generally accepted that the continued
development of lean exhaust gas aftertreatment systems will be driven by
modeling and simulations [13, 14].

In an effort to come up with new, better and/or optimized designs of the
various devices in an aftertreatment system, computer-aided simulations are
thus indispensable. The work presented in this thesis discusses and assesses
CFD-based modeling of the momentum, heat and mass transfer and the
chemical reactions of various types of particulate flows in typical aftertreat-
ment systems.

2



1.2 Objectives of the thesis

The objectives of this thesis are:

• To provide a detailed analysis of the range of phenomena that affect
the motion and deposition of diesel and gasoline particulate matter and
urea-spray droplets in an exhaust gas aftertreatment system.

• To derive computationally efficient models for numerical simulations of
particle motion and estimations of the particle trapping efficiency in
exhaust gas aftertreatment system devices, such as the channels or the
porous walls of a monolithic reactor.

• To use detailed numerical simulations as a means of evaluating novel
ways to deal with automotive pollution control, for example by propos-
ing new reactor designs or modes of reactor operation.

1.3 Organization of the thesis

This thesis is organized as follows: First, the different types of particles and
devices in a generic aftertreatment system are introduced. After that, there
is a theoretical introduction to the field, which concludes with an account of
previous works related to particulate flows in aftertreatment systems. The
contents of the included papers are then summarized in a succeeding sec-
tion. The aim is to clearly and efficiently connect each study to its physical
application in the real-world system, and to give a sufficient theoretical back-
ground to the fluid dynamics aspects of the studied subsystem. The thesis
finally concludes with a discussion, a summary of the work and an outlook
on the future work.
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Chapter 2

The exhaust gas aftertreatment
system

2.1 Introduction

One of the biggest engineering challenges with problems related to exhaust
gas aftertreatment systems is that such problems typically span a wide range
of spatial scales [15]. As an example, the various spatial scales involved
in diesel particulate matter filtration are illustrated in Figure 2.1. To be
able to discuss the modeling and simulation of particulate flows on these
different length and time scales, the characteristic properties of the particles
and the devices must be known. It is therefore the aim of this chapter to first
introduce the particles in a generic aftertreatment system (i.e. soot particles
and droplets), and then the different devices that constitute the system.

O(m)O(dm)O(mm)O(100 μm)O(10 μm)O(10 nm)

vehicleexhaust gas 
system

monolithmonolith 
wall 

thickness

monolith 
channel

pore 
diameters

particle 
diameters

Figure 2.1: Illustration of the wide range of spatial scales involved in diesel particulate
matter control.
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Figure 2.2: Illustration of the size distribution of diesel particulate matter [cf. 10].

2.2 Particles

2.2.1 Particulate matter (PM)

In contrast to the gaseous pollutants from internal combustion engines, par-
ticulate matter is not at all well defined. In fact, the most common definition
of the term particulate matter contains everything that is collected on a filter
paper in exhaust that has been diluted and cooled to 52◦C [16]. Therefore,
the constituents of diesel particulate matter include a wide range of chemical
species and both a solid fraction (carbonaceous materials and ash) and a
liquid fraction (condensed hydrocarbons, water and sulfuric acid) [17]. An
illustration of the size distribution of diesel particulate matter is provided in
Figure 2.2.

The smallest, primary particles - denoted the nuclei mode particles - are
formed already at combustion in the engine cylinder. They increase in num-
ber as the exhaust gas passes through the aftertreatment system via a number
of different nucleation mechanisms (including condensation of volatile sub-
stances from the gas phase). These nuclei mode particles are a few nanome-
ters in size when they first appear and they thereafter grow [18]. There is a
peak in the number concentration at about 10 - 20 nm. Since these particles
are formed from condensed liquid material or tiny carbonaceous fragments,
they are more or less spherical [19].

As vapors condense or gases adsorb onto the nuclei particles, they may
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become ’sticky’ and collision with other particles causes agglomeration. This
process produces a second type of particulate matter known as accumulation
mode particles. These particles typically have a core of primary carbon
fragments and/or ash from the lubricating oil, over which hydrocarbons and
sulfur species condense or adsorb. The accumulation mode particles have a
peak in the number concentration at sizes around 100 - 200 nm, and since
they are formed from agglomeration processes, they are not as spherical as
the smaller particles [19, 20]. Whereas most of the particles in diesel exhaust
are nuclei mode particles, the largest portion of the mass is located among
accumulation mode particles.

Finally, there is a type of particles referred to as the coarse mode particles.
These are very large agglomerates of sizes in the micrometer range, which
are not formed due to the combustion but from the interaction between
accumulation mode particles as they deposit and re-entrain from surfaces
in the aftertreatment system [10]. On a number basis, these particles are
insignificant, but a non-negligible part of the total mass of particulate matter
may be present in this form.

The composition and sizes of particulate matter in an aftertreatment sys-
tem are complex functions of the fuel, the engine characteristics and opera-
tion, and the aftertreatment system itself [20]. Gasoline particulate matter,
for example, is similar to diesel particulate matter with the exception that
the total mass of particulate matter emitted is lower and that the nuclei
mode particles are generally dominating [10]. The usage of ultra low sulfur
diesel has been shown to significantly decrease the formation of nuclei mode
particles [21], which highlights the role of sulfur-containing species in the
nucleation of particulate matter [cf. e.g. 22]. In addition, biodiesels - which
contain more oxygen than conventional diesel - may suppress the formation
of agglomeration mode particles [21, 23]. Furthermore, exhaust gas recircu-
lation1 (EGR) is known to increase the emissions of particulate matter [24],
and fouling of EGR coolers by particulate matter can be a problem in diesel
engines [25].

Because of the complex interplay between the engine, the aftertreatment
system components and the fuel, it is extremely difficult to investigate the
effect of any of these factors on the particulate matter emissions individually
[20]. In fact, it has proven itself difficult to even find standardized ways of
measuring the particulate matter emissions [26].

For the optimization of next generation’s diesel vehicles to be success-
ful, the entire exhaust line must be taken into account in the optimization

1EGR is a common method to reduce the engine-out levels of NOx (due to lower flame
temperature and oxygen concentration).

7



process. Research on the dynamics of the flow of particulate matter in the
aftertreatment system is of utmost importance for that work to be prosper-
ous.

2.2.2 Droplets

Since there is an excess of oxygen in the diesel exhaust, NO and NO2 cannot
be reduced to N2 without a reductant being present. Several technologies
exist that address this problem: urea-SCR, HC-SCR and NOx-traps [27].
The selective catalytic reduction (SCR) technologies rely on the dosing of
a reducing agent to the exhaust gas flow upstream the SCR catalyst. The
reducing agent may be either urea dissolved in water (as in urea-SCR) or
the fuel itself (as in HC-SCR). In either case, the reducing agent is in liquid
form and a spray is used to enhance the evaporation (and in the urea case,
also the decomposition of urea into ammonia). The use of an SCR catalyst
is therefore intimately linked to the introduction of droplets into the exhaust
gas flow.

The solution that is sprayed into the exhaust gases in urea-SCR consists
of 32.5% urea in water (by weight). At the spray nozzle, the liquid is injected
under high pressure, forming sheets that continually break up due to various
disturbances (e.g. interaction with the nozzle geometry and the exhaust
gas) [28]. This primary breakup creates liquid fragments and large droplets
which undergo secondary breakup to form the fine droplets of the spray.
These final droplets are initially on the order of 100 µm in diameter. Due
to the evaporation of water and the subsequent decomposition of urea, there
is a continuous transport of mass from the droplets which diminishes their
diameter with time.

The aim of the urea-spray is to supply ammonia to the SCR-catalyst for
the reduction of NOx to nitrogen. However, the chemistry of urea is complex
and several other chemical species can be produced in the aftertreatment
system [29, 30]. The formation of deposits of urea or urea decomposition
products in the aftertreatment system is now a well-known problem with
the urea-SCR system [29, 31–38]. It has been suggested that the deposit
formation could be the result of a poorly adjusted spray [29, 31].

In addition, the ammonia distribution over the inlet cross-section of the
SCR-catalyst should preferably be even, so as to avoid ammonia slip or in-
sufficient NOx-reduction. To this end, the introduction of static mixers has
also been suggested [39, 40].

The development of highly accurate urea-spray models will be necessary
to make efficient optimization of the urea-SCR system possible. An integral
part of this challenge is a proper description of the flow dynamics of the
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Figure 2.3: Illustrations of a generic diesel aftertreatment system with urea-SCR (above)
and a generic gasoline aftertreatment system (below).

urea-spray.

2.3 The aftertreatment system devices

The design of an exhaust gas aftertreatment system varies considerably de-
pending on a number of factors (e.g. the manufacturer, the size of the vehicle,
the capacity of the engine and the legislation in the country of intended use).
Figure 2.3 illustrates two generic aftertreatment systems, one for a diesel
engine (with urea-SCR) and one for a petrol engine. The components that
will be discussed in this chapter are the diesel oxidation catalyst (DOC), the
wall-flow (DPF) or flow-through (FTF) particulate filters, and the selective
catalytic reduction (SCR) catalyst. The focus will be on the relation of each
component to the types of particulate flow expected in connection to it. Fi-
nally, the three-way catalyst (TWC) used in gasoline applications will also be
mentioned in relation to its diesel applications counterparts. However, since
most of these components are merely variations of one fundamental type of
chemical reactor, the description of these devices will start with a description
of the monolithic reactor.

2.4 The monolithic reactor

Monolithic reactors are today the industrial standard for automotive pollu-
tion control applications. A monolithic catalyst reactor is typically made out
of a porous material (such as cordierite or silicon carbide) which constitutes
the substrate that forms the basic shape of the reactor. This substrate can
also be metallic. A typical ceramic substrate design is illustrated in Figure
2.4. The exhaust gas flows through a large number of parallel axial channels.
A second layer of porous material, the so-called washcoat, is deposited in-
side the monolith channels. The purpose of the washcoat is to maximize the

9



Figure 2.4: An example of a monolithic reactor for automotive pollution control. The
gas flows through thousands of parallel channels where the catalytic material has been
deposited on the internal walls.

available surface area onto which the catalytic material finally is deposited.
The inlet to four monolith channels is schematically depicted in Figure 2.5.

The reactions in a monolithic reactor typically involve three different
steps: mixing of the phases that are being transported through the channels
(e.g. gas and particles or droplets), mass transfer to and from the chan-
nel walls, and the chemical reactions occurring on the surface of the solid
catalyst dispersed within the washcoat [41]. In general, the interaction be-
tween the different transport processes and the chemical reactions is intricate
and complicates the modeling of the performance of the monolithic catalyst
reactor.

The monolithic reactor is said to operate within a certain regime, depend-
ing on the (local) temperature [42, 43]. For low temperatures, the overall
reaction is controlled by the reaction kinetics. As the temperature increases,
the pore diffusion inside the washcoat may affect the reaction. At higher tem-
peratures (typically from 250-300◦C and up), the rate of reaction is limited
by the mass transfer between the gas and the monolith walls. The transi-
tion from kinetic control to mass transfer control is referred to as catalyst
light-off.

Since the flow in a standard monolithic channel is laminar, the reacting
species are brought to the wall by molecular diffusion [42]. The reactor per-
formance in the mass transfer controlled regime is therefore a strong function

10



channel

washcoat

wall

Figure 2.5: Illustration of the entrance to four monolith channels. The channels of the
substrate have square cross-sections, which are rounded by the washcoat as it is deposited
onto the channel walls. For approximate spatial scales, see Figure 2.1.

of the gas flow field inside the channels. On the contrary, the light-off tem-
perature is generally mostly dependent on the reaction kinetics, and thus on
the choice of catalyst/washcoat-system [43].

2.5 Diesel oxidation catalyst (DOC)

The diesel oxidation catalyst is a monolithic reactor whose purpose is to
effectively oxidize gaseous pollutants. In this way, the typical products of
incomplete combustion - carbon monoxide (CO) and various hydrocarbons
(HC) - are converted into the final products carbon dioxide (CO2) and water
(H2O).

Also the soluble organic fraction of diesel particulate matter entering the
diesel oxidation catalyst will be oxidized to CO2 and H2O. On the other
hand, the sulfur content of the exhaust gases - entering the DOC as gaseous
SO2 - will too be oxidized, leading to the formation of sulfate nuclei mode
particles [22, 44]. It is therefore not uncommon that the number count of
diesel particulate matter increases after the passage through the DOC.

In addition to oxidizing CO and HC, the DOC also oxidizes nitric ox-
ide (NO) to nitrogen dioxide (NO2). Before the exhaust is let out into the
ambient air, the total NOx level must be reduced significantly. The NO2-
production is however beneficial, as NO2 is typically used in a downstream
soot filter to oxidize the trapped particulate matter at much lower tempera-
tures than what can be achieved with oxygen [45]. It may also be beneficial
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Figure 2.6: Schematic illustration of the standard DPF design. The channels are plugged
in either end (grey), forcing the gas to flow through the walls (arrows) and the soot (black)
is deposited along the inlet channels.

for the SCR catalyst, as the typical NOx content in diesel exhaust is to 95%
NO [45] and the SCR conversion rate has a maximum for a 1:1 stoichiometric
mixture of NO and NO2 [46].

2.6 Wall-flow diesel particulate filter (DPF)

Since the diffusion of particulate matter to the catalytically active walls of
the standard monolithic reactor is very slow and ineffective, the monolithic
reactor has not been successful at reducing the particulate matter content
in its original design [cf. 47]. The wall-flow diesel particulate filter (DPF) is
instead the most commonly used reactor for removal of particulate matter in
diesel applications.

In the DPF, every channel in the ceramic monolithic reactor is plugged in
either end, creating a chessboard-like appearance of the monolith front and
back [48]. The exhaust gas is therefore only allowed to enter the channels
which are open towards the inlet side, the so-called inlet channels. The gas
is then forced to flow through the porous wall into the four adjacent outlet
channels. Once the DPF has accumulated particles inside and on the porous
walls of the inlet channels, the trapping efficiency goes up to over 90% [49].
Not all DPF designs include catalytically active material, but it is believed
that catalyzed DPFs will be necessary to comply with the forthcoming years’
updated emission legislation [50, 51]. In Figure 2.6, the standard DPF design
is illustrated.

The main drawbacks with the wall-flow design are that the pressure drop
over the DPF is excessive (more than an order of magnitude larger than over
the DOC) [49] and that there are several problems associated with regen-
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erating the filter [52]. At low exhaust gas temperatures, the oxidation of
particulate matter (passive regeneration) is not necessarily fast enough to
balance the accumulation by trapping. The filter is said to be actively regen-
erated when the exhaust gas temperature is artificially increased for a short
period of time (e.g. by post-combustion fuel injection) to start the oxidation
reaction. As the oxidation reaction is highly exothermic, the temperature of
the filter will rise quickly and most of the soot will burn off. However, the
temperature gradients may cause serious mechanical damage to the DPF or
a downstream SCR catalyst. Besides, after regeneration there will always be
some unburned soot and ash still left in the filter, increasing the risk that
the filter will eventually clog or malfunction as it is being aged. In an inves-
tigation of a DPF from a passenger car, it was for example found that after
approximately 120,000 km, more than 50% of the filter volume was filled
with ash [53]. One may therefore conclude that the wall-flow filter solves
the problem of trapping enough diesel particulate matter, but at the expense
of introducing a high fuel penalty and a serious risk when it comes to the
robustness of the aftertreatment system. For applications where one does
not need more than 90% trapping efficiency, such as in light-duty or gasoline
applications, a different solution - e.g. a flow-through filter - would therefore
be preferred.

2.7 Flow-through particulate filter (FTF)

A flow-through filter (FTF) is a monolithic reactor that is designed in such a
way that the trapped particulate matter is never allowed to totally block the
fluid flow2. The aim is to obtain a reduction of the particulate matter content
by oxidation with NO2 generated in an upstream conventional DOC or in
the flow-through filter itself. The trapping efficiency is generally significantly
lower than in a DPF but much higher than in a traditional DOC. As a result,
the flow-through filter is a much more robust device than the wall-flow filter.
The alternate design is usually a variant of the monolithic reactor with e.g.
protrusions, porous parts or obstacles [54]. Flow-through filters are therefore
often manufactured from metallic substrates, since these are easy to shape,
bend and fold [48]. Depending on the specific design, the flow-through filter
may target either small, large or intermediate sizes.

The other types of flow-through filters (not discussed further in the cur-

2The term flow-through filter is sometimes used ambiguously. In the current work,
the most common interpretation of the flow-through concept will be used: a DOC with
an alternate design which allows trapping of particulate matter, or at least prolonged
retention times of particulate matter within the device.
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rent work) include those made entirely out of ceramic or metallic foams,
metal fleece or a wiremesh [48, 55–58]. Such filters may exhibit high filtra-
tion efficiencies, but at the price of an increase in pressure drop and reduced
robustness. For a further discussion on such filters, see [52].

2.8 Selective catalytic reduction (SCR) cata-

lyst

Selective catalytic reduction (SCR) is one of several technologies available
for NOx-reduction in lean exhaust [27]. In the current work, the discus-
sion is confined to urea-SCR, which is probably the most viable solution in
commercial use today [31].

In urea-SCR, the reduction of NO and NO2 to N2 takes place over a
dedicated SCR catalyst with ammonia as the reducing agent. The ammonia
is produced from the decomposition of urea, which is introduced dissolved in
an aqueous spray (the so-called urea-spray).

The aim with the urea-spray in the urea-SCR system is that the droplets
created by the spray should be totally evaporated/decomposed before they
reach the SCR reactor inlet side. The distribution of the reducing agent
should also be uniform over the inlet, or insufficient NOx-reduction and am-
monia slip may result. The latter is a term used to denote when the SCR
process malfunctions (due to inadequate dosing and/or distribution of the
reducing agent) and the reducing agent is released to the ambient air.

2.9 Three-way catalyst (TWC)

Since the air-to-fuel ratio in gasoline applications is equal to the stoichio-
metric ratio, there is no oxygen excess in gasoline exhaust. The three-way
catalyst (TWC) is therefore the gasoline counterpart of a combined DOC
and SCR catalyst, where both oxidation and reduction of HC, CO and NOx,
respectively, can take place at the same time. From the perspective of model-
ing particulate flows, the three-way catalyst is therefore essentially identical
to the DOC in diesel applications.
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Chapter 3

Particulate flow

3.1 Introduction

Particles in aftertreatment systems can be divided into two main groups:
solid and fluid particles1. Whereas solid particles often can be assumed to
be rigid and of arbitrary shape, fluid particles strive for a spherical shape
due to surface tension forces, while they might distort significantly due to
external influence. The modeling of droplet motion and soot particle motion
therefore differ on some critical points. This chapter aims at describing the
fundamentals of particle transport and deposition. As most of the current
work has been done for solid particles, this theoretical background will also
focus on solid particles. Unless otherwise noted, the particles will also be
assumed to be spherical.

3.2 Particle transport parameters

There are three parameters that are fundamental to any discussion about the
transport of particles by fluid flow. The first of these is the particle Reynolds
number:

Rep = ρdpUr/µ (3.1)

The particle Reynolds number characterizes the flow around a particle.
Because of the small sizes of diesel soot particles and their low relative veloc-
ities to the exhaust gas, their particle Reynolds numbers rarely exceed unity.
The flow around the particles is then in the so-called creeping flow regime,
where viscous forces predominate. The flow pattern is almost symmetric,

1The term ’fluid particle’ is here used to denote a particle which is not composed of
solid matter but of a fluid, in line with the terminology defined by Clift et al. [59].
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the flow adheres to the particles, and the wake is free from oscillations. For
droplets in a urea-spray, on the other hand, both the sizes and the relative
velocities are larger. This shifts the particle Reynolds number to higher val-
ues (generally starting about 200 at injection and from there decreasing due
to evaporation and adaptation to the gas flow velocity). Physically, this is
reflected in the appearance of small eddies at the rear stagnation point of
the flow around the droplet. These eddies might grow in size and separate
from the droplet. This change in flow characteristics has a profound effect
on the heat and mass transport to and from the droplets, but also aggravate
the possibilities to obtain analytical solutions to the equations of motion of
the droplets, as will be discussed later.

Another important parameter in particulate flow that characterizes the
inertia carried by a particle is the particle response time (also known as the
particle relaxation time):

τp =
ρpd

2
pCc

18µ
(3.2)

The particle response time is by definition the time it takes for the particle
velocity to be accelerated to 63.2% of that of the fluid, if the particle is
initially at rest and there is a step change in the fluid velocity. The ratio of
the particle response time to a characteristic time scale of the system will
then characterize the tendency of the particle to follow the fluid motion. This
ratio is a dimensionless number known as the Stokes number:

St = τp/τs (3.3)

When the Stokes number is small, particle motion is dominated by the
gas phase motion, and the particles tend to follow the fluid streamlines. For
large Stokes numbers, the particle inertia is dominating the particle behavior,
and the particle has a tendency not to respond to fluctuations in the fluid
velocity. The fluid-particle interaction at intermediate Stokes numbers is
such that the particle may be ’flung out’ of fluid motions (e.g. turbulent
eddies).

For soot particles, the particle response times are usually much smaller
than the typical system response times. The urea-spray droplets are larger
and may have Stokes numbers close to or above unity, in which case they
move more independent of the fluid motion. However, as the droplet size
decreases due to evaporation and decomposition, the droplets start to follow
the fluid motion more and more closely. Thus, a detailed resolution of the
gas phase flow field is necessary in both cases in order to correctly describe
particle motion within a system.
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3.3 The fluid flow field

3.3.1 The continuum concept

A fluid is by definition a substance that deforms continuously under the
action of a shear stress. The two most common types of fluids are liquids and
gases, but in the current work the discussion is limited to gases. Furthermore,
it is assumed that the flow is incompressible2.

A fluid is typically composed of a vast number of molecules. There are
for example more than 1025 molecules in one cubic meter of air at room tem-
perature and atmospheric pressure. It is therefore not realistic to predict
the individual motion of all the molecules contained in a typical industrial
application. However, if the smallest volume of interest in an analysis still
contains a sufficient number of molecules, it is possible to obtain meaningful
statistical averages. The molecules are then treated as continuous distribu-
tion of matter, i.e. as a continuum.

Whether the continuum assumption is valid or not can be judged from
the Knudsen number:

Kn = λ/L (3.4)

where L is a characteristic length scale and λ is the mean free path of the
gas3. When the Knudsen number is larger than 0.015, the basic assumptions
underlying continuum theory are violated [62].

The smallest particles that constitute particulate matter are smaller than
the mean free path of the exhaust gas. In exhaust gas aftertreatment system
applications, continuum theory does therefore not hold for the flow around
these particles. It is also not valid for the flow inside the pores of the washcoat
or inside the porous walls of the monolith substrate.

3.3.2 The Navier-Stokes equations

In order to obtain the spatial and temporal variation of a fluid flow field
in a given system, one must solve the differential equations that determine
the fluid motion. These are derived from two fundamental principles: the
conservation of mass and Newton’s second law of motion. The law of con-
servation of mass states that mass cannot be created or destroyed, and reads

2An interesting investigation of compressibility effects in diesel particulate matter fil-
tration is provided by Torregrosa et al. [60].

3The mean free path can be calculated according to Maxwell [61], and is approximately
100 - 200 nm for typical exhaust gas conditions.

17



in differential form for an incompressible fluid:

∂ui
∂xi

= 0 (3.5)

Equation (3.5) is usually referred to as the continuity equation.

Newton’s second law of motion for a fluid control volume states that the
time rate of change of momentum within the control volume is given by
the sum of the external forces acting on the control volume minus the net
rate of momentum efflux. In differential form, the momentum balances for
a Newtonian fluid4 in the three coordinate directions are referred to as the
Navier-Stokes equations [63, 64]:

ρ

(
∂ui
∂t

+ uj
∂ui
∂xj

)
= − ∂p

∂xi
+

∂

∂xj

(
µ
∂ui
∂xj

)
+ ρgi (3.6)

Two fundamental fluid properties appear in these equations: the density
(ρ), which is defined as the mass per unit volume, and the viscosity (µ),
which is a measure of the fluid resistance to the rate of deformation when
acted upon by shear forces.

The fluid layer in the closest proximity to a boundary is assumed to
have zero relative velocity to the boundary, which is referred to as the no-
slip boundary condition. It has been observed experimentally that the flow
fields obtained from the Navier-Stokes equations with this boundary condi-
tion closely match the experimental data [65]. However, it is always possible
to find a small volume very close to a boundary in which there are not
enough molecules to obtain meaningful statistical averages and continuum
theory breaks down. In other words, within a distance of approximately one
mean free path from the boundary, the Navier-Stokes equations do not hold.
Consequently, when the mean free path is significant to the size of the overall
geometry, the Navier-Stokes equations will cease to be valid throughout the
entire domain.

An important simplification of the Navier-Stokes equations can made
when the inertial forces are negligible in comparison to the viscous forces5.
In this situation, the convective terms on left hand side of equation (3.6)
can be neglected and the problem becomes linear. This is the type of flow
denoted creeping flow or Stokes flow.

4A Newtonian fluid is a fluid that obeys Newton’s law of viscosity, according to which
the shear stress is proportional to the rate of shear strain, the constant of proportionality
being the fluid viscosity.

5That is, when the flow Reynolds number (Re = ρLU/µ) is much smaller than unity.
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3.3.3 Computational fluid dynamics (CFD)

Solving equations (3.5) and (3.6) with the appropriate boundary and initial
conditions provides access to the entire velocity and pressure field in a given
domain. Unfortunately, the Navier-Stokes equations are non-linear partial
differential equations, and analytical solutions are only available for the sim-
plest of cases. For almost any situation of practical interest, the only way to
obtain the flow field is by experimental observation or by numerical solutions
(i.e. numerical simulations). Such simulations are typically performed using
a computational fluid dynamics (CFD) technique.

In a CFD approach, the geometry of interest is first defined and then
discretized into discrete computational cells. Thereafter, the equations gov-
erning the flow field must also be discretized. In the current work, the well-
established finite-volume method has been employed for this purpose.

Within the finite-volume framework, the partial differential equations are
evaluated as algebraic equations. This can be done as the discretization of
the integrated governing equations of fluid flow over all the control volumes
in the solution domain involves the substitution of finite-difference-type ap-
proximations for the terms in the integrated equation, which converts the
integral equations into a system of algebraic equations [66]. Because of the
complexity and non-linearity of the problem, the solution approach is itera-
tive.

CFD simulations are extremely powerful in that they can provide ac-
cess to the entire flow, temperature and species concentrations fields in the
computational domain of interest6.

3.3.4 Turbulence modeling

Complete information about fluid flows in the continuum limit is believed to
be available from the solutions to equations (3.5) and (3.6) with the appro-
priate boundary conditions. Solving these equations directly introduces no
error other than that of the numerical methods used and is called direct nu-
merical simulation (DNS). However, the computational cost of solving these
equations can become overwhelming, as it approximately proportional to the
cube of the flow Reynolds number [67]. For problems of industrial scale,
approximations typically have to be introduced in order for a solution to be
obtainable. The process in which the original Navier-Stokes equations are

6When temperature and species concentrations are also of interest, additional balance
equations for energy and continuity of the involved species are solved together with equa-
tions (3.5) and (3.6).
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altered in order to decrease the computational cost is commonly referred to
as turbulence modeling.

In the current work, two turbulence modeling approaches have been used
where the full Navier-Stokes equations could not be solved directly. These
approaches are the large eddy simulation (LES) approach and the Reynolds-
averaged Navier-Stokes (RANS) approach.

Large eddy simulation approach (LES)

The idea behind LES is to filter the Navier-Stokes equations. In many finite-
volume implementations, such as the one used in the current work, the com-
putational mesh acts as the filter. Spatial scales smaller than the grid spacing
are therefore not resolved, but their effect on the resolved scales can be taken
into account via a subgrid-scale model7. The filtered, incompressible conti-
nuity equation and Navier-Stokes equations for the resolved field are:

∂ui
∂xi

= 0 (3.7)

ρ

(
∂ui
∂t

+
∂ (uiuj)

∂xj

)
= − ∂p

∂xi
+

∂

∂xj

(
[µ+ µt]

∂ui
∂xj

)
+ ρgi (3.8)

The rationale behind LES is that the large scales are most geometry-
dependent (and therefore most problem-dependent), whereas the smaller
scales are believed to be more isotropic and therefore easier to model. How-
ever, there are a number of open questions regarding the conceptual founda-
tion of LES [70], e.g. the dependence of the results on the filter width and
the relations between the statistics of the resolved velocity field, the filtered
velocity field and the physical velocity field.

Although LES may substantially decrease the computational cost of solv-
ing for the fluid flow field compared to DNS, it is still computationally very
expensive. In addition, since whenever a three-dimensional and transient
flow field is realized, any mean results must be obtained from averaging,
long simulation times are typically necessary. Therefore, LES is limited to
relatively small geometries.

Reynolds-averaged Navier-Stokes approach (RANS)

A different approach to obtaining the mean flow field from the Navier-Stokes
equations is to solve for it directly. This is the idea behind the RANS ap-
proach. First, the instantaneous variables are split into a mean component

7In the current work, whenever LES is performed, the dynamic subgrid-scale model of
Germano et al. [68] and Lilly [69] is used.
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and a fluctuating component (the so-called Reynolds decomposition):

ui = Ui + u′i (3.9)

p = P + p′ (3.10)

The instantaneous variables in the Navier-Stokes equations are then sub-
stituted for the decompositions. By time-averaging the substituted Navier-
Stokes equations on a time-scale longer than that of the turbulent fluctua-
tions but shorter than that of any variations in the mean flow, the RANS
equations are obtained. However, this procedure produces a term, known
as the Reynolds stresses (−ρ〈u′iu′j〉), that accounts for the coupling between
the mean (resolved) and the fluctuating (unresolved) part of the velocity
field. The Reynolds stresses are therefore unknown and have to be modeled,
and several approaches exist. One of the most often used involves model-
ing the Reynolds stresses as being proportional to the gradient of the mean
velocity in an analogy with the viscous stresses. The Reynolds stresses can
then be computed using a turbulent viscosity, µt. The incompressible RANS
equations finally become:

∂Ui
∂xi

= 0 (3.11)

ρ

(
∂Ui
∂t

+ Uj
∂Ui
∂xj

)
= − ∂p

∂xi
+

∂

∂xj

[
(µ+ µt)

∂Ui
∂xj

]
− 2ρ

3

∂k

∂xi
(3.12)

In the current work, the turbulent viscosity is determined using a turbu-
lence model in which two additional transport equations are solved: one for
the turbulent kinetic energy (k = 1

2
〈u′iu′i〉) and one for either the turbulent

dissipation rate (ε) or the specific dissipation rate (ω) [cf. 71].
There is a huge reduction in the computational load associated with solv-

ing a problem when using RANS instead of LES or DNS. However, this
undeniable advantage comes at a great price. Most RANS models cannot
accurately predict neither the mean flow in a non-circular cross-section [72]
nor accurate profiles of turbulent fluctuations [73] - facts which strongly sug-
gest that RANS models should be avoided whenever possible for simulations
of particle dispersion and deposition.

3.4 The forces on a particle

3.4.1 The aerodynamic force on a particle in isother-
mal flow

The total aerodynamic force on a spherical particle submerged in a fluid flow
field is obtained by integration of the pressure and viscous forces over the
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particle surface. The net action of these forces will determine the particle
motion, according to Newton’s second law of motion:

dxp,i
dt

= up,i (3.13)

mp
dup,i
dt

= mpgi +

∮

s

[
−pδij + µ

(
∂ui
∂xj

+
∂uj
∂xi

)]
njdS (3.14)

In a multiphase DNS method, the actual flow field is resolved around the
particle and the particle motion may be determined directly from equations
(3.13) and (3.14). However, such methods are only generally computationally
affordable when there are relatively few particles present in the system.

In a situation where there are many particles present, but the particle
size is small compared to the containing geometry and the particle loading
is low, Lagrangian particle tracking is a viable alternative. In this approach,
the flow field around each particle is not resolved explicitly. This means
that the second term on the right hand side of equation (3.14) has to be
estimated from average quantities in the computational cell that the particle
is currently in.

Maxey & Riley [74] derived the particle equation of motion for a small
rigid sphere in nonuniform, isothermal flow in the limit of zero particle
Reynolds number:
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 dτ (3.15)

The different contributions on the right hand side of equation (3.15) are
usually referred to as individual forces acting on the particle. The physical
interpretation of these terms are then, from left to right, that they represent
the effects of buoyancy, pressure gradient of the undisturbed flow, added
mass, viscous Stokes drag, and the augmented drag from the history term8.
The terms involving ∇2ui are the Faxén corrections.

8Differently put, the Stokes drag is the steady aerodynamic force on a sphere in uni-
form Stokes flow (F = 3πµdp (ui − up,i)), and the added mass and history forces are the
unsteady contributions to this drag force.
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It is often possible to neglect several of these contributions to the net
force, which also typically reduces the computational cost of solving for the
particle motion. For a more detailed discussion on the various forces and
their interpretation, see e.g. [59, 74–76].

Since the work of Maxey & Riley is based on the assumption of a low par-
ticle Reynolds number, their results are not applicable to urea-spray droplets.
Unfortunately, because of the non-linearities inherent in the Navier-Stokes
equations at finite Reynolds numbers, the attempts at obtaining expressions
for the different forces acting on particles under such conditions have mainly
resulted in empirical models. Some of these models, relevant for the urea-
SCR application, are discussed in paper I.

Finally, if the particles of interest behave more or less entirely like molecules
of the gas in which they are contained, their motion and dispersion can be
modeled as a diffusion process [77]. This approach is only applicable to very
small particles and is discussed in more detail in paper III.

3.4.2 Effects of rarefaction on the aerodynamic force

The discussion in the previous section relies on the condition that the con-
tinuum hypothesis is valid. However, when the particle diameter becomes
comparable to the mean free path of the gas, this is no longer the case.
The aerodynamic force on the particle can then not be determined from the
solution to the Navier-Stokes equations. Although altering the boundary
conditions has been a successful approach to extending the validity of the
Navier-Stokes equations for duct flow into the rarefied regime, this approach
has not been able to allow satisfactory predictions of the drag on a spherical
particle [78]. Instead, corrections based on experimental data are usually
relied upon.

Cunningham [79] found theoretically that the no-slip boundary condition
is not appropriate for the flow of a rarefied gas around a small particle. He
therefore modified the Stokes drag with a correction factor. This correction
factor still bears his name. Independently, Millikan [80] also proposed such
a correction from experimental data. Millikan’s experiments form the basis
for the correlations which are typically used today to compensate for the
decreased momentum transfer to particles in the rarefied flow regime [81, 82].

The drag reduction is however not the most important effect on the mo-
tion of particles in rarefied flow. As the particles become comparable in size to
the gas molecules, their motion becomes meandering, being influenced by the
large number of collisions with surrounding molecules. This phenomenon is
called Brownian motion, after the Scottish botanist Robert Brown who were
among the first to observe it [83]. Einstein [84] later derived the diffusivity
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coefficient that characterizes the Brownian motion.

However, since the Brownian motion is molecular to its nature, it is aver-
aged out in the derivation of the Navier-Stokes equations, and there can be
no source of Brownian motion in the aerodynamic force obtained from the
solution to those equations. In a continuum framework, Brownian motion
therefore has to be modeled, for example via the introduction of a fictitious
Brownian force to the particle equation of motion [85]. Note that this ap-
proach to modeling Brownian motion converts the particle equation of motion
from an ordinary differential equation to a stochastic differential equation,
with the associated limitations in the choice of numerical solution methods
[86].

In theory, rarefaction will influence all contributions to the aerodynamic
force (i.e. all terms on the right hand side of equation (3.15)), but in practice,
effects other than that on the drag are rarely taken into account. A further
discussion on this issue is provided in paper IV, which is dedicated to the
derivation of a novel method to simulate the motion of particles in rarefied
flow in narrow geometries.

3.4.3 Additional forces on particles

The motion of a particle in a flow field is not necessarily determined only
by the aerodynamic forces. When the flow is not isothermal, particles will
be subjected to a thermophoretic force, which acts in the negative direc-
tion of the temperature gradient [87]. Under extreme conditions, such as
vehicle cold-start, thermophoresis might be a significant particle transport
mechanism [88]. It has also been suggested that filters could be design to
specifically take advantage of the thermophoretic effect [89].

Other forces that can become important include electrostatic forces and
van der Waals interactions. These forces originate from permanent or in-
duced charges on the particles and nearby surfaces, and are typically very
short-ranged [75]. For an introduction to van der Waals forces, see [90].
Electrostatic forces are generally considered to be insignificant in traditional
diesel particulate filtration devices [88, 118], but can be enhanced and em-
ployed in application-tailored devices such as electrostatic precipitators [91].
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3.5 Particle motion in the fluid flow field

3.5.1 Coupling between phases

The extent to which the particulate phase and the continuous phase influence
each other is referred to as the degree of coupling.

If it is assumed that the particles are influenced by the gas phase, but
not vice versa, and that there is no significant interaction among suspended
particles, the degree of coupling is denoted one-way. It is generally held that
the one-way coupling assumption is fully appropriate for investigations of
particle-fluid interaction in the limit of small particles and dilute flow [92],
e.g. for soot particles in the exhaust gas flow.

The droplets in the urea-spray, however, significantly affect both the gas
flow field (typically close to the injector) and the temperature and composi-
tion of the gas (due to the heat and mass transfer occurring in the system).
This situation is referred to as two-way coupling, since the gas influences the
droplets and vice versa. In a two-way coupled model, droplet momentum,
heat and mass transfer effects are fed back to the continuous phase, so that
the two phases are solved for in a coupled manner.

Finally, close to collecting surfaces in filters, such as in or near the porous
walls of a DPF, the typical distances between particles or between particles
and bounding walls are small. In such a situation, the particles influence
the motion of the gas phase and also each other’s motion. This degree of
coupling is called four-way coupling.

3.5.2 Particle transport and deposition

The flow regimes of interest in exhaust gas aftertreatment systems include
both laminar and turbulent flow as well as transitional flow. Laminar flow
requires the least computational resources in a DNS, and for laminar flow in
a straight duct (e.g. a monolith channel), the transport of particles in the
wall-normal direction is entirely governed by molecular diffusion9. Therefore,
particle transport in turbulent flow is in general much more complex, and it
is thus the focus of the following discussion. A schematic picture of the near-
wall region and the particle transport and deposition phenomena in turbulent
flows is given in Figure 3.1.

9This is only strictly true for isothermal flow when the channel cross-sectional area is
constant and there are no external forces on the particles.
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Figure 3.1: Conceptual illustration of the mechanisms responsible for near-wall particle
accumulation and particle deposition in turbulent flows [cf. 92].

The deposition process

DNS of particle motion and deposition in turbulent flow fields have added
much to the general understanding of particle deposition in turbulent flows
[93–96]. McLaughlin [93] showed with DNS that aerosol particles, even if
entering a turbulent channel flow with random initial locations and with
initial velocities equal to that of the local fluid velocity, tend to accumulate
in the viscous sublayer. If the particles possess enough inertia, they might
deposit directly from outside the wall region. Such particles typically wander
more or less parallel to the wall until they are trapped in a turbulent eddy in
the so-called buffer region (cf. Figure 3.1), which then brings them directly to
the wall [94]. Particles that are thrown into the near-wall region by turbulent
motions stay a long time, since the intensity of the normal component of the
velocity is very small [93].

Since a large number of particles almost reach the wall, even a modest
force acting on these particles might be enough to make them deposit. There-
fore, the inclusion of lift forces, van der Waals forces and Brownian motion
is crucial in modeling and simulation of soot deposition. Brownian diffusion
generally dominates over the turbulence dispersion effect in the region closest
to the wall [97], where the buildup of a high concentration of particles leads
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to an increase in the deposition by diffusion with time [98].
Intermediate-sized particles in the near-wall region in a turbulent flow

will have a better chance of getting all the way to the wall by actually first
escaping the viscous sublayer [95]. This is due to that the large gradient in
normal fluctuating velocity in the buffer region forms a ’trap’ for particles
with too little inertia to cross through all the way to the wall [99], if they are
too large to effectively diffuse the last distance by Brownian diffusion.

The two different deposition mechanisms (Brownian motion and turbu-
lence) give rise to different patterns of trapped particles on the wall [100],
and are characterized by different wall impact velocities (low and high, re-
spectively) [98].

Turbulence modeling in particle transport

In most industrial applications, it is not possible to simulate the full gas phase
flow field using DNS. The application of LES to one-way coupled particle-
laden turbulent channel flow was investigated by Wang & Squires [101, 102].
When compared to DNS, LES was found to be nearly as accurate. The
differences to experiments were mainly found in the near-wall region, and
were similar to those found between DNS and experiments, suggesting that
the discrepancies might in fact stem from the description of particle motion
and not the turbulent flow field itself. The best agreement between LES and
DNS was found for particles with larger response times. This is due to the
fact that particles with shorter response times are responsive to a broader
spectrum of scales and thus are more adversely affected when the effect of
subgrid-scale velocity fluctuations on particle deposition are neglected [102].

Possible ways to enhance the performance of particle tracking with LES
include performing the simulations on a finer grid or introducing a model in
the particle equation of motion to account for the subgrid-scale fluctuations
[103]. Also the subgrid-scale model used for the gas phase plays an important
role. By comparing LES results to DNS, Armenio et al. [104] concluded that
the dynamic subgrid-scale model is the best choice for simulations of particle
motion.

In the RANS approach, only the mean fluid velocity is resolved, so the
turbulent dispersion of particles has to be modeled. The most widely used
technique is to use a random-walk model, in which particles interact with
a succession of stylized turbulent eddies. Random-walk models can also be
used with more advanced turbulence models or any other situation where
the exact and entire time history of the turbulent flow is not accessible. The
random-walk technique was first applied to turbulent diffusion of particles
by Yuu et al. [105], and has since been further developed by a number of

27



authors. The main idea is that a turbulent eddy is sampled from a Gaussian
distribution based on the local turbulence quantities, and is characterized by
a velocity fluctuation and a time scale. The fluid velocity experienced by the
particle is taken as the sum of the mean fluid velocity and the current eddy
velocity. The duration of this interaction is then the shortest of the eddy
lifetime and the time it would take for the particle to cross through the eddy.
After this time has elapsed, the particle enters a new idealized eddy.

Kallio & Reeks [99] used a random-walk approach to the modeling of par-
ticle deposition in turbulent duct flows, where they found very good agree-
ment with experimental data. However, their turbulent flow was based on
mean- and root mean square-profiles from experiments. The random-walk
models are very sensitive to the quality of the turbulence model’s prediction
of the turbulent quantities. When used together with a turbulence model
which is based on the assumption of isotropic turbulence (such as the k − ε
models), the predictions may seriously deteriorate depending on the geometry
of the flow [73]. Other shortcomings of random walk models are discussed in
[76]. If experimental or DNS data is available for the specific geometry of in-
terest, the random walk model can be adjusted to take advantage of this [73].
An assumption of isotropic turbulence in the near-wall region typically leads
to overpredicted deposition efficiencies [106]. Tian & Ahmadi [107] discuss
in more detail the sensitivity of the predicted particle deposition behavior to
the resolution of the near-wall turbulence.

Particle sticking and resuspension

The assumption that particle-surface collisions always lead to particle trap-
ping has proven quite successful in many applications, and is referred to as
the sticky wall boundary condition. Dahneke [108] derived an expression for
the range of system properties within which particle capture will occur. In
brief, the particles have to have enough energy to leave the potential well
given by the van der Waals interaction energy between the particle and the
surface in order to be able to bounce back from the surface, or they are
trapped upon collision.

The deposition of particles at boundaries can be used to change the per-
meability of the computational cell at that point and/or the extension of
the collecting boundary itself [cf. 109–112]. A large challenge in this type of
modeling is the large separation of spatial scales between the particle and
the computational cell. The trapping efficiency of a particle inside a com-
putational cell where particles have previously deposited has to be modeled
(see section 3.6.1).

The resuspension and reentrainment of particles once adhered to a sur-
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face has gained almost no attention in the simulations of particle deposition
in aftertreatment systems. Resuspension can be caused by fluid flow past
the surface, but also be induced by other impacting particles. Theoretical
models for resuspension exist, but are generally not supported by the avail-
able experimental data [113]. The need for explicit simulation of particle
resuspension in trapping of diesel soot particles is not acute however, espe-
cially not inside the porous filter walls, where the flow is laminar and particle
motion is eventually sterically hindered. It might be an issue in the monolith
channels, but the roughness of the porous walls makes direct application of
existing particle resuspension models very dubious.

Droplet-wall interaction

The droplets in a urea-spray possess more inertia than the soot particles, and
will therefore reach the exhaust pipe walls mainly by inertial mechanisms.
Turbulent effects, such as turbulent eddies ’throwing out’ droplets against
the walls, might also be important. Droplet-wall interaction in the urea-
SCR system could lead to deposit formation [29, 31–38].

Birkhold et al. [114] used a wall-film model based on the work by Kuhnke
[115] in CFD simulations of a urea-SCR system. Depending on temperatures
and droplet deformation, droplet wall impingement may result in either film
formation, wall-induced droplet breakup or bouncing back of droplets into
the gas. However, the main challenge in the modeling of the droplet-wall
interaction in urea-SCR systems is the complex chemistry of urea [cf. 30],
where also solid deposits may be formed. Unfortunately, the wall-film models
for CFD simulations available today have typically been developed for the
fuel spray in the combustion chamber [115], and are therefore not directly
applicable.

3.6 Approaches to particle transport in af-

tertreatment systems

The aim of this section is to introduce a number of important previous studies
on particle transport in aftertreatment systems, in order to clearly establish
the relation of the current work to what has been done before.

3.6.1 Wall-flow particulate filters

One of the oldest and most cited works in the field of modeling diesel par-
ticulate matter filtration is the ’1D+’-model of Bissett [116, 117]. In this
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model, the particles are assumed to be already deposited on and inside the
porous wall of a wall-flow diesel particulate filter. Neglect of further particle
deposition was motivated by the fact that the model is only used to study a
short regeneration period [117].

Konstandopoulos & Johnson [118] presented a model for the collection
efficiency of a ceramic DPF that was built on classic filtration theory. Ac-
cording to this model, a unit-cell collector, consisting of a solid sphere and
an empty surrounding volume, is chosen to match the porosity of the filter
material. The size of the unit collector is determined experimentally, either
from mercury porosimetry or from filter permeability measurements. A de-
position efficiency may then be determined from the theoretical deposition
efficiency in the cell. The model has been extended to also take the effect of
the previously deposited particles into account [119]. The unit cell approach
has proven to be quite successful [19], most probably because it can be tuned
to the material properties of the filter in question [cf. 120]. However, even if
the unit cell model is fit for this purpose, it can not be used for a detailed
investigation of the particle deposition process or as a means of designing
new porous materials [121].

A less common alternative to the unit cell approach is based on the dis-
crete stochastic particle deposition model of Tassopoulos et al. [122], by which
the particle deposit microstructure can be correlated to a Peclet number10

using experimental data [123]. In this way, it becomes possible to predict also
the structure of the soot deposits, from which parameters such as porosity
and permeability may be fed back to the wall-level in a CFD simulation.

Today, the most common approaches to modeling a DPF involve using
one of the following approaches to the soot deposition process:

• An initial soot deposit layer is prescribed inside the DPF and no addi-
tional soot is trapped [124].

• Soot is assumed to deposit with a fixed11 trapping efficiency that is
chosen a priori [45, 125, 126].

• A pre-defined soot deposition profile that is constant in time is assumed
for the filter (i.e. trapping is assumed to balance reaction) [121].

• Soot trapping is modeled with the unit cell filtration model (and the

10The Peclet number is a dimensionless number defined as the ratio of a characteristic
time scale for diffusion (i.e. Brownian motion) to a characteristic time scale of convection.

11Although the fixed trapping efficiency may be chosen rather arbitrarily depending on
the specific aim of the study, the most common assumption is that all incoming soot is
deposited, i.e. 100%.
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assumption that the particles follow the fluid streamlines all the way
to the DPF wall/sootcake) [127].

• Soot particles are tracked with Lagrangian particle tracking and the
deposition is modeled with a variant of the Tassopoulos et al. [122]
model that is tuned to experimental data from diesel particulate filters
[128].

A couple of more detailed studies of the soot deposition process has also
been reported. Sbrizzai et al. [129] performed Lagrangian particle tracking
for four channels of a wall-flow particulate filter. They included the drag
force and the Brownian motion in their description of particle motion. After
evaluating the impact velocity on the porous wall of the filter using the model
by Dahneke [130], they concluded that all particles deposited upon their first
impaction. A similar study on just the inlet portion of a single channel in
a wall-flow filter was later presented by Liu et al. [131]. Recently, Soldati
et al. [126] proposed a one-dimensional model based on lubrication theory
that further elucidates the connection between filter wall permeability and
homogeneity of the soot deposits.

Also the Eulerian-Eulerian multiphase model, in which the particles are
treated as a second fluid phase, has been applied to the gas-solids flow in
diesel particulate filters [132, 133]. In this approach, the effect of the Brown-
ian motion on the particle trajectories is not taken into account. In addition,
computational restrictions typically limit the number of particle size classes
that can be used at the same time and necessitates the omission of particle-
particle interactions on the drag force.

3.6.2 Flow-through particulate filters

More challenging from a modeling perspective are the simulations of particle
motion in flow-through devices. Here, the extent of particle deposition is
lower than in the wall-flow filters. The wall-normal gas flow velocities are
also typically very low, and the predicted results therefore become much more
sensitive to the accuracy of the modeling of particle motion in the gas phase
[cf. 47, 129].

The extent of particle deposition in a conventional diesel oxidation cata-
lyst was first assessed theoretically by Johnson & Kittelson [88]. They found
that the deposition is negligible on a mass basis. Lylykangas & Maunula [134]
showed that the residence times for particulate matter in a flow-through sub-
strate could be prolonged with the aid of protrusions. A longer residence time
would increase the conversion of the oxidation reaction of particulate matter.
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Lagrangian particle tracking for a flow-through substrate was first performed
by Andreassi et al. [135]. In the Lagrangian force balance, they included only
the steady drag, and for the porous walls in the system they used constant
trapping efficiencies.

In the current work, a detailed model for the motion and deposition of
particulate matter is provided in paper II. A computationally more efficient
hybrid model, which is based on the assumption that diesel and gasoline
particulate matter can be divided into three distinct size classes, is then
derived and evaluated in paper III.

3.6.3 Porous walls of particulate filters

The motion of particulate matter inside the porous walls of a diesel particu-
late filter using the lattice-Boltzmann technique [136] has been the focus of
a number of recent studies [109, 137–142]. In these simulations, the compu-
tational mesh for the porous structure has been either created from actual
measurements [140] or generated by advanced computational approaches [cf.
138, 143]. The particles themselves have however been treated as small in
comparison to the spatial scales of the pores, so that there is no influence of
the presence of a particle on the surrounding flow field.

In order to relate these studies to the present work, a brief discussion
about the Boltzmann equation and methods pertaining to its solution is
necessary. The Boltzmann equation describes the time evolution of a distri-
bution function in particle phase space. This equation may be solved using
a stochastic numerical method known as the direct simulation Monte Carlo
(DSMC) method [144]. Although this allows rarefaction to be accurately
handled, the computational cost is unfortunately prohibitive at small but
finite Knudsen numbers [145, 146]. A more popular method is therefore to
construct simplified models designed to incorporate the essential physics in
the Boltzmann equation, e.g. the lattice-Boltzmann equation [136].

The lattice-Boltzmann equation is a specially discretized form of the
continuous Boltzmann equation [147] (typically the Boltzmann Bhatnagar-
Gross-Krook equation [148]). The purpose of the lattice-Boltzmann method
has initially been to mimic continuum fluid dynamics, hence the obtained
flow field is a solution to the Navier-Stokes equations [137]. For lattice-
Boltzmann techniques to be extended to non-continuum regimes (i.e. finite
Knudsen numbers), further development is necessary [149]. Various sug-
gestions include modifications similar to those used when trying to extend
the validity of the Navier-Stokes equations to microflows, i.e. changing the
boundary conditions [150, 151] or using higher-order lattice-Boltzmann meth-
ods [152]. The latter approaches available today can provide quantitatively
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correct solutions up to Kn ∼ O (1), but fail for higher Knudsen numbers
[146].

The potential advantage of the lattice-Boltzmann technique to a conven-
tional finite-volume technique is at present more efficient parallelization and
handling of the computational mesh. In terms of accuracy at finite Knudsen
numbers, promising results have been obtained but the techniques are still
being developed [151]. It should also be stressed that altered boundary con-
ditions, as a way to address the failures of the fluid flow predictions using
continuum theory, have been much less successful for flow around particles
than flow over plane surfaces [78, 153]. It remains to be seen what can be
done within the lattice-Boltzmann framework in confined, rarefied particu-
late flows.

In the current work, an alternate finite-volume continuum approach that
allows for accurate simulations of the flow of particles inside the pores of
porous materials is proposed in paper IV.

3.6.4 Urea-spray droplets

Spray applications represent a class of dispersed multiphase flows where a
wide range of sizes and a large number of droplets typically are present
in the system at the same time. The most straightforward approach to
modeling such a system is within the Lagrangian particle tracking framework,
and consequently, the literature contains a great number of such studies
[e.g. 39, 114, 154–157]. However, most of the focus of the previous work
on the urea-SCR application has been on the decomposition chemistry and
kinetics of urea. The influence of the modeling choices for the spray on
the determination of reaction kinetics, or the importance of the feedback of
droplet heat and mass transfer effects on the droplet motion, has previously
not been studied. Therefore, the details of the modeling of the momentum,
heat and mass transfer to and from urea-spray droplets are discussed in great
detail in paper I in this thesis. For a more thorough discussion about heat
and mass transfer of urea-spray droplets, the reader is also referred to [158].
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Chapter 4

Results

4.1 Introduction

In this chapter, the main results from the included papers are summarized.
An overview of the studies presented in this thesis is first provided in Table
4.1. The papers are characterized by which type of particles they deal with,
which flow regimes are being covered and which device in the exhaust gas
aftertreatment system the study is concerned with.

4.2 Paper I

In paper I, the urea-spray upstream a urea-SCR catalyst is investigated. A
sensitivity study is carried out to determine to what extent the overall results
from a typical CFD simulation of a urea-SCR system are dependent on the
specific choice of sub-models for the spray.

The motion of the droplets is solved for with Lagrangian particle track-
ing. Using a method where the lift force, the thermophoretic force and the

Paper Particle type Flow regime Application

I Droplets Turbulent SCR
II Particulate matter (arbitrary) FTF
III Particulate matter (arbitrary) FTF
IV Particulate matter Stokes flow DPF
V Particulate matter Transitional DOC
VI Particulate matter Turbulent DOC

Table 4.1: Overview of the included papers.
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Fig. 8. Wall hit results for simulation cases 1–12. Droplets hitting walls in the sim-
ulations are classified and the four different classes are depicted as percent of the
total mass of droplets with the fate in question.

Table 7
Decomposition efficiency for the high and low gas flow cases, respectively. Decom-
position efficiency is defined as the percentage of total injected mass of urea that
has undergone thermal decomposition into ammonia and isocyanic acid.

Decomposition efficiency Relative change

High gas flow cases
Case 1 (reference case) 15.04%
Case 2 15.05% +0.07%
Case 3 13.12% −12.8%
Case 4 12.82% −14.8%

Low gas flow cases
Case 5 (reference case) 17.01%
Case 6 16.51% −2.9%
Case 7 19.31% +13.5%
Case 8 19.28% +13.3%

Extreme gas flow cases
Case 9 (reference case) 16.53%
Case 10 16.59% +0.4%
Case 11 13.84% −16.3%
Case 12 14.23% −13.9%

are illustrated in Fig. 10. It should however be kept in mind that
the drag and lift forces are always perpendicular to each other, and
trajectories may therefore still be influenced by a small lift force.

The thermophoretic force is somewhat larger at lower gas flows,
but always so small that it can be neglected. It is also generally

Fig. 9. Areas of droplet wall hit: (a) droplet wall hit on the injector side of the pipe
for case 2; (b) droplet wall hit on opposite side for case 2; (c) droplet wall hit on the
injector side of the pipe for case 4; and (d) droplet wall hit on opposite side for case
4.

smaller than the (over)estimated lift force. These results are illus-
trated in Fig. 11.

History effects are sensitive to other modeling choices, most
notably whether turbulent dispersion of droplets is also modeled at
the same time or not. Fig. 12 illustrates how turning on the turbulent
dispersion model for the droplets (cases 3–4, 7–8 and 11–12) will
change the importance of history effects relative to the respective
base case. History effects are also much larger than lift effects or
the effects of thermophoresis, but still only a few percent of the
drag force in terms of total transferred momentum. The history
force will also always be acting in the same direction as the drag
force.

Fig. 10. Influence of the lift force relative to the drag force for simulation cases 1–12. The histograms illustrate the transferred momentum to the droplet via the lift force to
that transferred via the drag force integrated over the droplet’s lifetime (in percent).

Figure 4.1: Areas of droplet wall hit for a simulation with [(c) & (d)] and without [(a)
& (b)] a model for the turbulent dispersion of droplets. The side of the pipe opposite the
injector [(b) & (d)] look similar, but large differences are observed on the injector side [(a)
& (c)].

history force on the droplets are estimated during the course of a number
of simulations, it is concluded that these forces are small compared to the
drag force and the buoyancy force, and need therefore not be included. The
drag force, which is the dominant force, is however sensitive to a number of
sub-models, aiming at taking the current level of droplet distortion and the
’blowing effect’ from the mass transfer from the droplet into account.

Turbulent dispersion is identified as being one of the greatest challenges in
the modeling of droplet motion in urea-SCR systems. Since the rate of water
evaporation and urea decomposition is slow compared to the retention time in
the exhaust gas before the SCR-catalyst, turbulence plays a very important
role both when it comes to dispersion (which is coupled to the uniformity
in the ammonia concentration profiles at the inlet of the SCR-catalyst) and
decomposition (since the heat and mass transfer rates are dependent on the
relative velocity between the droplets and the gas). Figure 4.1 shows the sen-
sitivity in the determination of wall impact to whether a turbulent dispersion
model is included or not.
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Figure 4.2: An example of droplet velocity and droplet relative velocity to the gas for a
5 µm droplet with and without a discrete random walk (DRW) model.

In Figure 4.2, it is shown that the relative velocity, and therefore also
the heat and mass transfer rates, continue to vary throughout the droplet
lifetime when the turbulent dispersion is taken into account.

4.3 Paper II

Paper II contains an elaborate model for Lagrangian point-particle tracking
of diesel and gasoline particulate matter in flow-through devices. After a
thorough literature study, a particle equation of motion for a soot particle
in the limit of zero Reynolds number was assembled. This particle equation
of motion contains the five most important phenomena on particle motion,
modeled as five different forces.

First, there is the drag force, which here includes a Cunningham correc-
tion for non-continuum effects [81] and a drag coefficient correlation that is
valid for all Reynolds numbers experienced by the particles in the system (in-
cluding the deposition phase in the near wall region [93]) [159]. Then, there
is the Brownian motion, which is modeled as a white-noise process [85]. The
gravitational acceleration is also included, as it might influence the largest
(heaviest) particles [88]. Following the recommendations of McLaughlin [93],
the lift force is also included in the model. Here, the most elaborate lift
force expressions from Wang et al. [160] are used, as these are valid both
for strong and weak shear as well as in the core flow and in the near-wall
region. Finally, the van der Waals interaction force between particles and the
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For the van der Waals force, an expression for a sphere

next to a flat plate (including retardation effects) was

employed [26]. The Hamaker constant was set to

2.7 9 10-19 J (as in the interaction between carbon and

alumina separated by a dilute gas [27]). This force was

included since short-ranged forces acting as to increase

particle deposition have been predicted to be of importance

in previous studies [8].

Brownian motion is modeled as a Gaussian white noise

process [4, 5]. The expression from Li and Ahmadi [5] was

used in this study.

2.4 Simulations

The simulations were carried out with a commercial CFD-

code (Fluent 6.3.26). The LES part of the problem was

solved entirely with Fluent, whereas the calculation of the

different forces in the Lagrangian force balance and the

particle boundary conditions were implemented through

the use of user-defined functions.

3 Results

3.1 Particle Trapping Efficiency

The particle trapping efficiency (based on the number of

particles) is depicted in Fig. 2. There is a clear minimum in

trapping efficiency. Particles of very small (5–10 nm) and

very large (1–10 lm) diameter have markedly higher trap-

ping efficiencies than medium-sized particles. The minimum

particle efficiency in this study was for particles of 150 nm

diameter. This trend is identical for all simulation cases.

3.2 Spatial Distribution of Trapped Particles

In Fig. 3 the particle trapping patterns on the internal walls

are plotted in one module for particles trapped in Case 3.

The smaller particles are trapped in a quite even pattern,

whereas the points of impaction of larger particles are to a

greater extent concentrated to the areas of the protrusions.

The even, ‘‘random’’ pattern indicates that Brownian dif-

fusion is the most important trapping mechanism for the

smallest particles. The largest particles, on the other hand,

are trapped near the protrusions, which leads us to the

conclusion that inertial impaction is the dominating trap-

ping mechanism for these particles. The trapping patterns

of medium-sized particles display a mixture of these

characteristics, but fall in between the dominating mecha-

nisms and therefore display a lower overall trapping effi-

ciency. Similar results have been observed in simulations

on aerosol deposition [11].

3.3 Influence of Gas Flow Velocity

As would have been expected, the particle trapping effi-

ciency for the smallest particles is highest at the lowest

velocities (i.e. the longest retention times in the substrate).

A longer retention time will add to the probability that

particles have enough time to diffuse into the regions

where van der Waals forces will eventually ‘‘capture’’ them

and bring them to the wall, as the distance covered by

Brownian diffusion is proportional to the square root of

time [28]. Quite naturally, the trend is reversed for larger

Table 2 Particle properties
ID PM type Particle diameter Particle density

A Small particle in nuclei mode 5 nm 1,000 kg/m3

B Typical particle in nuclei mode 10 nm 1,000 kg/m3

C Typical particle in nuclei mode 20 nm 1,000 kg/m3

D Large particle, nuclei/accumulation mode 30 nm 1,000 kg/m3

E Typical particle in accumulation mode 150 nm 640 kg/m3

F Large particle, accumulation mode 250 nm 640 kg/m3

G Particle in coarse mode 1 lm 200 kg/m3

H Very large agglomerate 10 lm 200 kg/m3
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Fig. 2 Trapping efficiency as a function of particle diameter for the

four different gas flow cases
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Figure 4.3: Trapping efficiency as a function of particle diameter for the geometry in-
vestigated in paper II. Cases 1-4 represent four different mean gas flow velocities (24, 17,
12 and 8 m s−1, respectively).

surfaces of the system are included and modeled including the retardation
effects [161]. The gas flow is solved for using LES with the dynamic subgrid-
scale model [68, 69, 162]. In this way, the model is general and therefore
applicable in its presented form to any conceivable filter design irrespective
of the filter channel Reynolds number.

The proposed model is then used to track soot particles of varying prop-
erties through a flow-through filter design with protrusions. It is shown that
there exists a minimum in the trapping efficiency for the intermediate-sized
soot particles (dp ≈ 150 nm), whereas small and large particles are trapped
to a higher extent. The particle trapping efficiency as a function of particle
size is depicted in Figure 4.3.

Moreover, the varying sensitivity of the different sized particles to the
fluid flow field and the non-continuum phenomena is shown to be reflected
in the patterns created by the trapped particles on the substrate walls, as
shown in Figure 4.4. Whereas the smaller particles are trapped evenly on the
available surfaces, the larger particles are concentrated to areas where the
fluid time scale is shortest, i.e. at the protrusions and obstacles in the flow.
As different sized particles are known to have different chemical properties
[10], this has important implications for soot reactivity in different parts of
the flow-through device - and could also possibly be used for optimization of
the distribution of e.g. noble metals in future designs.
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particles: A higher velocity will increase the probability

that a particle will not respond to the changes in the gas

flow fast enough to escape heading straight onto the pro-

trusions, as the tendency to follow the fluid motion is

inversely proportional to the system response time [20].

4 Discussion

Particles are released evenly on a plane at the substrate

inlet. In reality, particles would be more abundant in the

core flow where the mass flow of gas is higher. This leads

to an overestimation of the trapping efficiency. However,

the substrate geometry is ‘‘perfect’’ in the sense that there

are no unintentional edges or welded joints, which leads to

an underestimation of the turbulent characteristics of the

flow and most probably to an underestimation of the

trapping efficiency.

The inclusion of electrostatic effects was omitted in the

current study due to lack of data on particle charge distri-

bution. Since a portion of the particles will probably be

slightly charged, this may act as to underestimate the

particle trapping efficiency.

Particles were assumed to stick at the walls. After the

simulations, each particle wall impaction was analyzed1

using the approach suggested by Dahneke [29]. According

to this analysis, the vast majority of all particles (85% in

average) should have been trapped at the wall as was

simulated. To simulate a particle bouncing back into the

gas phase would be very complex, since the use of a

standard rebound boundary condition assuming spherical

particles and flat walls would most probably produce

erroneous results [20].

5 Summary and Conclusions

Lagrangian particle tracking of soot particles of various

properties has been performed with Large Eddy Simulation

for a computational domain representing a flow-through

substrate with protrusions in an aftertreatment system. It

was found that:

• There exists a minimum trapping efficiency for

medium-sized soot particles (150 nm in diameter) in

this device.

• The dominating particle trapping mechanisms are

Brownian diffusion and inertial impaction.

• Different types of particles are trapped by different

mechanisms. The smallest particles are mostly affected

by Brownian motion, whereas the largest particles are

mostly affected by inertial impaction. The trapping of

soot particles by different mechanisms reflects in that

different types of particles are trapped in different

locations.

• The trapping of small particles is augmented by lower

velocities, while the trapping of larger particles

increases with velocity. Medium-sized particles are

least influenced by changes in gas flow velocity.

These findings imply that in order to obtain a high

trapping efficiency for very small particles, it is

essential that the flow passes close enough to a sub-

strate wall to allow for Brownian deposition, whereas

obstacles and protrusions will increase the trapping

efficiency for the largest particles. The medium-sized

particles will be the main future challenge in flow-

through filter design.
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Fig. 3 Patterns of particle trapping on the internal walls for Case 3: a 5 nm particles (type A), b 150 nm particles (type E), c 10 lm particles

(type H)

1 The reader is referred to [29] for more information. The same

parameter values (e = 99%, z0 = 0.4 nm) were used in this study.
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Figure 4.4: Example of patterns of particle trapping on the internal walls of the geometry
investigated in paper II: a) 5 nm particles, b) 150 nm particles, c) 10 µm particles.

4.4 Paper III

The study reported in paper III deals both with model reduction and design
optimization of flow-through filters.

A sensitivity study of the Lagrangian point-particle equation of motion
from the model presented in paper II is carried out. It is shown that with
little loss of generality, the paper II-model can be significantly reduced in
complexity for the smallest particle sizes. Using an analogy between Brow-
nian motion and diffusion [77], it is shown that the smallest particles can
be represented as a diffusing pseudo-gaseous species. In addition, it is also
shown that the paper II-model can be somewhat reduced for the largest par-
ticles, leading to a division of the particle size range into three distinct groups
for which different sub-models for particle motion may be applied. This new
approach is denoted a hybrid model. The performance of the hybrid model
for a test geometry is illustrated in Figure 4.5.

Although there admittedly is a loss of generality and also of some informa-
tion (e.g. deposition locations) with the hybrid model, the great advantage
is a significant reduction of the computational demand of about one order of
magnitude. The paper III-model therefore opens up for actual optimiza-
tion of flow-through filter design. In particular, since the sub-model for the
smallest particles is the most computationally efficient and the majority of
the soot particles by number are small particles, this model may also be used
as a screening model.

To this end, a number of different flow-through filter designs are investi-
gated using the screening model. A comparison between six different designs
is shown in Figure 4.6. In combination with the unit-cell models for particle
trapping in porous media [119] and a model for soot oxidation [45], also de-
signs with porous parts may be investigated. It is shown that a design with
porous obstacles is especially interesting, as the screening indicates that it
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Figure 4.5: The particle trapping efficiency (E) for a test case geometry in paper III
plotted as a function of the particle size. The proposed hybrid model is in excellent
agreement (within a 95% confidence interval) with the elaborate model from paper II.

could be used to obtain up to 70% particle trapping efficiency of the smallest
particles without imposing a substantial pressure drop. Experimental inves-
tigation will now have to be used in order to assess the performance of such
a design under real-world conditions.

4.5 Paper IV

The lack of accurate modeling frameworks for the tracking of soot particles
inside the pores of a porous material, such as the walls of a DPF, is the start-
ing point for paper IV. The aim is to propose a modeling framework for the
smallest spatial scales of diesel and gasoline particulate matter applications,
that is theoretically based, in contrast to empirical approaches that have to
be fit to each new system with new experimental data.

Therefore, a comprehensive model is proposed for simulations of particle
motion in gas-solid systems where the sizes of the particles are significant to
that of the bounding geometry and to the mean free path of the gas. The
model is general in the sense that it can be used with any multiphase DNS
method of choice, and it is based on a concept where the density is adjusted
to account for rarefication effects. It is derived for unbounded Stokes flow.
A comparison of the model to experimental data and two other theoretical
approaches is shown in Figure 4.7.

In spite of the assumptions of unbounded flow in the derivation of the
model, it compares favorably with much more computationally demanding
DSMC simulations also for bounded geometries when compared to the alter-
nate approach of using a slip boundary condition at the particle surface. Also
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Fig. 16. A summary of the results for Designs 1–6. The pressure drop is plot-
ted against the particle trapping efficiency of 5 nm particles as predicted by the
screening model. For Design 1, the line connects the results of the different chan-
nel diameters. For Design 4, the line connects the results of the different obstacle
permeabilities.

10.6. Design 6

The trapping efficiency of 5 nm particles in Design 6 is 41%. The
pressure drop over the entire channel is then approximately only
489 Pa. This design is thus much better than Design 5, which has the
same trapping efficiency but more than twice the pressure drop.

10.7. Results map

The results can be summarized in a results map, where the
imposed pressure drop is plotted against the obtained trapping effi-
ciency. The best designs will then appear in the lower right of the
diagram. The results map for Designs 1–6 is shown in Fig. 16.

A conventional wall-flow filter would appear in the upper right
of the diagram (high trapping efficiency and high pressure drop).
The pressure drop is very dependent on the current soot content
in the filter, but is typically in the interval 104 to 3 × 105 [19], for
which over 95% trapping efficiency may be obtained.

Most of the designs investigated in the current work are sim-
ilar to designs already available commercially today, or exploit
design features (e.g. porous materials, ultra-thin walls) that have
previously been used in commercial catalysts (albeit differently)
[23–26]. As for the novelties suggested here, we therefore believe
that they are within reach of what is currently manufacturable.

10.8. Inertial effects

The designs were also investigated using the full model of Ström
and Andersson [5] in order to reveal where significant inertial
effects were present. Particles of a size of one micrometer were used
for this purpose. It was found that only in very few circumstances
did these particles possess enough inertia to deviate noticeably
from the fluid streamlines. One such circumstance was however
in the designs with obstacles. Even though there is no significant
effect on the overall particle trapping efficiency, the patterns of the
positions of individual particles revealed by the elaborate model
clearly proves the influence of inertia.

As an illustration, we plot the distribution of particles on the out-
let of the channel with solid obstacles. As can be seen from Fig. 17,
the large particles possess enough inertia to have formed clusters
depending on the exact motion of the fluid streamlines. The screen-
ing model cannot capture the inertial effects and thus predicts an
even distribution of particles over the outlet.
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Fig. 17. Illustration of inertial effects in Design 3 for particles of size 1 �m: par-
ticle distribution at the channel outlet. (The size of the plotted particles is greatly
exaggerated compared to their real size.)

Judging from the clusters of particles in Fig. 17, the flow loops
created by the introduction of obstacles as in Design 3 could
potentially be further optimized to increase the trapping of larger
particles in such a design by properly utilizing this effect.

Whereas it was initially speculated that Design 5 would exhibit
increased trapping efficiency of larger particles due to the ‘tortuous
path’, this was proven wrong when investigated. There was in fact
no significant trapping of larger particles in that design at all.

11. Summary and conclusions

Two radically different models for estimation of the particle
trapping efficiency in an automotive catalyst have been evalu-
ated. The two models are combined into a third, hybrid model
which allows for accurate and computationally efficient predic-
tions of the particle trapping performance of an automotive catalyst
design.

For fast scanning of different designs, the simplified screen-
ing model proposed in this work is recommended. It is shown to
accurately reproduce the trapping efficiencies for small (<50 nm)
particles when compared to the more detailed model.

A number of alternatives to the standard monolith channel
design have been suggested and evaluated using the screening
model. It is shown that there is great potential in several of them to
increase the particle trapping efficiency without radically increas-
ing the pressure drop over the monolith. The optimization of any of
the herein suggested designs could preferably be carried out with
the simplified screening model. The suggested procedure can be
used to single out promising candidates for automotive catalyst
design whilst dramatically reducing the time necessary from idea to
pilot scale testing. In particular, a design with porous obstacles of a
material whose permeability to fluid flow is on the order of 10−9 m2

showed promising results. Provided that adequate experimental
validation can now be obtained, the herein presented method pro-
vides new possibilities for simulation-driven design of automotive
catalysts with soot trapping capabilities.

The current work thus contains both an in-depth study of the
phenomena that governs the performance of these devices, as well
as computationally efficient tools to optimize the devices them-
selves.

Figure 4.6: A comparison of six different designs investigated in paper III. The channel
pressure drop (∆P ) is plotted versus the particle trapping efficiency (E) of 5 nm particles.
Certain variations of Design 4 (a channel with porous obstacles) look especially interesting,
as they appear to have a good balance between the obtained trapping efficiency and
imposed pressure drop.
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Figure 3: Reduction in the drag due to rarefaction for particle motion in an unbounded
flow. Comparison between experimental data (Allen & Raabe, 1982), kinetic theory of gases
(Beresnev et al., 1990), Navier–Stokes with the first order slip boundary condition (Bailey et
al., 2005) and the proposed model.

τp = − t

ln
(
1− up

u

) . (30)

Equation 30 is valid for a particle being accelerated from rest by a fluid of
the undisturbed velocity u (cf. Figure 2). At time t, the current velocity of
the particle is up. The particle has reached approximately 63% of its terminal
velocity at t = τp (which is in fact the definition of the particle response time).
Using equation 30, it is possible to obtain a measure of τp from the simulations.

The results are shown in Figure 3. It is confirmed that the proposed method
reproduces Millikan’s experimental data, and that it outperforms the approach
where a first order slip boundary condition is used over the particle surface.

3.2. Particle acceleration in a cylindrical pore

The second validation case is the creeping motion of a slip particle along the
axis of symmetry of a cylindrical pore. The results from Keh & Chang (2007)
serve as the basis for a comparison with the proposed method. Note that the
motion of a particle in a quiescent fluid at low Reynolds numbers, as studied
by Keh & Chang, is equivalent to the induced motion of an initially stationary
particle due to motion of the surrounding fluid.

The comparison is made for the drag force on the particle as predicted by
the two different approaches, normalized with the Stokes drag force on the same
particle in unbounded flow (denoted by F/F0 in Figures 5–8). In order to obtain
these data from Keh & Chang, the values in their Table 2 are multiplied by the
factor (βa+ 2µg) / (βa+ 3µg). This procedure transforms the normalization
from that of a slip particle in unbounded flow to that of a no-slip particle in
unbounded flow (i.e. the regular Stokes drag).

16

Figure 4.7: Drag reduction due to rarefaction for particle motion in an unbounded flow.
Comparison between experimental data [82], kinetic theory of gases [163], Navier-Stokes
equations with a first-order slip boundary condition [78] and the model proposed in paper
IV.

41



10−2 10−1 100 101
10−2

10−1

100

101

102

Knp

F/
F St

ok
es

 

 

Keh & Chang (2007)
Stefanov et al (2005)
Proposed model

Increasing a/b

Figure 4.8: The normalized drag force on a particle accelerating in slip Poiseuille flow
in a cylindrical pore. The four lines for the model proposed in paper IV and the results
of Keh & Chang [164] correspond to particle-to-pore diameter ratios a/b = 0; 0.2; 0.4 and
0.6. The three lines for the DSMC results of Stefanov et al. [145] correspond to a/b = 0;
0.2 and 0.5.

particle-particle interactions are inherently accounted for. Figure 4.8 shows
the performance of the proposed model in comparison to the slip bound-
ary condition approach and a DSMC method for the case of an accelerating
particle in a cylindrical pore.

The model presented in paper IV makes possible detailed investigations
of the interaction between particle motion and deposition and pore geometry.
It is the aim that this modeling approach will make it possible to derive
mechanistic models for the events that are governing the deposition process.
In this way, it will be possible to construct sub-models for the filtration
process in a given porous material based only on its porous properties (e.g.
pore size distribution, tortuosity, isotropy etc). In addition, it will also be
possible to suggest new properties of porous materials that have not yet been
manufactured, which would be beneficial for the overall filter performance.

4.6 Paper V

Paper V deals with the effects of the transition from turbulent to laminar
flow in the first section of a monolithic reactor for automotive pollution con-
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of the development of the laminar velocity profile to those of the turbulent fluctuations. The time-

averaged outlet concentrations for species A and B with turbulent effects taken into account are

identical to those without turbulence taken into account. This result does therefore not suggest

that turbulent inlet effects have a significant impact on the time-averaged outlet concentration of

gaseous pollutants or the overall deposition efficiency of intermediate-sized particulate matter.

However, it turns out that turbulence does have an effect on the observed transient behavior.

Figure 7 shows a part of the mixed-cup outlet concentration signal of species A from the middle

channel in geometry I. Similar results are found for species B, with the exception that almost all

species B pass through the monolith without depositing (cf. Table 2).
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Figure 7: Outlet concentration signal of species A from the middle channel in geometry I.

The turbulent fluctuations cause variations in the mass-flow rate through the channel, and there-

fore also variations in the retention time for the fluid elements inside the channel. These variations

in retention time translate into variations in the conversion of pollutants. We propose that the fluc-

tuations observed in the outlet concentration of species A could be explained by a combination of

two mechanisms. These mechanisms are depicted schematically in Figure 8. We suggest here that

a part of the fluctuations can be attributed to the effects of the large energy-containing eddies in

front of the monolith. Since these eddies are of a scale ` that is larger than the channel diameter

D, they will act as to transiently divert the flow into the channel in changing directions as shown

in the upper half of Figure 8. The other part of the fluctuations would then be occurring on a time

scale shorter than the life time of the largest turbulent eddies in front of the monolith. We therefore
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Figure 4.9: Outlet mixed-cup concentration of CO from an automotive monolithic reactor
channel where the turbulent-to-laminar transition in the channel is modeled using LES
(from paper V).

trol. The flow field is solved for using LES and the conversion of three types of
species is investigated (under the assumption that conversion is mass-transfer
controlled). Figure 4.9 shows how the outlet concentration of CO fluctuates
in time due to the turbulence of the incoming exhaust gas flow. The power
spectral density of the outlet concentration signal reveals that the dominant
frequencies are approximately in the range 200 - 2000 Hz, which corresponds
to the frequencies of the turbulent fluctuations at the monolith inlet. The
two most dominant peaks are found at approximately 200 Hz and 800 Hz.

Two mechanisms which can explain the observations in Figure 4.9 are
proposed. These are: slow fluctuations, due to turbulent eddies that are
too large to enter the channel, and rapid fluctuations, due to smaller tur-
bulent eddies that penetrate the channels. The mechanisms are illustrated
schematically in Figure 4.10.

In addition, inertial 1 µm particles are tracked in the transitional flow at
the monolith inlet, and it is found that they deposit on the frontal walls but
only to a very low extent inside the channels. However, when deposition has
occurred over a longer period of time, so that bulges have been formed at
the inlet of the channel, particles may deposit also inside the channel.

4.7 Paper VI

In paper VI, it is suggested from correlations that a DOC operating en-
tirely within the turbulent flow regime could exhibit a significant increase
in the number trapping efficiency of particulate matter. A design criterion
is proposed, from which a turbulent design that has the same conversion
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suggest that their cause can be traced to the turbulent eddies of a size small enough to allow them

to penetrate into the monolith channels (cf. lower half of Figure 8).

Figure 8: Two conceivable mechanisms for turbulent inlet effects in monolithic reactors. Above:
A large turbulent eddy affects the inlet conditions to the channel on a time scale related to the life
time of the eddies of this size. Below: A smaller turbulent eddy penetrates the channel and affects
the heat, mass and momentum transfer characteristics of the flow in the channel on a time scale
related to the life time of the eddies of this size.

A snapshot of the velocity field supporting the ideas about the mechanisms illustrated in Fig-

ure 8 is shown in Figure 9. In order to test the hypothesis presented here, we decompose and

analyze the signal of the time-varying outlet concentration of species A, first in the frequency

domain, and then also in the time-frequency domain.

Figure 9: A snapshot in time of velocity vectors from the simulations that support the idea of the
mechanisms suggested in Figure 8. To the left: Large-scale motion upstream the catalyst change
the flow direction into the channels with time. To the right: Inspection of the velocity vectors in a
plane perpendicular to the main flow direction 5 mm into the middle channel reveals flow rotation
which is not present in the laminar case.
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Figure 4.10: Two mechanisms by which the turbulent-to-laminar transition may effect
the conversion of pollutants, as suggested in paper V. Above: Large turbulent eddies
redirect the flow into the channels. Below: Smaller turbulent eddies penetrate the chan-
nels.

Laminar Turbulent

dchannel 1 mm 2 mm
` 0.2 m 1.4 m

Uchannel 10 m s−1 72 m s−1

Re 200 3000
∆P 1900 Pa 48,000 Pa

Table 4.2: Comparison between a laminar and a turbulent monolith at the same conver-
sion of gaseous pollutants at 300◦C, assuming conversion is mass-transfer limited.

of gaseous pollutants as its laminar counterpart may be chosen. Table 4.2
shows a comparison between a laminar and a suggested turbulent DOC that
have the same volume.

The turbulent DOC is then investigated using CFD to assess its perfor-
mance. It is shown that the turbulent DOC complies with the conversion
target set by the design criterion. Furthermore, LES with Lagrangian par-
ticle tracking is performed, which makes it possible to obtain the particle
trapping characteristics. The deposition efficiency is significantly higher in
the turbulent DOC for all particle sizes investigated (cf. Figure 4.11). For a
particle size distribution representative for typical diesel exhaust, the total
number trapping efficiency in the turbulent DOC is approximately 70%.

In summary, the turbulent DOC is shown to have a marked increase in
the trapping efficiency of small particles compared to the laminar one, and
could thus be used to target this specific particle size class and/or to optimize
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Figure 4.11: Total number trapping efficiency for particulate matter in the turbulent
DOC as a function of the particle size: Comparison between the turbulent DOC (LES
results) and the laminar DOC (correlation of Hawthorn [165]). The error bars indicate a
95% confidence interval for the LES results.

the performance of a combined DOC+DPF system. In order for this to be
a plausible industrial solution, an assessment of the value of the decrease
in regeneration frequency and the increase in DPF performance robustness
must be weighted against the possible substantial increase in overall pressure
drop over the combined system.
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Chapter 5

Discussion

5.1 Introduction

In this chapter, three important aspects of the current work are discussed:
verification, validation and qualification. The interplay between these con-
cepts in modeling and simulation are illustrated in Figure 5.1.

By definition [11], verification is the process by which it is made cer-
tain that the solution obtained is in fact the solution to the posed problem,
i.e. that the computerized model is a sufficiently accurate representation of
the conceptual model. Validation is the process by which it is established
whether the computerized model produces results which compare favorably
with experimental findings. In model qualification, the aim is to determine
whether the conceptual model is adequate for the intended level of accuracy
and agreement to be obtained between computational results and experimen-
tal observations.

This chapter will start with a discussion about the numerical simulations,
and then conclude with a discussion about comparisons of the current results
to experimental data from the literature.

5.2 Numerical simulations

Simulations of chemical reactors involving multiphase flow and heat and mass
transfer effects are rarely done on the full system level except with very crude
or reduced models. In contrast, in-depth research on such systems is gener-
ally constrained to the appropriate unit problems into which the full system
can be divided. The current work evidently deals with the unit problem of
particulate flow in aftertreatment systems. For this subsystem, numerical
simulations (DNS, in particular) are known to provide valuable information.

47



REALITY

COMPUTERIZED 
MODEL

CONCEPTUAL 
MODEL

Verification

Validation

Qualification

Analysis

Programming

Simulation

Figure 5.1: Illustration of the different phases of modeling and simulation and the roles
of verification, validation and qualification [cf. 11].

It is open for discussion to what extent numerical simulations can produce in-
formation which is generally valid (i.e. to what extent the simulation results
may be validated by experiments) and to what extent they merely produce
a higher level of understanding and knowledge, which is necessary in the
forthcoming stages of building models for the whole system.

5.2.1 Validation of CFD simulations

CFD simulations may be categorized into three levels of increasing accuracy
requirements: depending on whether they are supposed to provide qualitative
information, incremental quantities or absolute quantities [166]. The reason
that incremental quantities can be determined with a lower degree of accuracy
than absolute quantities is the effect of cancelation of errors in an incremental
comparison.

The possibility of complex interactions, where multiple errors or inac-
curacies may cancel one another, renders validation of a CFD code in the
strictest sense almost impossible [11]. In general, code validation is often per-
formed continually in an empirical manner, where the computational model
is tested in more and more situations as reliable experimental data with
well-documented experimental uncertainties becomes available. Such valida-
tion of parts of the current work is currently being planned and is discussed
further in section 7.
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5.2.2 Numerical experiments

As discussed in chapter 3.2, the Navier-Stokes equation and the continuity
equation combined contain the exact solution to a fluid flow problem, pro-
vided that they are solved on a sufficiently fine computational mesh and with
a sufficiently short time step. DNS is therefore generally referred to as a tool
for numerical experiments [167, 168], and much of the current state-of-the
art insight into particle transport phenomena has been obtained using DNS
rather than experiments [92–96].

5.2.3 Influence of modeling assumptions

Whenever a numerical simulation is performed that is not a DNS, there is a
certain level of approximation involved in solving the aerodynamic problem.
Where LES is used in the current work, it is always with a very high reso-
lution, in the sense that the effect of the unresolved scales on the resolved
scales is small. The gas flow field obtained with LES should therefore agree
well with that of a DNS.

However, when Lagrangian particle tracking is used with LES, there is
also an effect of the unresolved scales on the particle motion which must be
assessed. This effect is more pronounced for particles whose Stokes numbers
are much smaller than unity [102]. In short, the results become sensitive to
the fact that the fluid velocity as seen by the particles is in fact a modeled
variant of the spatially filtered velocity, and not the actual physical velocity
[169]. However, as shown by Marchioli et al. [103], it may not be sufficient
to introduce the correct amount of velocity fluctuations to the velocity field
experienced by the particles, as the near-wall accumulation predicted still
may be inaccurate. In addition, the performance of the dynamic subgrid-scale
models for LES in the dissipation range of the turbulent energy spectrum is
dubious, since they tend to overpredict the subgrid-scale eddy viscosity in
the limit of complete spatial resolution [170, 171].

However, the main focus of the current work is on the particle deposition
process, where the events in the near-wall region are believed to be the rate-
limiting step [92, 93, 95, 98]. Since whenever LES has been used, care has
been taken to completely resolve the near-wall flow-field, the effects of the
unresolved scales on the deposition process have been kept to a minimum.

Where RANS-based models are used for the continuous phase, it is not to
be expected that absolute quantities can be obtained unless the simulation
setup is tuned to experimental data for the specific flow situation. Quali-
tative information and incremental quantitative results for mean (averaged)
properties may however be possible to obtain.
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The most significant assumption made in the current work regarding the
particles is most probably that they are assumed to be spherical. Devia-
tions from the spherical shape will affect predictions of particle motion and
diffusivity, and introduce a dependence of the motion on the particle ori-
entation. In diesel particulate matter applications, the accumulation mode
particles are known not to be spherical. However, it has been shown that,
for the typical conditions in an aftertreatment system and the sizes of these
particles, the particles will behave more or less like spheres with the same
projected area [172]. In addition, the ratio of the maximum to the minimum
mobility diameter for typical aerosol agglomerates is less than 1.2 [172], and
effects of particle orientation are therefore small. It is thus concluded that
the assumption of spherical particles is acceptable.

5.3 Experimental validation

5.3.1 Urea-SCR

The approach taken to the modeling of urea decomposition in paper I has
recently been compared to the experimental data of Wang et al. [173] by
Lundström et al. [174], and it outperforms the often cited approach taken
by Birkhold et al. [156]. However, a theoretically derived model for urea
evaporation has recently been proposed which compares more favorably with
the experimental data [174].

The modeling approach that the evaporation of water takes place at tem-
peratures below the melting point of urea, and the decomposition of urea only
at higher temperatures, has been experimentally confirmed by Lundström et
al. [175].

The model presented in paper I should thus be applicable if qualitative
information or incremental quantities are sought for the droplet-gas interac-
tion. For this model to provide information on the full system, a wall-film
model and an approach to turbulent dispersion that have been experimen-
tally validated for the urea-SCR system will be necessary. Simulations of
an entire urea-SCR system, including the catalyst brick, are then preferably
performed using the so-called porous medium approach [176].

5.3.2 Particle deposition efficiencies

The theoretically estimated particle deposition efficiency curve of Johnson &
Kittelson [88] agrees well with the test geometry results in paper III. This
confirms the qualitative validity of both the hybrid model and the elaborate

50



model, and verifies their implementation.
Experimental data on particle filtration efficiencies are more common in

the literature for wall-flow filters. Yang et al. [140] measured experimen-
tally the particle filtration efficiency from the outlet channel of a DPF with
nearly spherical laboratory-generated particles. They found a minimum in
the particle trapping efficiency for intermediate-sized particles (between 80
and 200 nm). Similar results, with minima around 100 nm, have been ob-
served experimentally by Konstandopoulos & Papaioannou [19] and Bensaid
et al. [177]. These results are consistent with the qualitative characteristics
of particle deposition reported in the current work.

Abd-Elhady et al. [25] concluded from experiments that there exists a
critical velocity, below which extensive fouling of EGR coolers takes place.
The particle size in their experiments was 130 nm, with a standard deviation
of 55 nm and additional smaller concentration peaks in the 10 - 100 nm
range. Their conclusion, that the flow velocity past the EGR cooler should
be as high as possible in order to minimize the deposition of particles, is well
explained by the models presented in the current work. The results from
papers II and III clearly show that for particles of this size, deposition is
likely to occur mainly by Brownian motion, and that such deposition may
be counteracted by an increase in the gas flow velocity past the surface.

5.3.3 Turbulent-to-laminar transition

The study on the effects of the turbulent-to-laminar transition at the inlet
of a monolithic reactor in paper V was motivated by experimental findings.
Here, the numerical simulations provide a way to obtain a deeper theoretical
understanding of the phenomena of interest. Moreover, in paper V it is con-
cluded that most of the deposition of inertial particles will take place on the
frontal walls of the monolith. This result is supported by additional experi-
mental observations not cited in the paper. It has for example been observed
that the total inlet front face may become blocked by soot at unfavorable
combinations of soot and NO2-concentrations [54].
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Chapter 6

Conclusions

In the current work, computational models for simulations of particulate
flows in aftertreatment systems have been developed. These models have
been used for numerical simulations, from which new insight into the flow
of particles and droplets in aftertreatment systems has been obtained. The
main conclusions are summarized below.

A computationally efficient hybrid model has been presented, in which
the particulate matter is divided into three groups depending on their diam-
eter. This model has been shown to be as accurate as a considerably more
elaborate model (also proposed within the current work) when it comes to
estimations of the particle trapping efficiency, but much more computation-
ally efficient. Using the hybrid model, detailed investigations of the particle
trapping characteristics of arbitrarily designed flow-through devices may be
performed.

A sub-model to the hybrid model can be used for screening and opti-
mization of flow-through devices. In combination with established models
for particle trapping and oxidation in porous media, the screening procedure
can also be used for devices with porous part. A number of different de-
signs have been evaluated and promising candidates have been identified for
prototype testing, most notably a design with porous obstacles.

The challenging task to simulate the motion of particles in pores, where
the particles are significant in size both to the pore geometry and to the mean
free path of the gas, has been analyzed and a novel multiphase DNS method
has been proposed. Within this newly proposed framework, simulations of
particle motion can be performed with higher accuracy than with a slip
boundary condition approach, but at a much lower computational cost than
with a molecular technique.

Results from the numerical simulations performed within the current work
has elucidated the dependence of the motion of the various sizes of particulate
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matter on the different mechanisms for particle transport and deposition. It
has been shown that different sized particles deposit in different locations in
flow-through devices, something which may be taken advantage of in flow-
through filter design. Furthermore, the effect of the gas flow streamwise
velocity on the deposition process has been made clear. In order to enhance or
avoid deposition of particulate matter, the velocity should be either increased
or decreased, depending on the particle size.

Furthermore, the effects of turbulence on the particle transport and depo-
sition in aftertreatment systems have been studied. It is shown that a DOC
operating within the turbulent flow regime will have a significant increase
in the trapping of particles, at the cost of a much higher pressure drop. As
the turbulent DOC may be used to target specifically the smallest fraction of
diesel or gasoline particulate matter, it can become an interesting alternative
in the forthcoming attempts to comply with the new, number-based emission
legislation.
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Chapter 7

Future work

A natural continuation of the present work is to perform experiments for
the validation of the models proposed and used in papers II and III. Such
experiments are currently being planned. In addition, it is also the aim to
obtain experimental validation of the results from paper VI.

One of the main future challenges for computational models for partic-
ulate flow in flow-through devices will be the inclusion of soot migration
phenomena1 and the incorporation of possible blow-off effects during engine
transients.

Further research within the field of urea-SCR, in particular the develop-
ment of a wall-film model applicable to the urea-SCR system, is the focus of
ongoing research in the group. Experiments will be conducted to determine
the extent and location of wall-wetting. This experimental data can also be
used for validation of the chosen set of CFD models and sub-models.

The forthcoming academic challenge in the research on particulate filters
is to connect the particle transport and deposition on the channel scale to the
transport and reaction on the wall and pore scales. Models for particulate
flow, such as the ones discussed in this thesis, can provide detailed boundary
conditions to sub-models for the smaller spatial scales. An in-depth under-
standing of the phenomena taking place on the smallest scales of the diesel
particulate matter filtration devices will be necessary to construct accurate
and theoretically based sub-models. However, it is only with the aid of such
models that the vision of simulation-driven a priori -design of advanced fil-
tration materials with optimized positioning of the catalytically active sites
can eventually be realized.

Two fundamental issues that will be possible to address once a proper
theoretical foundation for the discussed sub-models has been laid are the

1Preliminary attempts have already been carried out at the department [178].
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degree of soot-catalyst contact and the ash problems. The former is known
to be one of the most significant factors effecting the rate of soot oxidation
and the latter is, together with thermal degradation, the most severe threat
to the function of the particulate filter during ageing.

In summary, this thesis work aspires to provide important and valuable
details to the engineering toolbox that will be needed to solve these upcoming
issues. In addition, it can hopefully contribute to a deeper insight into the
complex system that an exhaust gas aftertreatment system represents, by
providing analyses of the particulate flow unit problem.
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Nomenclature

Latin letters

a/b particle-to-pore diameter ratio
Cc Cunningham correction factor
CD drag coefficient
d diameter
dp particle diameter
E number deposition efficiency
g gravitational acceleration
k turbulent kinetic energy
` length of monolith
L characteristic length scale
mp particle mass
mf mass of fluid displaced by particle
n unit outward normal
p pressure
P mean pressure

∆P pressure drop
p filtered pressure
t time
U mean gas phase velocity
u instantaneous gas phase velocity
u filtered gas phase velocity
up particle velocity
Ur relative velocity between particle and gas
x spatial coordinate
xp particle position
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Greek letters

δ Dirac delta function
ε turbulent dissipation rate
λ mean free path of the gas
µ gas phase molecular viscosity
µt gas phase turbulent viscosity
ρ gas phase density
ρp particle density
τp particle response time
τs system characteristic time scale
ω turbulent specific dissipation rate

Subscripts and superscripts1

′ fluctuating quantity
channel monolith channel

i coordinate direction (i = 1, 2, 3)
j coordinate direction (j = 1, 2, 3)

Stokes Stokes flow regime

Dimensionless numbers

Kn = λ/L Knudsen number
Knp = 2λ/dp particle Knudsen number
Re = ρLU/µ Reynolds number
Rep = ρdpUr/µ particle Reynolds number
St = τp/τs Stokes number

1Einstein notation is used throughout this thesis.
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