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Abstract

Today’s high demand for increasing the data transmission rate motivates a great chal-
lenge to improve the spectral efficiency of fiber-optical channels. In order to achieve a
higher spectral efficiency, exploiting an advanced coded modulation scheme is inevitable.
Since a general fiber-optic link is a non-Gaussian channel with nonlinear behavior, new
coded modulation schemes need to be designed for these non-Gaussian channels. The
performance of many binary classic codes such as Reed-Solomon and capacity-achieving
codes such as low density parity-check codes and turbo codes, originally designed for the
additive white Gaussian noise channel (AWGN), has been evaluated in fiber-optical chan-
nels. However, the design of error-correcting codes for such a non-Gaussian fiber-optical
channel is complicated and is not well investigated in the literature.

Multilevel coded modulation (MLCM) uses low complexity multistage decoding,
which is a suitable structure for a very high-rate fiber-optical communication system.
We propose a new rate-allocation method for the MLCM scheme [Paper A] based on the
minimization of the total block error rate. The proposed approach uses Reed–Solomon
component codes and hard decision multistage decoding.

A multidimensional MLCM system with an N-dimensional constellation constructed
from the Cartesian product of N identical one-dimensional constellations is introduced in
[Paper B]. According to our analysis, the multidimensional scheme shows better trade-off
between complexity and performance than a one-dimensional MLCM. Exploiting the re-
sults in Papers A and B, we present a novel MLCM scheme for a non-Gaussian dispersion-
managed fiber channel [Paper C]. This MLCM scheme is designed with a ring constel-
lation and nonlinear post-compensation of the self-phase modulation produced via the
Kerr effect. In this scheme, a new set partitioning based on the Ungerboeck approach is
introduced to maintain unequal error protection in amplitude and phase. In contrast to
AWGN channels, increasing the minimum Euclidean distance is not a valid criterion to
design a coded system for such fiber-optical channels.

Finally, the joint probability density function of the received amplitudes and phases
of a dispersion-managed fiber-optical channel is derived in [Paper D]. This analysis is
performed for dual-polarization transmission with both lumped and distributed amplifi-
cations. The derived statistics can be used to design an ML receiver for data transmission
systems in these channels.

Keywords:

Dual polarization, fiber-optical communications, multilevel coded modulation, multidi-
mensional set partitioning, nonlinear phase noise, rate allocation, signal statistics of
nonlinear phase noise, self-phase modulation
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Chapter 1

Introduction

Digital communication has attained a vital role in the infrastructure of modern soci-
ety, from multimedia broadcasting to advanced military communication systems. The
foundation of rapidly growing information technology, one of the greatest engineering
achievements of the twentieth century, was begun by Shannon [1] in 1948. According
to his theorem, data transmission over a noisy channel is possible with an arbitrarily
chosen low error rate at finite signal power as long as the transmission rate (coding rate)
is not greater than a certain constant, called the capacity of the channel. Conversely,
error-free transmission is impossible if one uses a transmission rate which exceeds the ca-
pacity of the channel, regardless of the exploited transmission scheme. However, Shannon
did not introduce any practical approach to designing such a capacity achieving system.
Since then, tremendous efforts were initiated to devise appropriate schemes for practical
implementation.

In the design of a data transmission system, the required power, spectrum bandwidth,
and complexity for a reliable transmission need to be taken into account. Much effort was
devoted to optimizing these factors simultaneously. However, there is always a trade-off
in fulfilling all these parameters together.

Among different available data transmission systems, fiber-optical communication
systems have introduced significant changes in the telecommunications industries. These
systems were first developed in the 1970s and they have played a major role in the
drastic development of information technology. Due to their superiorities over electrical
transmission systems, optical fibers have extensively replaced copper wire links in net-
works. As the demand for higher rates continues to increase rapidly at about 60% per
year [2], many studies on the capacity of optical networks have been presented (see [3]
and references therein).

Traditional error correcting coding manipulates the information bits and adds some
parity bits in order to recover these bits after receiving them with some errors. Such
coding methods were introduced in the mid-1990s for fiber channels, typically using
7% redundancy (parity) bits. However, codes with higher redundancy (on the order of
25%) have mostly been used in long-haul systems so far. In these schemes, coding and
modulation units operate independently.

The superiority of applying join channel coding and modulation scheme to increase
the performance of a system was already known in the 1960s [4]. The combination
of modulation and convolutional codes with soft Viterbi decoding was introduced by
Ungerboeck [5]. In his pioneering work [6], he suggested a concept of set partitioning
of a signal set in a so-called trellis coded modulation (TCM) scheme. Set partitioning
means splitting a signal set into smaller subsets by increasing the minimum Euclidean
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distance (MED) within the subsets. Independently, Imai and Hirakawa [7] proposed
a multilevel coded modulation (MLCM) scheme based on multistage decoding. The
idea behind MLCM is to convert a single channel with multilevel modulation format to
some parallel channels with binary inputs. These parallel channels corresponding to the
particular binary labeling (set partitioning) need different error protections (code rates).
The MLCM scheme proposed unequal error protection of the parallel channels; e.g., the
channel with higher capacity should be protected by higher rate code.

The main aim of this report is to design a coded modulation scheme for a fiber optical
channel. In general, a fiber channel is a non-Gaussian channel, and there is no standard
design framework for a coded modulation scheme in the literature for such channels.
The well investigated MLCM techniques need to be adapted or redesigned for this new
channel; e.g., maximizing the MED of the system is not a valid criterion anymore for this
channel, even in high signal-to-noise ratio (SNR).

To facilitate the understanding of the included contributions in this report, we first
exploit a unified scheme to describe coded modulation techniques [8–10] for the additive
white Gaussian noise (AWGN) channel in Chapter 2. With special interest for an optical
link, we describe an MLCM scheme and its extension to multidimensional signal sets.
Multidimensional MLCM shows better trade-off between complexity and performance in
comparison to one-dimensional MLCM.

A general model of a fiber optical channel is investigated in Chapter 3. Statistics
of the received signal in a dispersion-managed fiber link are also studied to introduce
compensation techniques based on electronic digital signal processing. In Chapter 4, after
reviewing proposed data transmission systems for a fiber optical channel with different
impairments, a new coded modulation scheme is introduced for a non-Gaussian channel.
Finally, Chapter 5 concludes the discussion and introduces some open problems in the
field for future study.



Chapter 2

Coded modulation in

additive white Gaussian

noise channels

1 Introduction

Coded modulation is a joint coding and modulation scheme which considers the impair-
ments of a channel. One advantage of coded modulation is that the joint design gives us
more freedom in optimizing the total performance of the system. The combination of a
bandwidth efficient modulation format and a forward error correcting code can achieve
coding gain without bandwidth expansion or reducing data rate. The redundancy needed
for error control codes comes from constellation expansion. This technique has had ap-
plications in band-limited channels such as voiceband telephone, terrestrial microwave,
satellite and mobile channels [11–14].

Traditional approaches in the design of coded modulation systems were focused on
the minimum Euclidean distance (MED) and asymptotic gains [7, 15], while exploiting
techniques from information theory have changed these design criteria [16]. It is proved
in [17] that multilevel coded modulation (MLCM) together with multistage decoding
(MSD) suffices to approach the Shannon channel [1] capacity if the component code
rates are properly chosen.

In fact, not only MED of the generated symbol sequences plays an important role in
the performance of a system with multilevel modulation format, but neighboring coeffi-
cients [18] (the average number of the sequences with the same Euclidean distance form
each generated sequence) [18] show significant effects, especially in a low signal-to-noise
ratio (SNR) regime [19–21].

A coded modulation scheme can be modeled as a mapping unit that transforms a
sequence of information bits to a sequence of symbols from a multidimensional constel-
lation. Consider k information bits as the input of this unit and its output with n
N-dimensional symbols1. The design criterion for the optimum N-dimensional constella-
tion in the additive white Gaussian noise (AWGN) channel [8, 10] for high SNR regimes

1One may assume a more general case which is a mapping from k bits to an nN-
dimensional symbol.
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kk
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Tx Rx
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Figure 2.1: An N-dimensional coded data transmission system with k
input information bits and k detected bits.

is to maximize the MED for a given average energy of symbols and a given spectral effi-
ciency or a cardinality (number of elements of the set) of the constellation. This problem
is well known as sphere packing [22, 23] in mathematics.

Densest sphere packing is defined as an arrangement of non-overlapping identical
spheres which fill an N-dimensional space with as large a proportion of the space as
possible. The proportion of the space filled by the spheres is called the density of the
arrangement [23]. In a lattice arrangement, the centers of the spheres have a regular
structure which only needs N vectors (generator matrix) to be uniquely defined (in an
N-dimensional Euclidean space). The optimum constellation with large enough cardi-
nality for high SNR regimes [24] is the extracted constellation from an N-dimensional
lattice constructed by the densest sphere packing in the N dimensions. The average
energy and the cardinality constraints should be fulfilled such that in cutting out this
constellation from the original lattice (with an infinite number of signals), the maximum
MED is yielded. This optimum constellation gives a nonuniform distribution (proba-
bilistic shaping) for elements of N-dimensional symbols in each dimension [25–27]. The
optimum distribution for these elements in terms of achieving capacity is the Gaussian
distribution [28], which can be attained as N → ∞. In [29] and [30], some schemes were
proposed for 2, 4, 8, 16, and 24 dimensions.

A sub-optimum scheme can be a combination of an independent probabilistic shaping
and a coding unit. The probabilistic shaping maps the block of k information bits to nN
unequally likely (shaped) symbols. These symbols are selected from a one dimensional
pulse amplitude modulation (PAM) constellation. Then, the coding unit encodes these
symbols to generate an encoded sequence of symbols with a larger MED. Although some
practical systems are built based on this scheme [13], there is no general framework for
the design of such a system in the literature.

In this work, the probabilistic shaping is neglected and the analysis is performed
solely for a coding unit which receives a block of k information bits and maps them to
the n coded N-dimensional symbols. Moreover, because the probabilistic shaping will
be ignored, the N-dimensional constellation can be modeled as an N-fold product of
one-dimensional constellation with itself [31, 32].

1.1 Equivalent parallel channels

Consider a general coded data transmission system with a block of k input bits U in
Fig. 2.1. These k bits are mapped to a block of n symbols S in the transmitter (Tx).
These symbols are selected from an N-dimensional constellation with cardinality 2NL.
Then, this symbol block S is transmitted through a memoryless AWGN channel, which
adds a discrete-time noise vector Z with variance N0/2 in each dimension. Finally, the

receiver Rx detects a block of k bits Û . As was pointed out in Chapter 1, the units Tx
and Rx should be determined such that this data transmission system can perform close
to the Shannon capacity with affordable complexity.

Before going into the details of these units, we start with a simple case which is
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Z
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Figure 2.2: An uncoded N-dimensional symbol transmission.

solely an uncoded modulation scheme with n = 1 and k = NL. As shown in Fig. 2.2,
the uncoded scheme receives k = NL bits V1, V2, . . . , VNL and then the mapping unit
T selects an N-dimensional symbol S from the constellation C with cardinality of 2NL,
exploiting these NL bits.

Here we neglect the probabilistic shaping described in the introduction. Therefore,
the N-dimensional constellation C can be assumed as a Cartesian product of N equal
one-dimensional constellations A with cardinality 2L. This implies that the Tx unit
maps k information bits to N selected symbols from a one-dimensional, e.g., PAM con-
stellation A. We call this scheme an N-dimensional coded modulation system in the rest
of this report. Here, we exploit the parallel channel approach introduced in [17, 33, 34].
According to Fig. 2.2, the selected symbol S is transmitted through an AWGN channel
which adds the discrete noise vector Z with variance N0/2 in each dimension and the
channel output is Y = S + Z.

The constrained capacity CCM [35], can be written by

CCM , I(S;Y ) = I(V1, . . . , VNL;Y ), (2.1)

where I(S;Y ) denotes the mutual information between variables S and Y . Using the
chain rule [17, 35], this channel can be modeled as NL parallel channels with the inputs
Vi, i = 1, . . . , NL and the output Y [17, 33, 34]

C =
NL
∑

i=1

I(Vi; Y |V1, . . . , Vi−1),

,

NL
∑

i=1

Ci, (2.2)

where Ci = I(Vi; Y |V1, . . . , Vi−1) is the constrained capacity of the parallel channel i
provided that the transmitted bits of the channels 1, . . . , i− 1 are given.

Alternative parallel channels modeling approach is based on using NL parallel, inde-
pendent decoding of the individual layers (PDL) [17, 34], in which each channel has no
information from the input bits of the other channels. The terms parallel channels and
layers are used interchangeably in this report. The achievable capacity in this case is
CPDL =

∑NL
i=1 I(Vi;Y ). It can be shown that I(Vi; Y ) 6 I(Vi; Y |V1, . . . , Vi−1) [17], im-

plying CPDL 6 CCM. The gap between CCM and CPDL strongly depends on the selected
labeling of the constellation symbols. Caire et.al [34] showed that the gap between CCM

and CPDL is surprisingly small with Gray labeling. However, the first scheme (based on
(2.2)) is significantly superior to PDL for a finite length code [17].
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1.2 Standard coded modulation techniques

We exploit the parallel channel concept to illustrate different coded modulation tech-
niques in the AWGN channels. Consider the unit T , which is a mapping to produce a
sequence of symbols from a sequence of input bits. The simplest way to add coding to this
uncoded modulation scheme is to encode the information bits by an error-correcting code
and then split the encoded stream into segments of length NL bits sequentially. Then each
segment is mapped to an N-dimensional symbol. This method, which is the traditional
structure of systems with forward error correcting codes, is based on a concatenation of
an independent error correcting code and a modulation unit with cardinality 2NL. The
method yields suboptimal performance because the previously introduced parallel chan-
nels have different constrained capacities for a specific SNR (SNR must not be too high),
and it is not considered as coded modulation.

One may instead follow an improved approach by protecting the bits of the channels
with lower constrained capacities Ci (bad channels) more than high capacity channels.
In other words, in the transmission of coded bits with a single encoder, equally protected
bits will experience different channels, i.e. some bits have higher protection than required
for the exploited channel and some other bits encounter errors because the code rate [35]
is higher than corresponding capacity Ci. Therefore, according to the converse of the
channel coding theorem (see Chapter 1), the traditional coded systems are suboptimal.
It can be concluded that these parallel channels need unequal error protection. This
insight was first used by Ungerboeck [5, 6] in 1976 and then with a different approach by
Imai and Hirakawa [7, 36] in 1977. Here, we explain the three main categories of coded
modulation schemes2 exploiting the equivalent parallel channels approach.

Multilevel coded modulation (MLCM)

The basic idea behind MLCM is to exploit an unequal error protecting technique that
uses component codes with different rates in layers 1, . . . , NL. In contrast to the capacity
achieving MLCM scheme [17] based on (2.2), MLCM originally was proposed to maxi-
mize the asymptotic minimum Euclidean block distance (MEBD) of the system [7, 36].
Consider that the uncoded MEDs of the constellations for different parallel channels are
known for a particular binary labeling (mapping T ). Since the MEBD of the scheme
depicted in Fig. 2.2 is the minimum MEBD of the layers, the maximum MEBD can be
attained by making the MEBD of these layers equal (see Section 3.2). The squared MEBD
of each layer is the product of the minimum Hamming distance of the exploited code and
the squared uncoded MED of the corresponding layer. Therefore, it was suggested that
the Hamming distances of the different layers be assigned such that the MEBD of the lay-
ers are equal. MLCM has been shown to be a capacity achieving scheme theoretically [20]
and through simulations [17].

An interesting feature of MLCM is the possibility of exploiting a multistage detector
according to (2.2) (see Fig. 1.1(b)). The first layer can decode the received block indepen-
dently from other layers, then the second detector uses the output from the first detector
to decode the transmitted bits in this layer. This sequential decoding is followed for
the rest of the layers. The multistage decoder has lower complexity than the maximum
likelihood (ML) detector. However, it shows a performance degradation in comparison
to ML detector.

Trellis coded modulation (TCM)

Ungerboeck [5, 6] introduced a new binary labeling based on the set partitioning tech-
nique. The parallel channels resulting from set partitioning have ascending capacity
values. The early layers (with smaller indices) have lower capacity values than the layers
with indices close NL. The original version of TCM splits the information bits into two

2One may assume the continuos phase modulation as a fourth category of this family.
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groups of layers, where the first group is protected by a convolutional code while the
second group remains uncoded (see Fig. 2.3). Although this scheme can be decoded by
MSD, Ungerboeck proposed an ML decoder. This decoder first decodes lower layers for
all possible bit values of higher layers and then exploits these decisions to do ML decoding
of lower layers by the Viterbi [10] algorithm.

Bit-interleaved coded modulation (BICM)

Zehavi [33, 37] proposed the BICM scheme by adding an interleaver between the en-
coder and the mapping unit T to distribute the coded bits on different parallel channels
uniformly. The block diagram of a BICM scheme is shown in Fig. 2.4. Caire et al. in-
troduced [34] the PDL approach for BICM based on the uniform distribution of encoded
bits in different channels. Hence, for sending each encoded bit, a channel is selected
among parallel channels uniformly (the probability of using each channel for sending a
specific encoded bit is 1/NL).3 In other words, the encoded bits at the input of interleaver
experience the same channels on average.

BICM was originally proposed to use the channel diversity in order of a bit period.
Since different bit positions in a binary labeling experience different channels4, one may
improve the performance of the system by exploiting the diversity in these channels.
Interleaving within each labeling bits can yield this diversity. Hence, BICM is superior
to TCM and MLCM for fading channels5 [34, 37]. More detailed information on BICM

3Here, we assumed an infinite length interleaver.
4Similar to a circumstance that a stream of bits has in a fading channel [37].
5Without channel state information at the transmitter.
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Figure 2.4: BICM block diagram.

can be found in [38, 39].

The suitable coded modulation scheme for fiber-optical channels

In this work, we focus on MLCM rather than the two other main categories of coded
modulation techniques, TCM and BICM, for the following reasons:

• A multistage receiver of the MLCM system is an attractive feature for very high
speed data transmission links such as fiber-optical channels;

• The MLCM scheme is not as sensitive as the BICM scheme to the hard decision
decoding [17] that is commonly used in fiber-optical channels;

• MLCM has not been well investigated for fiber-optical channels.

2 MLCMwith multidimensional set partition-

ing

The MLCM system consists of NL layers (component codes) with the same block length
n but different code rates Ri and Hamming distances δi for layer i. In the system
model shown in Fig. 1.1, the demultiplexing (DEMUX) unit splits the input bit vector
U of length k bits into NL vectors U1,. . . ,UNL of lengths k1,. . . ,kNL, respectively, where
∑NL

l=1 kl = k. The component codes CC1, . . ., CCNL encode these vectors into NL code
vectors V 1, . . . , V NL of length n. An N-dimensional mapper unit T , designed by a set
partitioning algorithm, maps NL encoded bits at each time instant to an N-dimensional
symbol S.

The channel model is a discrete-time memoryless AWGN channel with noise variance
N0/2 in each dimension. A multistage decoder (MSD) with soft or hard decision is
applied in the MLCM receiver (see Fig. 1.1). We denote the normalized uncoded MED
of the layer i by di (normalized with

√
2ηEb, where Eb is the average bit energy and η is

the spectral efficiency of the system).
In general, an arbitrary labeling of the constellation symbols can define the mapping

function T in Fig. 1.1, but Ungerboeck and block set partitioning [17, 40] provide a sim-
pler receiver structure for the MSD. In this section, we propose a new algorithm for set
partitioning of a multidimensional constellation [Paper B] based on the set partitioning
of its one-dimensional constituent constellation. It is also shown that the multidimen-
sional constellation has a better trade-off between complexity and performance than
one-dimensional constellations [Paper B].

The one-dimensional constellation A with a normalized MED of d0 and cardinality of
2L can be set partitioned into two subsets A0 and A1 with normalized uncoded MEDs of
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Û1

Û2
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2d0. Each of the subsets A0 and A1 can be further set partitioned into subsets A00, A01,
A10, and A11 and so on, up to L steps with subsets Ax1,...,xL

, xi ∈ {0, 1}, 0 < i ≤ L (the
same notation as in [17] and [30]). The set partitioning of an N-dimensional constellation
C = AN , based on the subsets of the one-dimensional constellation A and the (N − 1)-
dimensional constellation C′ = AN−1, can be written as

C0 = A0 × C′
0 ∪ A1 × C′

1

C1 = A0 × C′
1 ∪ A1 × C′

0

C00 = A0 × C′
0 , C10 = A0 × C′

1

C01 = A1 × C′
1 , C11 = A1 × C′

0

C000 = A00 × C′
00 ∪ A01 × C′

01

C001 = A00 × C′
01 ∪ A01 × C′

00

...

assuming that a set partitioning of C′ into C′
0, C′

1, C′
00,. . . is available. For N = 4,

provided that A is a PAM constellation labeled by the natural binary code, this method
generates Wei’s set partitioning [41] approach for four-dimensional QAM. Applying the
above recursive approach in NL steps, we can do set partitioning of any N-dimensional
constellation AN .

Example 1 : For 16-PAM2(16-QAM), which is the Cartesian product of two 4-PAM
constellations, the set partitioning is done in four steps. In other words, we need four
bits to label each symbol from this two-dimensional constellation. If the the first bit of
labeling is 0 we proceed with

C0 = A0 ×A0 ∪ A1 ×A1,

and if this bit is 1, we consider

C1 = A0 ×A1 ∪ A1 ×A0.

In the next step we assume the first bit was 0 (due to symmetry, one may follow for the
first bit equal 1 in a similar way). Now, if the second bit of the labeling is 0, we proceed
the mapping into

C00 = A0 ×A0 , C10 = A0 ×A1

and if it is 1, we move forward to

C01 = A1 ×A1 , C11 = A1 ×A0.

This procedure is proceeded in L steps to end up with 2L (N = 2) labeling bits or layers
or until one reaches subsets with single point inside them.

Definition: The average number of adjacent symbols of a constellation symbol at the
distance of the uncoded MED is the neighboring coefficient of the constellation [18, 19]
and [Paper A].

The uncoded MED and the neighboring coefficient of each layer are determined by
the constellation symbols labeling or the set partitioning method. The neighboring coef-
ficients are used to compute the block error rate of different layers of an MLCM scheme
in Section 3.3.

Example 2 : Table 2.1 shows the four early steps of this set partitioning for an MLCM
scheme with N = 4 and 4-PAM as a one-dimensional constituent constellation. The
neighboring coefficients of this constellation are 6, 9, 9

2
, 81

16
, 4, 4, 2, 1, and 1

10
, 2

10
, 2

10
,

4
10

, 4
10

, 8
10

, 8
10

, 16
10

are the squared normalized uncoded MEDs (see Section 2) of layers
1, . . . , 8.
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Table 2.1: The early four layers of set partitioning of the 256-PAM4

constellation.

four-dimensional constellation V1 subsets V2 subsets

A×A×A×A

0 A0 ×A0 ×A0 ×A0 0 A0 ×A0 ×A0 ×A0

0 A1 ×A1 ×A1 ×A1 0 A1 ×A1 ×A1 ×A1

0 A1 ×A1 ×A0 ×A0 0 A1 ×A1 ×A0 ×A0

0 A0 ×A0 ×A1 ×A1 0 A0 ×A0 ×A1 ×A1

0 A0 ×A1 ×A1 ×A0 1 A0 ×A1 ×A1 ×A0

0 A1 ×A0 ×A0 ×A1 1 A1 ×A0 ×A0 ×A1

0 A0 ×A0 ×A1 ×A1 1 A0 ×A0 ×A1 ×A1

0 A1 ×A1 ×A0 ×A0 1 A1 ×A1 ×A0 ×A0

1 A1 ×A0 ×A0 ×A0 0 A1 ×A0 ×A0 ×A0

1 A0 ×A1 ×A1 ×A1 0 A0 ×A1 ×A1 ×A1

1 A0 ×A1 ×A0 ×A0 0 A0 ×A1 ×A0 ×A0

1 A1 ×A0 ×A1 ×A1 0 A1 ×A0 ×A1 ×A1

1 A0 ×A0 ×A1 ×A0 1 A0 ×A0 ×A1 ×A0

1 A1 ×A1 ×A0 ×A1 1 A1 ×A1 ×A0 ×A1

1 A0 ×A0 ×A0 ×A1 1 A0 ×A0 ×A0 ×A1

1 A1 ×A1 ×A1 ×A0 1 A1 ×A1 ×A1 ×A0

V3 subsets V4 subsets
0 A0 ×A0 ×A0 ×A0 0 A0 ×A0 ×A0 ×A0

0 A1 ×A1 ×A1 ×A1 1 A1 ×A1 ×A1 ×A1

1 A1 ×A1 ×A0 ×A0 0 A1 ×A1 ×A0 ×A0

1 A0 ×A0 ×A1 ×A1 1 A0 ×A0 ×A1 ×A1

0 A0 ×A1 ×A1 ×A0 0 A0 ×A1 ×A1 ×A0

0 A1 ×A0 ×A0 ×A1 1 A1 ×A0 ×A0 ×A1

1 A0 ×A0 ×A1 ×A1 0 A0 ×A0 ×A1 ×A1

1 A1 ×A1 ×A0 ×A0 1 A1 ×A1 ×A0 ×A0

0 A1 ×A0 ×A0 ×A0 0 A1 ×A0 ×A0 ×A0

0 A0 ×A1 ×A1 ×A1 1 A0 ×A1 ×A1 ×A1

1 A0 ×A1 ×A0 ×A0 0 A0 ×A1 ×A0 ×A0

1 A1 ×A0 ×A1 ×A1 1 A1 ×A0 ×A1 ×A1

0 A0 ×A0 ×A1 ×A0 0 A0 ×A0 ×A1 ×A0

0 A1 ×A1 ×A0 ×A1 1 A1 ×A1 ×A0 ×A1

1 A0 ×A0 ×A0 ×A1 0 A0 ×A0 ×A0 ×A1

1 A1 ×A1 ×A1 ×A0 1 A1 ×A1 ×A1 ×A0
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3 Rate allocation methods

The most critical part in the design of an MLCM scheme is the analysis of error propaga-
tion between the layers. This problem is analyzed by considering ideal interleaver/deinterleaver
pairs at each layer [33]. Moreover, Kasami et al. [42, 43] exploited the conditional prob-
abilities of errors, given that the detection of the previous layers was correct. In this
section, we introduce a different approach for the rate allocation of an MLCM scheme
based on the minimization of the block error rate of the system by considering the error
propagation among layers [Paper A].

According to the block diagram in Fig. 1.1, for a specific unit T (set partitioning),
a point to point AWGN channel with multilevel modulation can be modeled with NL
equivalent parallel channels. Here, the detector of channel ℓ knows the transmitted
bit in the previous channels (layers) 1, . . . , ℓ − 1. Therefore, the problem is converted
into the design of forward error correction units for NL binary channels. However, one
should take into account the error propagation from layer ℓ to the layers ℓ + 1, . . . , NL
for ℓ = 1, . . . , NL − 1 in the rate allocation. This problem is well investigated in the
literature as the rate allocation of MLCM component codes.

Many different design rules have been introduced for the design of an MLCM scheme
[17, 19, 44]. Here, we continue the design of MLCM scheme by reviewing three efficient
algorithms [7, 33] and [Paper A]. The first method is the capacity design rule [17, 33],
which is suitable for capacity achieving codes, such as turbo and LDPC codes, while the
second and third are useful for less complex codes in high SNR regimes.

3.1 Capacity design rule

According to the chain rule (2.2), the constrained capacity of a point to point channel
can be expressed as the sum of the equivalent parallel channels given that the channel
ℓ knows the previous transmitted bits 1, . . . , ℓ − 1. Since our intention is to design the
MLCM scheme for a specific coding rate, the total rate is known.

Here, before proceeding further, we use an example to clarify this design rule.
Example 3 : Consider the MLCM scheme of Example 1 with 16-PAM2 constellation.

Exploiting a numerical approach, the constrained capacity of the overall channel and
its equivalent parallel channels for Ungerboeck set partitioning (natural labeling) are
shown in Fig. 2.6. If one draws a horizontal line from C = 3.72 to cross the channel
capacity curve and then by drawing a vertical line from the crossing point to cross the
capacity curves of the parallel channels6, we obtain the capacities C1, . . . , C4 of the
parallel channels. Through this method, the rates of the capacity achieving component
codes can be determined by exploiting the derived capacities, by setting Ri = Ci for
i = 1, . . . , 4.

Now, in a general case, the constrained capacity of the original channel CCM and the
parallel channels, C1, . . . , CNL can be computed by a numerical method. These capacities
are determined for a specific binary labeling of a constellation. In the computation of the
capacity Cℓ, it should be taken into account that the early bits 1, . . . , ℓ− 1 of the binary
labeling have been given. Then, using the same approach as Example 3, one can readily
determine the code rates R1 = C1, . . . , RNL = CNL of the capacity achieving component
codes CC1, . . . ,CCNL.

3.2 Balanced distance design rule

The minimum MEBD of an MLCM scheme is the minimum MEBD of the MLCM layers.
On the hand, the squared MEBD of layer i in an MLCM scheme is δid2i (see Section 2). In
order to maximize the MEBD of the MLCM, the MEBD of the different layers should be

6As a common redundancy for fiber-optical channels is 7 %, we are especially interested
in codes with a total rate R = 4× (1− 0.07) = 3.72.
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Figure 2.6: Rate allocation with the capacity design rule for different
layers of 16-QAM with natural labeling.

equal [17, 33]. Therefore, the rate allocation of MLCM layers can be accomplished such
that it supports the same MEBD for each layer. This goal can be attained by choosing
Hamming distances of different layers such that the MEBD of layers are balanced, i.e. The
larger Hamming distance for smaller uncoded MED and vice versa. Since we neglect the
effect of neighboring coefficient, this design criterion is optimum for high SNR regimes.

3.3 Lagrange multiplier method

We introduce a new rate allocation method based on the minimization of the total block
error rate (BLER) of the system using the Lagrange multiplier approach [Paper A]. Since
this design approach exploits the union bound [9] to compute the BLER of each layer,
it is suitable for reasonably high SNR regimes. The idea behind this method is very
simple. The total BLER of an MLCM scheme can be written using union bound. Due to
the existence of a combinatorial function inside the expression of BLER, in general, it is
considered to be a non-convex function of the exploited code rate. We exploit a second
order polynomial approximation [Paper A] to make it convex. Then the minimization
is done based on the Lagrange multiplier approach. The constraint of this optimization
problem is the total code rate of the system. In the computation of BLER of each layer,
we need the uncoded bit error rate of each layer. This bit error rate Pb can be computed
by

Pb ≈ NiQ(
di√
2N0

),

where Ni and di denote the neighboring coefficient and the uncoded MED of layer i.
Example 4 : Fig. 2.7 shows the rate allocation of an MLCM scheme with a 16-QAM

constellation; the total code rate of 3.28, and the Ungerboeck’s set partitioning as the
mapping unit T . As seen in this figure, the optimum rate allocation is a function of
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Figure 2.7: Rate allocation of 16-QAM layers with Lagrange multiplier
method, total rate = 3.28.

SNR. In high SNRs the result of this method tends to the balanced distance rule while
in moderate SNRs the resulted rate allocation is very close to capacity design rule. In
moderate and low SNRs, both neighboring coefficients and uncoded MED are important
in rate allocation whereas in high SNRs, the uncoded MED plays the main role.



Chapter 3

Fiber-optical channels

An optical fiber is a cylindrical dielectric waveguide (nonconducting waveguide) consisting
of a core surrounded by a cladding layer. Light propagates along the axis of this channel
by internal reflection. The optical signal will travel in the core because its refractive
index is greater than that of the cladding. Transverse modes exist because of boundary
conditions imposed on the light by the fiber [45, ch. 3]. The allowed modes can be
determined by solving Maxwell’s equations for the boundary conditions of a given fiber
[46, ch. 2]. Fibers with more than one mode are called multi-mode optical fibers. These
types of fibers are usually used in noncoherent data transmission for short range (distance)
links. In contrast, the single-mode optical fibers (SMF) are mostly exploited in coherent
and long-haul communication systems.

Light is modulated as an electromagnetic signal to convey information bits in fiber-
optical channel. In this chapter, to investigate channel models for a single-mode fiber
link, we start with a general model in Section 1 and then in Section 2, a simplified model
corresponding to a practical scenario is derived. Section 3 describes the statistics of the
received signal in dispersion-managed links for a single-polarization. Finally, the optimum
detector for a data transmission system in this channel is introduced in Section 4.

1 General channel model

The propagation of a linearly polarized electric field E(z, t) over an optical fiber is de-
scribed by the standard nonlinear Schrödinger equation (NLSE) [46]

j
∂E

∂z
+ γ|E|2E + j

α

2
E =

β2

2

∂2E

∂t2
, (3.1)

where z is the propagation distance and t is time. Here, we assume E0 = E(0, t) is the
baseband envelope of a single-polarized signal launched into a fiber channel with a Kerr
nonlinear parameter γ, an attenuation factor α, and a group delay β2. According to the
NLSE [47, 48] excluding the fiber attenuation factor, fiber impairments are in principle
two phase effects: the chromatic dispersion [49, 50], which causes a phase multiplication
in the frequency domain with no change in the amplitude of the spectrum (the NLSE term
with factor β2), and the Kerr effect [51, 52], which shows no change in the amplitude but
a phase multiplication in the time domain (the NLSE term with factor γ). In principle,
chromatic dispersion can be modeled as an all-pass filter that can introduce memory into
the channel.

The order of these two phase effects is determined by exploiting the insight that
nonlinear effects are most significant at the beginning of a fiber span where the signal
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Figure 3.1: A model of an SMF fiber segment as a concatenation of
the linear and nonlinear part.

has the highest power [47]. Therefore, the Kerr-effect rotates the phase of transmitted
signal first, before linear propagation. This heuristic helps us to model a reasonably
short fiber segment with length h as a concatenation of nonlinear (Kerr effect) and linear
(chromatic dispersion) blocks, as shown in Fig. 3.1.

Due to the fiber attenuation α, optical amplifiers must be inserted periodically, typ-
ically every 50–100 km in a long-haul fiber link. We call each period a span of the fiber
link. Usually, each span consists of an SMF fiber, a DCF fiber (to compensate the dis-
persion effect of the SMF fiber), and an amplifier. The length of the mentioned short
segment h for different scenarios can be assumed smaller, equivalent, or greater than the
length of a span in a fiber link. Generally, there are two types of amplifiers for a fiber
link: discrete (lumped) and distributed amplifiers [46, ch. 8 and 9].

We proceed the system model by assuming a fiber link with total length L and
N spans of discrete (lumped) amplifiers, where the fiber loss is compensated perfectly.
Each amplifier adds complex circularly symmetric Gaussian amplified spontaneous emis-
sion (ASE) noise nk, k = 1, . . . , N in each polarization with variance σ2

0 . Moreover,
we consider the noise within an optical signal bandwidth, ignoring the Kerr effect in-
duced from out-of-band signal and noise similarly as [53] and assume the system uses a
nonreturn-to-zero (NRZ) pulse shape. A good approximate channel model [47] based on
the NLSE and the above considerations is shown in Fig. 3.2. In this model, a dispersion
compensation fiber (DCF) is included in each fiber span to mitigate the dispersion effect
of the SMF fiber.

Here, we assumed h = L/(2N) as a length of the SMF and DCF fibers in each span.
Although based on this model the propagation of a signal in the fiber link is illustrated
simply by a concatenation of a linear and a nonlinear block, the derivation of the statistics
of the received signal based on this model is still cumbersome. Therefore, we neglect the
effect of chromatic dispersion in the rest of this report. This makes the analysis applicable
to dispersion-managed systems, similarly as was done in [53, 54], for example.

2 Dispersion-managed fiber links

In this section, we describe the system model for a fiber channel without memory (dis-
persion). We begin the investigation of the system model for discrete amplification and
then we extend it for a distributed case.

By neglecting chromatic dispersion (β2 = 0), the solution to (3.1) for a single span
of length L

N
can be written by

E(
L

N
, t) = E0 exp

(

jγLeff|E0|2 − αL

2N

)

, (3.2)

where Leff = (1− e−αL/N )/α is the effective length of each fiber span. Here, we con-
sidered γ = γSMF = γDCF. The simplified model for this case is shown in Fig. 3.3.
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k is the circularly
rotated version of nk with a random phase value)

The received electric field can be written by [53, 55, 56]

E = Êejφn , (3.3)

where Ê = E0+
∑N

k=1 n
′
k; the term φn is generated by interaction of the signal and noise
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due to the Kerr effect, as

φn = γLeff

N
∑

k=1

|E0 +
k
∑

i=1

n′
i|2, (3.4)

and the noise n′
k is given by

n′
k = nk exp



−j

k−1
∑

p=1

|E0 +

p
∑

i=1

n′
i|2


 .

Since
∑k−1

p=1 |E0+
∑p

i=1 n
′
i|2 is independent of nk, it is readily seen that n′

k has a circular
Gaussian distribution with the same variance and mean value as nk. Therefore, we can
drop the primes and proceed the analysis with nk instead of n′

k. The phase trem φn

in (3.4) is known as nonlinear phase noise and it is generally believed to be a major
impairment in long-haul optical transmission system [51–53].

By definition, E = E(L/N, t) is a time dependent electric field, not a vector repre-
sentation of the projected received electric field in a signal space. We nevertheless use
(3.3) to model the discrete-time system, where E is a complex signal vector. This is
a standard approximation in the field and has been shown numerically [57, 58] to be
reasonably accurate, although the theoretical justification is insufficient.

One may consider the distributed amplification as a discrete lumped amplification
with infinite number of spans. This gives limN→∞ NLeff = L. In this case, a continuous
amplifier noise n(z) is considered as a zero mean complex-valued Wiener process with
autocorrelation function of [59, p. 154]

E[n(z1)n
∗(z2)]= σ2

dmin(z1, z2),

where σ2
d = Nσ2

0/L. The nonlinear phase noise can be computed for distributed ampli-
fication by

φn =
γNLeff

L

∫ L

0
|E0 + n(z)|2dz. (3.5)

The ASE noise n(L) generated by in-line amplifiers in two polarizations and accumulated
at the receiver has the variance Lσ2

d = 2hνoptWLαnsp [60], where hνopt is the energy of
a photon, nsp is the spontaneous emission factor, and W is the bandwidth of the optical
signal. The SNR ρ is defined as |E0|2/(Lσ2

d) and |E0|2/(Nσ2
0) for distributed and lumped

amplification, respectively.

3 Statistics of a single-polarization signal

In general, the derivation of signal statistics is inevitable for design of a maximum like-
lihood receiver for a data transmission system. As we pointed out, the statistics of the
received signal for a fiber channel described by the standard NLSE is unknown in the
literature. In this section, we describe the derivation of the statistics of a received signal
for a dispersion managed fiber studied in [59, ch. 5] [54–56, 61–65], which is based on the
system model of Section 2.

First, we describe the probability density function (pdf) of nonlinear phase noise in
Section 3.1, and the joint pdf of the amplitude and phase of the received signal for this
channel is investigated in Section 3.2. This section helps the reader follow the results in
[Paper D], and thus we have tried to keep all the notations consistent.

3.1 Nonlinear phase noise

In this section, due to the computational difficulty of the pdfs, we first compute the
characteristic functions. Then we compute the pdf by taking the inverse Fourier trans-
form of its characteristic function [66]. The analysis is done for distributed and lumped
amplification separately.
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Distributed amplification

For distributed amplification, the characteristic function of φn is given1 in [59, p. 157] by

ΨΦn (ν) = sec
(

Lσd

√

jγν
)

exp
(

ρLσd

√

jγν tan
(

Lσd

√

jγν
))

. (3.6)

The pdf of the nonlinear phase noise can be computed by taking the inverse Fourier
transform from this characteristic function. Figure 3.4 shows this pdf for two different
SNRs, 10 and 20 dB.

Lumped amplification

The characteristic function of the nonlinear phase noise for a single-polarization system
with lumped amplification has been derived in [59, ch. 5] as

ΨΦn (ν) =
N
∏

k=1

1

1− jγLeffνλkσ
2
0

exp

(

jγνE2
0Leff(Λkχ)2

λk − jγLeffνλ
2
kσ

2
0

)

, (3.7)

where χ = (N,N − 1, . . . , 2, 1)T, and λk and Λk are the eigenvalues and eigenvectors,

respectively, of the covariance matrix [59, p. 149]

Π =











N N − 1 N − 2 . . . 1
N − 1 N − 1 N − 2 . . . 1

...
...

...
. . .

...
1 1 1 . . . 1











.

1The nonlinear phase noise φn in [59, p. 157] was normalized by γL2σ2
d.
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The plot of this pdf is shown in Fig. 3.4 for 10, 16, and 40 spans. As seen in this figure,
the pdf for N > 32 spans is almost overlapped with its corresponding distributed system.

3.2 The joint pdf of the amplitude and phase of the

received signal

In this section, the statistics of a single-polarization signal after propagation through a
fiber channel are described for distributed and lumped amplifications. The normalized
received amplitude r is defined as |E0|/(σd

√
L) and |E0|/(σ0

√
N) for distributed and

lumped amplifications, respectively. The joint pdf of the received phase θ and the nor-
malized amplitude r of a dispersion-managed fiber channel with distributed amplification
is [59, p. 225]

fΘ,R(θ, r) =
fR(r)

2π
+

1

π

∞
∑

k=1

Re
{

Ck(r)e
jk(θ−θ0)

}

, (3.8)

where fR(r) = 2re−(r2+ρ)I0(2r
√
ρ) is the pdf of the Ricean random variable r and θ0 is

the initial transmitted phase. Moreover, the Fourier series coefficients are

Ck(r) =
rΨΦn (k)

τ2(k)
exp

(

− r2 + |m(k)|2
2τ2(k)

)

Ik

(

m(k)r

τ2(k)

)

, (3.9)

where k is a positive integer, τ2(ν) =
tan(Lσd

√
jγν)

2Lσd
√

jγν
, m(ν) =

√
ρ sec(Lσd

√
jγν), Iq(·)

denotes the qth-order modified Bessel function of the first kind, and ΨΦn (jν) is given in
(3.6).

In the case of lumped amplification, the joint pdf of the received phase θ and the
normalized amplitude r of a dispersion-managed fiber channel can be derived as (3.8),
where ΨΦn (jν) is given in (3.7),

τ2(ν) = σ2
0

N
∑

k=1

(Λk.χ)2

1− jγνLeffλkσ
2
0

,

m(ν) = E0

N
∑

k=1

(Λk.χ)(Λk.Γ)/λk

1− jγνLeffλkσ
2
0

,

in which Γ = (1, 1, . . . , 1)T, · is the inner product of the two vectors, and the rest of the
parameters are the same as introduced in the distributed case. Figure 3.5(a) shows the
joint pdf of the amplitude and phase of the received signal for a 16-point constellation
with the transmitted power of 0 dBm and the following channel parameters: L = 5000
km, γ = 1.2 (W km)−1, α = 0.25 dB/km, and 42.7 Gbaud.

3.3 Application of signal statistics

The described statistics in Section 3.2 are needed in the design of an optimum receiver
based on minimum mean square error or maximum likelihood. In other words, pre and
postcompesation of nonlinear phase noise (see Section 4) should be done such that the
performance of the system is optimized. In order to minimize the error probability of
the system, the suitable compensation can be derived by exploiting the statistics of
the received signal. Moreover, the design of a coded scheme for such a system can be
accomplished provided that the statistics of the signal after postcompensation are known.
The design of multilevel coded modulation scheme based on the derived statistics in this
chapter is introduced in [Paper C]. Furthermore, statistics of received signals for a data
transmission system with dual-polarization in a dispersion managed fiber, for the first
time, are derived in [Paper D]. One may design an ML detector by exploiting the results
of [Paper D].
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Figure 3.5: The joint pdf of the amplitude and phase of (a) the

received signal, (b) the complex signal rejθ
′

, for a 16-
point constellation (see Section 4.1). Values of contours
are 10−2.5, 10−2, . . . , 1. The transmitted constellation has
been plotted in Fig. 4.2(a).

4 Nonlinear phase noise compensation

The correlation of the received amplitude and the nonlinear phase noise can be exploited
to compensate the nonlinear phase noise from the received phase at the receiver in a single
step [60, 67–69]. However, some approaches have been proposed to mitigate the effect of
nonlinear phase noise by predistortion [69–71] at the transmitter. Since the statistics of
the received signal is not known analytically for a channel with both chromatic dispersion
and nonlinear phase noise, a back-propagation approach [47] based on the approximate
model in Fig. 3.2 must be used. In that case, the signal is passed through a fiber with a
negative nonlinearity and chromatic dispersion to compensate for nonlinear phase noise
and chromatic dispersion jointly. Since negative nonlinearity is not easily available, this
is performed numerically using the split-step Fourier methods [70, 72, 73]. In contrast,
as we described Section 3, due to the availability of the statistics of dispersion managed
links, the design of an optimal detector is possible for this case.

The optimal detector should minimize the error probability of the system after com-
pensation of nonlinear phase noise. Hence, the maximum a posteriori probability (MAP)
detector is optimum in terms of minimizing the error probability of the system. But
since the derivation of optimal detector is analytically complicated, two detectors were
proposed based on linear [67] and minimum mean square error [59, ch. 6] compensation of
nonlinear phase noise. The linear compensator was optimized in terms of the variance of
the residual nonlinear phase noise. In parallel to theoretical methods, some experimental
schemes were demonstrated based on this linear minimum mean square error [68] and
other empirical methods [74].

In this section, we describe the optimal maximum a posteriori probability detector
for compensating nonlinear phase noise. The derived pdf of the nonlinear phase noise
and the joint pdf of the amplitude and phase of the received signal can be exploited to
show that the received amplitude is solely needed to estimate the added nonlinear phase
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Figure 3.6: The system model with the optimal MAP nonlinear phase
noise (NLPN) compensator.

noise in the channel. This optimal MAP detector is superior to the detector based on the
linear compensator proposed in [75] in terms of performance (at the expense of higher
complexity) and slightly better than the minimum mean square scheme of [59, ch. 5] with
nearly the same complexity.

4.1 The MAP detector

The optimal MAP receiver can be derived exactly for an M -PSK signal set in which the

phases of the signal alternatives are θk = (2k−1)π
M

, k = 1, . . . ,M . One can readily derive
the ML decision boundary [9] between the symbols with the phases θ1 and θM , exploiting
the joint pdf of the amplitude and phase of the received signal given that the transmitted
symbol is one of these two symbols. It was shown in [60] that the ML decision boundaries
are rotated by

θc(r) = ∠ C1(r), (3.10)

where ∠ denotes the phase of a complex number. This rotation is a nonlinear (second
order polynomial) function of the received signal amplitude r for a fiber channel with a
distributed amplification.

By symmetry, the decision boundaries between phases θk and θk+1, for k = 1, . . . ,M

are obtained as θc(r) +
2kπ
M

, where θM+1 is equivalent to θ1. Moreover, as shown in
Fig. 3.6, we can derotate the decision boundaries between symbols to get almost straight
line decision boundaries. This approach makes the receiver very simple to implement.
In brief, the nonlinear phase noise compensator computes the phase rotation of decision
boundaries based on the received amplitude. This rotation is canceled out by multiplying
the received signal rejθ with ejθc as shown in Fig. 3.6.

By using (3.10) and (3.8), the joint pdf of the amplitude and phase of the signal
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rejθ
′
= rej(θ−θc(r)) (after the nonlinear compensator, see Fig. 3.6) is obtained by

fR,Θ′(r, θ′) =
fR(r)

2π
+

1

π

∞
∑

k=1

|Ck(r)|cos
(

k
(

θ′ − θ0
))

, (3.11)

where fR and Ck were defined in Section 3.2.
Figure 3.5(b) shows the joint pdf of the amplitude and phase of the received signal

after nonlinear phase noise compensation (rejθ
′
) for a 16-point constellation with the

transmitted power of 0 dBm and the following channel parameters: L = 5000 km, γ =
1.2 (W km)−1, α = 0.25 dB/km, and 42.7 Gbaud. As seen in Fig. 3.5(b), the decision
boundaries are either straight lines or circular arcs and the annular sector region (a sector
in the area between the two concentric circles) can be used to perform the detection in
two steps. The symbol error rates (SER) for this system with the following radii of
the rings2: R1 = 0.28

√
Pt, R2 = 0.66

√
Pt, R3 = 1.06

√
Pt, R4 = 1.53

√
Pt are shown in

Fig. 3.7 for L = 4500 and 5500 km. In high SNR regimes (Pt > 0 dBm), unlike AWGN
channels, the SER increases. This behavior is due to nonlinear phase noise effect, which
shows major degradation in high transmitted powers.

2This radii distribution is selected by performing a numerical optimization to minimize
the SER for transmitted power Pt = −4 dBm



Chapter 4

Coded modulation for

fiber-optical channels

Traditional error correcting codes such as Bose–Chaudhuri-Hocquenghem (BCH), Reed–
Solomon, Reed–Muller, and others, are designed for binary-input AWGN channels. The
criterion for the design of these codes is the maximization of the minimum Hamming
distance of generated code words. These classic codes were designed based on a geo-
metrical approach (increasing the minimum distance between codeword pairs), while the
capacity achieving codes such as turbo codes [76–80], low density parity check codes [81],
and polar codes [82] were originally proposed by inspiration from information theory [83].
The capacity achieving codes were optimized for binary-input AWGN, binary symmetric
(BSC) and binary erasure (BEC) channels.

The coding theory for non-Gaussian channels, especially fiber-optical channels, is
not well investigated. The lack of an accurate statistical model for a general fiber-optical
channel (described by NLSE) might be the main reason for the absence of analytical
results in the design of error correcting codes for these channels. Recently, many new
approaches based on the capacity achieving codes [84] have been proposed for new op-
tical data transmission systems. These schemes intend to increase the performance of
the system in moderate SNR regimes where the classic Reed–Solomon codes show poor
performance [3, 85, 86].

Significant efforts have been devoted to evaluating the performance of existing codes
in the literature [78, 79]. Since the core of coded modulation techniques is an error
correction component code, selected from the classic [10] or capacity achieving codes
[10, 81], these binary codes need to be adapted to perform optimally in fiber channels.
Interestingly, it has been claimed that LDPC code designed for AWGN channels can
perform close to optimal in non-Gaussian channel as well [87].

In [84], the performance of two different classes of capacity achieving codes were
evaluated in optical systems. It was shown that LDPC codes are in general more suitable
than turbo product codes because they are more robust to the effect of quantization on
the log-likelihood ratio.

Here we will leave the design of optimum binary error correcting codes of fiber-optical
channels, and proceed with coded modulation techniques optimized for these channels.
Recently, some coded modulation techniques based on BICM [88, 89], TCM [77, 90], and
MLCM [89] have been proposed for fiber-optic channels. In all of those works, the design
criteria of the proposed methods are the same as for typical AWGN channels.

In this chapter, for the first time [Paper C], we introduce a different design criterion in
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Figure 4.1: The system model with the optimal MAP nonlinear phase
noise (NLPN) compensator.

the design of coded modulation techniques for dispersion-managed fiber-optical channels.
The new method exploits the statistics of complex received signal for this channel and
minimizes the total block error rate of the system. In the following, we first describe the
system model and then the MLCM scheme for these channels.

1 System model

In this section, we assume the nonlinear phase noise has been compensated by the MAP
algorithm proposed in Section 4. Therefore, the exploited coded modulation technique
protects the symbols against the ASE noise and residual nonlinear phase noise. The joint
pdf of the received amplitude and phase is given in (3.11). Here we assume that the initial
transmitted phase is θ0. The block diagram of an optical communication system with
an MLCM encoder and an MSD is shown in Fig. 4.1. According to the proposed block
diagram of Fig. 4.1, the MLCM unit produces a complex I/Q symbol and the optical I/Q
modulator (IQM) transforms the generated complex symbol to an I/Q modulated signal.

2 Rate allocation of MLCM scheme in

dispersion-managed fiber channels

In general, a rate allocation is performed for a particular mapping unit T (see Fig. 1.1). In
general, an ML detector for quadrature amplitude modulation is not a practical scheme
for dispersion-managed fiber channels. This is due to the non-symmetric decision re-
gions of constellation symbols. Instead of an exact ML detector, a two stage detector
is proposed in [60], which has a performance close to an ML detector but has very low
complexity (see Section 4). In this detector, first the amplitude of the received signal
is detected and then in the second stage, the phase of the received signal is determined
based on the detected amplitude in first step. It is shown [60] that a ring constellation
consisting of many M -PSK constellations with different amplitudes shows better perfor-
mance than a square QAM constellation with the same number of symbols. A heuristic
choice of mapping T is to start by choosing a ring and then a phase for the symbol inside
the selected ring of the constellation. Here, we proceed the design by introducing an
example.
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Example 5 : Consider a 16-point ring constellation with four rings with four equally
spaced phase symbols in each ring (see Fig. 1.4(a)). As seen in Fig. 1.4(b), the first two
bits determine the set partitioning of amplitude and the last two bits of binary labeling
(see Fig. 1.5) control the set partitioning of symbols inside each ring. The radii of the
ring constellation are selected by a numerical search method as (0.28, 0.66, 1.06, 1.53)

√
Pt

to reach the minimum SER for uncoded data transmission in the nonlinear regime (high
transmit power). However, this approach can be applied for an arbitrary radii distribu-
tion.

2.1 Capacity design rule

We have defined the set partitioning approach, now we need to determine the component
code rates. One may use the capacity design rule to allocate the code rates of different
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layers. We therefore need to compute the constrained capacity of the MLCM layers as

C1 = I(V1; r)

C2 = I(V2; r|V1)

C3 = I(V3; θ
′|r)

C4 = I(V4; θ
′|V3, r). (4.1)

Once these capacities are computed, the rate of LDPC codes can be selected for differ-
ent layers corresponding to computed constraint capacities (see Section 3.1). We leave
exploiting capacity achieving codes for future work and continue the design using Reed–
Solomon codes. Since these codes are not capacity achieving codes, we use the Lagrange
multiplier approach, which is an optimum method for reasonably high SNR regimes (see
Section 3.3).

2.2 Lagrange multiplier method

For a fixed constellation and a fixed mapping T , the major difference between the design
of an MLCM scheme for an AWGN channel and an optical nonlinear channel is in the
uncoded bit error rate of different layers. We included the details of the computation of
these uncoded bit error rates in [Paper C]. One may readily exploit the Lagrange multi-
plier method [Paper A] to compute the rates of different layers provided that the uncoded
bit error rates of different layers are known. Moreover, we found the rate allocation for
different SNRs.

The optimum rate allocation of the MLCM layers with 16-point ring constellation
using the method in [Paper A] is shown in Fig. 1.6 for a distance L = 5000 km (the rest
of parameters are the same as those in Section 4). This simulation confirms that the
rate allocation for a non-Gaussian channel can show completely different behavior than
a typical Gaussian channel. As seen, layer 1 is more vulnerable to errors at low SNRs
while layer 3 needs more protection at high SNRs; this is different from results of Fig. 2.7
for a Gaussian channel.

Since the maximization of minimum Euclidean distance is not a valid criterion in
the design of coded modulation for such a non-Gaussian channel, this design approach
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significantly improves the performance of the system in comparison to traditional forward
error correction methods.



Chapter 5

Conclusions and future

work

The aim of this work is to design an efficient coded modulation scheme with regard to the
spectral efficiency with an affordable complexity for a high data rate fiber-optical link.
In order to achieve this goal, some contributions were introduced to be exploited in the
design of such a system.

1 Conclusions

We proposed a new rate allocation scheme in [Paper A] for multilevel coded modulation
(MLCM) based on an unequal error protection technique. The design criterion is to
minimize the block error rate of the system, using a new method based on Lagrange
multipliers. Since the BLER is computed by the union bound, this approach is suitable
for moderate to high SNRs. The proposed method is simpler to implement than, e.g.,
the capacity design rule, and it shows up to 1 dB BLER performance improvement
in comparison to previous known methods for moderate to high SNRs. In the new
method, the rate allocation accounts for neighboring coefficients, Euclidean distances of
the constellation, and the SNR of the system.

With special interest in fiber-optical channels, we elaborated on the performance
of the MLCM scheme with a hard-decision multistage decoder. Moreover, to decrease
the complexity of the MLCM scheme, an algorithm is proposed in [Paper B] with a
multidimensional set partitioning method. This multidimensional MLCM shows better
trade-off between performance and complexity for classical codes such as RS and BCH
codes. The numerical results illustrate that for practical SNRs, we can design four-
dimensional MLCM schemes with a lower complexity and a higher power efficiency than
the one-dimensional systems.

In [Paper C], we presented the design of an MLCM scheme for a non-Gaussian fiber-
optical channel with nonlinear phase noise. As discussed in Section 4, the channel dis-
tortion in the phase and amplitude of the transmitted signal are different. Therefore,
an unequal error protection in the phase and radial direction is exploited to optimize
the performance (BLER) of the system. It is shown that the new MLCM system can
give better performance with lower complexity than independent error-correcting coding
and modulation. Hence, the MLCM scheme provides the possibility of a reliable data
transmission in a longer fiber or at a higher spectral efficiency.
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Finally, in order to design a coded modulation scheme for a dual-polarization dispersion-
managed fiber-optical link, statistics of the received signal are derived in [Paper D] for
this channel. The derivations are performed for both lumped and distributed amplifi-
cations. These statistics consist of the pdf of the nonlinear phase noise and the joint
probability density function of the received amplitudes and phases given the SNR of
both polarizations. The numerical results for a specific system show 0.8 dB SNR penalty
in utilizing a dual polarization scheme (to double the spectral efficiency) rather than a
single polarization for 8-PSK, while this penalty is negligible for a QPSK constellation
at SER = 10−4.

2 Future work

As we addressed in [Paper A], one may generalize the proposed rate allocation method to
a detector with soft-decision decoding. We will use the statistics of the dual polarization
signal to design a coded modulation scheme based on the approach of [Paper C]. Moreover,
one can introduce an accurate vector representation model (see Section 1) to derive the
statistics of the received signal in a dispersion-managed fiber-optical channel. Finally,
an important extension to [Paper D] can be the design of an ML receiver based on the
derived statistics.
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