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ABSTRACT 

A 15 year hindcast wave database for the Baltic Sea, Kattegat and Skagerrak was 
developed in 2008. The phase averaged third generation spectral model SWAN 
(Simulating WAves Nearshore) was used for simulating the wind-waves. The wind 
force used for the wave simulation was coming from the RCA model with grid 
resolution of 12×12 NM (nautical miles). The computational grid and bathymetric 
database had the resolution of 6×6 NM which was too coarse for having detailed 
information at the coastal areas. 

In this project the mentioned database is modified by using a finer computational grid, 
better resolved bathymetric data (from HIROMB database) and including shallow 
water physics in the simulation. Atmospheric forcing and other inputs have not been 
modified. Applying unstructured triangular computational grids did not give any 
satisfactory results. The combination of better bathymetric data with the resolution of 
1×1.6 NM, a finer structured computational grid with the resolution of 3×3 NM and 
including shallow water physics has slightly improved the results at the measurement 
stations compared to the previous database. The better resolution and bathymetry 
gives more detailed information along the coastlines. At this point, a more realistic 
atmospheric forcing is needed to further improve the results.   

 

Key words: SWAN, unstructured, computational grid, spectral model, Baltic Sea, 
wind-waves  
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Notations 
 

 

A(f,θ) Resonant interaction function 
a Wave amplitude 
B(f,θ) Shear flow growth function 
c Wave speed 
Cd Drag coefficient 
Cf Bottom friction coefficient 
Cg Wave group velocity 
E Total energy in the wave field 
E(f,θ) Wave energy spectrum 
F Directional spectrum of the waves 
f  Coriolis parameter 
f Wave frequency 
fp Wave frequency corresponding to the peak of spectrum 
g Acceleration of gravity 
H̅ Average wave height 
Hmax Maximum wave height occurring in a record 
Hrms Root-mean-square wave height 
Hs Significant wave height 
H1/n The average height of the 1/n highest waves 
H1/3 Significant wave height 
h Depth 
hw Height of the white-cap region 
j Number of wave component 
K Kernel function 
k Wave number 
L Length 
Lw Length of the white-cap region 
mn nth-order moment of the spectrum 
n Total number of wave components 
ni Wave action density 
NM Nautical Miles 
P(H) Rayleigh probability density distribution 
P(k,f) Spectrum of wave-induced turbulence 
Qb Fraction of waves which are breaking  
R The Rossby number 
Sbr Dissipation source term for surf breaking 
Sbf Dissipation source term for bottom friction 
Swc Dissipation source term for white-capping 
Stot Summation of all source terms 
Sin Atmospheric input source term 
Snl Nonlinear wave-wave interactions source term 
Sds Dissipation source term 
Tm01 Wave period corresponding to the mean period of the spectrum 
Tm02 Mean zero crossing wave period 
Tp Wave period corresponding to the peak of the spectrum 



 

Tz Mean zero down-crossing wave period 
T1/n The average period of the 1/n highest waves 
T1/3 Significant wave period  
t Time 
U Velocity 
U(y) Wind velocity vertical distribution 
U5 Wind speed at 5 meters height 
u wind speed 
ub Water velocity just above the bottom  
u  ͙ Friction velocity 
x Coordinate in x direction 
y Coordinate in y direction 
yc Height of critical zone in shear-flow growth mechanism 
η Recorded elevation of the water surface 
η0 Mean water elevation 
γds Damping coefficient 
θ Wave direction 
λ Wave length 
μ Coupling coefficient 
∏(k,θ) Wave number, frequency spectrum of atmospheric pressure 
ρa Air density 
ρw Water density 
σ2 Variance of the wave record 
τ Wind stress 
τ Water stress on bottom 
ψ Wind direction 
Ω Angular velocity of plenary rotation 
ω0 Angular frequency of the longest wave fitted to the record 
Φ Latitude 
φ phase angel of the wave component 
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1 Introduction 
 

In 2008 the Swedish Meteorological and Hydrological Institute (SMHI) set up a 
“Hindcast wave data base of the Baltic Sea” (Broman & Kriezi 2008). The wave 
simulations were focused on waves in offshore areas, using the SWAN program. The 
data base was first intended to cover 44 years from 1960 to 2004, but the information 
of ice concentration before 1980 was still in process. They only completed 15 years of 
hindcast run (1990-2004), in order to satisfy the pressure of incoming external 
projects. This data base is widely used by the consultancy departments in various 
projects. 

However, there is an increasing demand of wave data/statistics for areas close to the 
coast. The mentioned data base cannot provide information for the coastal areas for 
two reasons: 

1. The computational resolution is very coarse (6 ൈ 6 Nautical Miles) 

2. The wave simulation only includes the physical mechanism of propagation and 
dissipation of waves in deep water. 

The goal of this project is to develop a wave database, using the SWAN numerical 
model, by refining the computational grids and using better resolved bathymetric data 
compared to these from 2008. This would increase the data quality which is required 
in coastal and near shore areas. Also by comparing the results to the ones from 2008, 
the influence of refined computational grids and resolved bathymetric data on 
simulation outputs by SWAN is evaluated.  

The simulation in 2008 was composed of one run with the resolution of 12 ൈ 12 NM 
covering the North Sea and a nested run with the resolution of 6 ൈ 6 NM covering 
Skagerack, Kattegatt and the Baltic Sea. The bathymetric data had the resolution of 
6 ൈ 6 NM. The new run will cover the same regions but aims at using finer grids and 
a more detailed bathymetry. 

 

1.1 Scope of Work 
This thesis focuses on evaluating the effect of modified computational grids, better 
resolved bathymetric data and including shallow water effects such as triad wave-
wave interactions on the quality of the results from the SWAN program. The whole 
region will be simulated in a coarse computational grid (6 ൈ 6 NM). A relatively 
small area with different refined mesh grids will be nested into the former and 
simulated for one year period (1990). Comparing the results from the nested runs to 
available measurements will lead to finding an optimum grid resolution. Then the 
validation will be done by running the model on the whole region for the year 1999. 
The results will be compared to the ones from 2008. This will give a clue of how 
computational and bathymetric grid refinements can influence outputs from the 
SWAN wave model. The most suitable computational grid resolution for developing 
the 15 year hindcast is determined as well. 
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1.2 Similar projects 
There are many projects done in the field of simulating the near shore waves. For 
instance, Hoque et al. (2009) simulated the near shore waves in the southern Beaufort 
Sea, using SWAN model under its non-stationary and two-dimensional mode in a fine 
resolution domain nested within a coarse domain.  

Barstow et al. (2009) have made a WorldWaves wave energy resource assessment 
from the deep ocean to the coast. The offshore data were provided by ECMWF (The 
European Centre for Medium-Range Weather Forecasts) which uses WAM model. 
These data were used as boundary conditions for SWAN model nesting coastal areas.  

Wamsley (2009) in modelling the interaction of hurricanes and natural coastal 
features in southern Louisiana has used WAM model to simulate the offshore waves 
then runs a nested simulation by STWAVE model at coastal areas. 

Rusu (2009) has modelled the Black Sea by the SWAN model in a wave energy 
assessment project using a grid with the resolution of 0.08° covering the western part 
of the Black Sea.  

Broman and Kriezi (2008) simulated the same area as in this project with  6 ൈ 6 NM 
computational and bathymetric grids to create a hindcast. They also evaluated the 
influence of quality of wind forcing data on the results from the SWAN. The better 
resolved wind data enhanced the simulation results significantly. Same result was 
obtained by Howard et al. (2009) in evaluating the impact of atmospheric model 
resolution on a coupled wind/wave forecast system, using CMS-Wave (formerly 
known as WABED).  

 



2 Theory 
 

2.1 Ocean Waves 
 

2.1.1 The simple linear wave 
The simplest wave motion can be represented by a sinusoidal wave. A sinusoidal 
wave has the smooth shape of a sine curve. 

 

 
Figure 1:  A simple sinusoidal wave 

  

The wave length, λ, is the horizontal distance between two successive crests. The 
period, T, is the time interval between the passages of successive crests through a fix 
point. The amplitude, a, is the magnitude of the maximum displacement from mean 
sea level. The wave height, H, is the difference in surface elevation, η, between the 
wave crest and the previous wave trough. 

 

2.1.2 Wave fields on the ocean 
The actual sea waves do not look like the one in Figure 1. They appear with irregular 
shapes and constantly changing water surface, since waves are being overtaken and 
crossed by others. Figure 2 shows an observed pattern from an actual sea. 

 

 
Figure 2:  Sample record from the actual sea 



 

 

Any observed wave pattern on the ocean can be shown to compromise a number of 
simple waves with different heights, periods and directions. This idea shows how an 
irregular pattern of waves can be considered as superposition of an infinite number of 
sinusoidal waves propagating independently of each other. 

Observing the waves carefully in the sea, one can see how waves with similar 
wavelengths combine and move with each other forming groups of waves. Each 
individual wave travels with a speed related to its wave length. However the group as 
a coherent unit advances with its own velocity. This velocity is accordingly named as 
the group velocity, cg. In deep water it is defined as: 

௚ܿ ൌ
ܿ
2 

where c is the velocity of each individual wave. 

A general expression for group velocity in finite depth water is as below: 

 

௚ܿ ൌ
ܿ
2 ሺ1 ൅

2݄݇
sinh 2݄݇ሻ 

 

݇ ൌ
ߨ2
ߣ  

 

where k is the wave number, h is the water depth and λ is the wave length. (WMO, 
1998) 

 

 
Figure 3:  The sea surface obtained from the sum of many sinusoidal waves 
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2.1.3 Statistical description of waves 
A typical wave record from a rather confusing pattern in an actual sea is shown in 
figure 4. Wave crests are marked by dashes and all zero down-crossings are circled. 
The wave period is the time between two consecutive down-crossings (or up-crossing; 
there is no clear convention in choosing them, as in long records it makes almost no 
difference). The wave height H is the vertical distance from a trough to the next crest.  

 

 
Figure 4:  Sample of a wave record 

 

A measured wave record never repeats, but if the conditions are stationary the 
statistical properties of the distributions of periods and heights will be the same from 
one record to another.  Hence, the best way to describe the sea state is by the 
statistical parameters. The most frequently used parameters are: 

 

 H̅ =  Average wave height; 

 Hmax =  Maximum wave height occurring in a record; 

T̅z =  Average zero-crossing wave period; 

H̅1/n =  The average height of the 1/n highest waves; 

T̅1/n =  The average period of the 1/n highest waves; 

A commonly used value for n is 3: 

H̅1/3 =   Significant wave height (Hs) 

T̅1/3 =  Significant wave period 
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2.1.4 The wave spectrum 
Sea surface with a random appearance could be regarded as the sum of many simple 
waves. A way to define this concept is to introduce the wave spectrum. A wave record 
may be decomposed by means of harmonic (or Fourier) analysis to large number of 
sinusoidal waves with different frequencies, amplitudes, directions and phases. Each 
frequency and direction describes a wave component which has an associated 
amplitude and phase. For a surface elevation varying in time in a single direction: 

 

ሻݐሺߟ ൌ ଴ߟ ൅෍ ௝ܽ sinሺ݆߱଴ݐ ൅ ߶௝ሻ
௡

௝ୀଵ

 

 

In which: 

η(t) =  recorded elevation of the water surface at time t 

η0 =  mean elevation 

ω0 =  angular frequency of the longest wave fitted to the record 

j =  number of wave component 

aj =  amplitude of the jth component 

Φj =  phase angel of the jth component 

n =  total number of components 

 

The expected values of the squares of the amplitudes aj are the contribution to the 
variance of the surface elevation η from each of the wave components (E[Σjaj

2]). The 
resulting function is known as the wave-variance spectrum. Since the wave energy 
equals ρwgH2/8 or ρwga2/2 (H=2a), in some literature the wave spectra were expressed 
in terms of energy and called wave-energy spectra which commonly a2/2 or simply a2 
is plotted along the vertical axes. The wave energy spectrum is synonym to the 
variance spectrum. 

 
Figure 5:  Discrete variance spectrum or wave energy spectrum 
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A wave spectrum is the distribution of wave energy over frequency. The form of the 
spectrum is usually expressed in terms of the moments of the distribution (spectrum). 
The nth-order moment, mn, of the spectrum, approximated by a finite sum, is: 

 

݉௡ ൌ෍ ௜݂
௡ ܽ௜

ଶ

2

ே

௜ୀ଴

 

 

According to the definition of mn, the zero moment, m0, represents the area under the 
spectral curve, which in case of energy spectrum is the total energy in the wave field 
(E). The so called root-mean-square wave height (Hrms) is defined in respect to this. 

 

݉଴ ൌ෍
ܽ௜ଶ

2

ே

௜ୀ଴

ൌ
ܽଶ

2  

 

ܧ ൌ
1
ܪ௪݃ߩ8

ଶ ൌ ௪݃ߩ
ܽଶ

2  

 

௥௠௦ܪ ൌ ඨ
ܧ8
௪݃ߩ

ൌ ඥ8݉଴ 

 

In order to derive a value for wave height from the spectrum, as close as possible to 
the significant wave height H̅1/3 (as derived directly from the wave record), it has been 
shown that the Hrms must be multiplied by the factor of √2 for arriving at the required 
value. 

 

௦ܪ ൌ ഥଵ/ଷܪ ൌ √2ඨ
ܧ8
௪݃ߩ

ൌ 4ඥ݉଴ 

 

The commonly used parameters from the spectral wave frequency and wave period, 
derived from the wave spectrum are: 

 

fp=  wave frequency corresponding to the peak of the spectrum 

Tp=  Wave period corresponding to fp 

Tm01=  Wave period corresponding to the mean frequency of the spectrum: 

௠ܶ଴ଵ ൌ
݉଴

݉ଵ
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Tm02=   Wave period theoretically equal to mean zero-crossing period T̅z: 

௠ܶ଴ଶ ൌ ඨ
݉଴

݉ଶ
 

 

The wave spectrum defines the sea state. In order to express the wave spectrum as a 
functional form, some models of the spectrum are used, usually in terms of frequency, 
E(f), frequency and direction, E(f,θ), or alternatively in terms of wave number, E(k). 
They are used to obtain an estimate of the whole spectrum from the limited number of 
known parameters such as significant wave height and wave period. There exist many 
different models such as the Phillips’ spectrum, the Pierson-Moskowitz spectrum, PM, 
(which is often used for a fully developed sea especially when duration and fetch are 
unlimited), and the JONSWAP spectrum. The last mentioned spectrum is often used 
for describing the waves in a growing phase (WMO, 1998). 

 

 
Figure 6:  JONSWAP and PM spectrum models 
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2.2 Wave modelling 
Importance of wave characteristics in different fields such as the naval industry and 
coastal and offshore constructions has lead to development of various modelling 
techniques. Significant efforts to model and predict the waves were made in the 
Second World War and remarkable developments have since been achieved. 

The first wave models were empirical prediction methods. The main concept of these 
methods is the relationship between dimensionless wave parameters governed by 
universal laws of fetch and duration limited growth. SMB, PNJ and PM were the first 
series of empirical methods predicting both spectra and their integral properties such 
as significant wave height, peak frequency, etc. (Silvester, 1974). 

Although the above approaches are useful, they are limited to a narrow range of 
applications (fetch and duration limited growth). To involve all physical processes 
that occur in nature, such as local wind generated sea and swell, spatially and 
temporally varying winds and irregular bathymetry and coastlines, more 
comprehensive models must be used. These will by necessity be numerical models. 
(Young, 1999) 

Numerical models for describing wind wave evolution can be divided into two 
general classes: first are the phase resolving models, which represent the time varying 
water surface, resolving both the amplitudes and phases of the individual waves. 
Second are phase averaging or spectral models which predict average quantities such 
as the directional wave spectrum or its integral properties. The directional wave 
spectrum defines the distribution of wave energy with frequency and direction. Phase 
averaging models solve a single equation: 

డி
డ௧
൅ .௚ܥ ܨ׏ ൌ ܵ௧௢௧                                                                                     

 

Where F=F (f,θ,x,y,t) is the directional spectrum of the waves and Cg is the group 
velocity vector. The symbols f, θ, x, y and t denote frequency, direction, horizontal 
Cartesian coordinates and time, respectively. The source term Stot is the summation of 
different processes which in the simple case of deep water will be: 

 

ܵ௧௢௧ ൌ ௜ܵ௡ ൅ ܵ௡௟ ൅ ܵௗ௦                                                                               
 

Where Sin is the external gain as atmospheric input from the wind, Snl is the shifting of 
energy within the spectrum due to nonlinear wave-wave interactions and Sds is 
dissipative loss.  

Representation of the source term Stot is related to the level of understanding the 
physical process causing the wind-wave evolution. This has classified the models into 
three categories of first, second and third generation models. 

First generation models were established before development of nonlinear wave-wave 
interactions and the source term contained only atmospheric input and dissipation. 
The atmospheric input in these models is based on Phillips’ resonance mechanism and 
Miles’ shear flow mechanism (mentioned mechanisms will be discussed later in this 
section). There are some disadvantages using first generation models. For instance, 
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they give good results only for regions for which they have been developed and 
calibrated.  

Second generation models were developed after the important role of nonlinear wave-
wave interactions became clear in the JONSWAP studies. As a result, a parametric 
representation of nonlinear interactions, Snl, was included in the source terms. 
Inclusion of nonlinear wave-wave interactions effects enhanced the modelling 
capability. Also in demanding situations such as hurricanes, reasonable results were 
produced. In the atmospheric input, only Miles’ mechanism is taken into account as 
Phillips’ resonance mechanism has a very small effect. However, the role of Phillips’ 
model cannot be ignored in the initial growth of the waves from a calm sea. This was 
considered by defining the initial conditions for the model. 

In 1984 the WAM (WAve Modeling) Group initiated by Klaus Hasselmann, 
developed a third generation model. The source term balance in third generation 
models is the same as second generation models. The details of the source terms are, 
however, significantly different to second generation models. The outcome from 
WAM Group was the WAM Model. A variant of this basic model was developed by 
Tolman (WAVEWATCH) and more recently Booij developed the SWAN model. 
(Young, 1999) 

More details about the source terms in first, second and third generation models can 
be found at Young, I.R. (1999), Wind Generated Ocean Waves. 

 

 

2.3 Wave generation 
Wind-waves are generated by the winds blowing over the water surface. The wave 
growth is mainly dependent on the wind speed, the distance (fetch) over which a 
propagating wave is influenced by the wind and the duration of the wind. When the 
wind ceases or waves leave the windy generation area, the waves are called swell. 
Swells have different characteristics than wind waves. They are smoother due to 
dissipation and have longer crests. (Wiegel 1964, WMO 1998) 

There are two stages in wind-wave generation which are recognized by distinct 
mechanisms; these are: (1) resonance, produced by air pressure fluctuations on the 
water surface; (2) shear flow, by the wind-velocity profile above the water surface. 

The wind input term; Sin is generally defined as the form: 

 

௜ܵ௡ ൌ ,ሺ݂ܣ ሻߠ ൅ ,ሺ݂ܤ ,ሺ݂ܧሻߠ  ሻߠ
A(f,θ) is the resonant interaction between waves and turbulent pressure patterns in the 
air, whereas the second term represents the shear flow growth mechanism.(Silvester, 
1974) 
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2.3.1 Resonance 
This mechanism and the related theory of wave initiation by resonance of the water 
surface were developed in 1957 by O.M. Phillips (Phillips, 1957, cited by Silvester, 
1974). Movement of air in the form of wind is always associated with random 
fluctuations of pressure and velocity about some mean value, or turbulence.  They are 
the results of swirls or turbulent eddies in the moving mass of the air. These eddies 
create random fluctuations of pressure and of shear on the water surface. Phillips’ 
theory only considers the pressure fluctuations in the vertical direction.  

The depression caused by the pressure from the eddy is quite short and instant, but it 
creates a wave with a specific wave height. However if the pressure remains on the 
created trough, it will grow deeper and so the wave will grow. The concept of 
resonance is defined by the matching of the speed of the wave first initiated to that of 
the eddy producing it.  For the specific depth of water any created wave length has a 
given wave speed. 

 

ܿ ൌ ට
݃
݇ tanh ݄݇ 

݇ ൌ
ߨ2
ߣ  

ܿ:  Wave speed 

݃:  Acceleration of gravity 

݄:  Depth 

݇:  Wave number 

 Wave length  :ߣ

The resonance theory of Phillips’ does not consider the effect of waves on the air flow 
after they are generated. Therefore it can only explain the initiation of waves. This 
source term is of the form: 

 

,ሺ݂ܣ ሻߠ ൌ
ଶ߱ߨ2
௪ଶߩ ܿଷܿ௚

∏ሺ݇,  ሻߠ

 

where ∏(k,θ) is the three dimensional wave number, frequency spectrum of 
atmospheric pressure. (Silvester, 1974) 

 

   

2.3.2 Shear flow 
This theory was devised by J.W. Miles in 1957 (Miles, 1957, cited by Silvester, 1974) 
almost simultaneously with that of Phillips. It is not substituting the resonance model, 
but complements it.  

The model assumes an initial disturbed surface with sinusoidal waves of infinite crest. 
This will cause a kind of waviness in the streamlines of air flow near the surface. This 



compression and spreading of the streamlines has the same speed as the wave celerity 
C. Assuming a distribution for the wind velocity U(y) as in Figure 7, subtraction of it 
from the wave celerity C results in a zero point at the height yc. In the critical zone 
below yc the air velocity is reversed in respect to the wave celerity. In this critical 
zone a strong vortex is established which drains energy from the wind at the same rate 
as it is transferred to the wave. 

 

 
Figure 7:  Definition sketch for shear flow model of wave generation 

 

 

The rate of this growth is exponential and is described in terms of the wave energy 
spectrum: 

 

,ሺ݂ܧ ሻߠ ൌ
݇

௪ଶߩ݂ߨ4 ݃ߤ
ܲሺ݇, ݂ሻሺ݁ଶగ௙௧ఓ െ 1ሻ 

or 
,ሺ݂ܧߜ ሻߠ

ݐߜ
ൌ ,ሺ݂ܤ ,ሺ݂ܧሻߠ ሻߠ ൌ ,ሺ݂ܧߤ݂ߨ2  ሻߠ

 

where E(f,θ) is a frequency-direction component, k is the wave number, P(k,f) is the 
spectrum of wave-induced turbulence, μ is a coupling coefficient to be defined, g is 
gravitational acceleration and ρw is the water density. 

The growth rates predicted by Miles were much smaller than those from observations 
and laboratory and field tests. Based on a field experiment, Snyder and Cox (1966), 
cited by WMO (1998), proposed a coupling coefficient, μ, as follows: 
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ߤ ൌ
௔ߩ
௪ߩ

ቂ
ݑ
ܿ cos

ሺߠ െ ߰ሻ െ 1ቃ 

 

where c and θ are the wave speed and direction of the growing component, ψ and u 
are the direction and speed of the wind and ρa is the air density. 

A revision was proposed by Snyder et al. (1981), cited by WMO (1998), which is: 

 

,ሺ݂ܤ ሻߠ ൌ ݔܽ݉ ൤0, ݂ߨଵ2ܭ
௔ߩ
௪ߩ

൬ ହܷ

ܿ cosሺߠ െ ߰ሻ െ 1൰൨ 

 

The wind speed at the original work was measured at the height of 5 meters. In order 
to generalize this equation, the wind input shall be expressed in terms of friction 
velocity: 

כݑ ൌ ඨ
߬
௔ߩ

ൌ  ௗܥඥݑ

 

where τ is the wind stress and Cd is the drag coefficient. The drag coefficient varies 
with u. Komen et al. (1984), cited by WMO (1998), has used an approximate form 
describing the input source term: 

  
,ሺ݂ܤ ሻߠ ൌ ݔܽ݉ ൤0, ݂ߨଵ2ܭ

௔ߩ
௪ߩ

ቀܭଶ
כݑ
ܿ cos

ሺߠ െ ߰ሻ െ 1ቁ൨ 

 

where K1 ≈0.25 and K2 ≈28 are the constants which give some flexibility to this term. 
(Silvester, 1974 - WMO, 1998) 

  

 

2.4 Wave dissipation 
The dissipation of wave energy can be caused by three different processes: surf 
breaking, wave-bottom interaction and white-capping. Surf breaking only occurs in 
very shallow water where depth and wave height are of the same order. Dissipation of 
wave energy due to wave-bottom interaction is due to bottom friction. White-capping 
is the primary mechanism of the wave energy dissipation in deep and open oceans. 
The dissipation term is generally defined as the form: 

 

ܵௗ௦ ൌ ܵ௕௥ ൅ ܵ௕௙ ൅ ܵ௪௖ 

where Sbr is the dissipation source term for surf breaking, Sbf represents bottom 
friction dissipation and Swc is the white-capping dissipation source term. 

 



2.4.1 Wave breaking in the surf zone 
 In very shallow water where the depth is in the order of the wave height, the upper 
part of the wave increases its speed relative to the lower part. At some point the crest 
speed gets sufficiently high to overtake the preceding trough. The wave face becomes 
unstable and water from the crest falls along the forward face of the wave. There are 
four types of breaking water waves: spilling, plunging, collapsing and surging 
breakers. 

 
Figure 8:  Three types of wave breaking on beaches, Small figures denote different 

stages of the breaking process 

Batjes and Janssen (1978) considered all waves above limiting height, Hmax were 
breaking. Also the waves below this height followed a Rayleigh probability density 
distribution as:  

 

ܲሺܪሻ ൌ
ܪ
ଶߪ4 ݁

ି ுమ

଼ఙమ 

 

where σ2 is the variance of the wave record. Therefore the probability that the wave 
height is greater than Hmax is: 

 

ܳ௕ ൌ ܲሺܪ ൐ ௠௔௫ሻܪ ൌ ݁ି
ு೘ೌೣ
మ

଼ఙమ  

 

where Qb is the fraction of waves which are breaking. According to the definition of 
Hrms, Qb can be calculated as below: 
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௥௠௦ܪ
ଶ ൌ න ሻܪሺ݌ଶܪ

ஶ

଴
ܪ݀ ൌ  ଶߪ8

 

௥௠௦ܪ
ଶ ൌ න ሻܪሺ݌ଶܪ

ு೘ೌೣ

଴
ܪ݀ ൅ ܳ௕ܪ௠௔௫

ଶ ൌ ଶሺ1ߪ8 െ ܳ௕ሻ 

 

Eliminating σ2 between x and x yields: 

 

1 െ ܳ௕
lnሺܳ௕ሻ

ൌ െ ൤
௥௠௦ܪ

௠௔௫ܪ
൨
ଶ

ൌ െ8
௧௢௧ܧ
௠௔௫ܪ
ଶ  

 

Source term for breaking in the spectral energy balance, based on Battjes and Janssen 
(1987) is then: 

 

ܵ௕௥ሺ݂, ሻߠ ൌ െ
1
௕௝ߙ4 ௣݂ܳ௕ܪ௠௔௫

ଶ ,ሺ݂ܧ ሻߠ
௧௢௧ܧ

 

 

where αbj is an empirical coefficient of the order one, fp is the peak frequency and Etot 
is the total wave energy. (Young, 1999) 

 

 

2.4.2 Bottom friction 
Dissipation at the sea-bed can be modelled by the action of stress, τ, on water with the 
velocity of ub just above the bottom boundary layer. 

 

߬ ൌ െܥ௙ߩ௪ݑ௕|ݑ௕| 

 

where the bottom friction coefficient, Cf, may be expected to vary slowly with flow 
conditions. Hasselmann and Collins (1968) have analyzed the relationship between 
the bottom stress and the dissipation rate of each spectral component. A simplified 
equation for the dissipation source term is: 

 

ܵ௕௙ሺ݂, ሻߠ ൌ െܥ௙
߱ଶ

݃ଶ
,ሺ݂ܧ ሻߠ
 ଶ݄݄݇݊݅ݏ

 

where ω is the angular frequency, k is the wave number and h is the water depth. The 
bottom coefficient, Cf, is equal to 0.038 for swell conditions and 0.067 for the wind-
wave conditions. (Young, 1999) 
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2.4.3 White-capping 
The increase in the wave amplitude due to input of energy by wind continues until the 
wave eventually becomes unstable and breaks. This is called white-capping in 
contrast to surf breaking which occurs on a beach. 

 

 
Figure 9:  The geometric similarity of the white-cap and the underlying wave, where 

hw is the height and Lw is the length of the white-cap region 

  

 

As the wave starts breaking, the energy dissipates in two ways: water is injected into 
the white-cap, becoming turbulent and interacting with the orbital flow on the forward 
face of the wave. The presence of the white-cap on the forward face of the wave 
extracts energy from the wave. This dissipation depends on the existing energy of the 
waves and the wave steepness, and can be written: 

 

ܵ௪௖ሺ݂, ሻߠ ൌ െߛௗ௦߱ܧሺ݂,  ሻߠ
  

where γds is a damping coefficient which is a function of non-local properties of the 
spectrum. (Young, 1999) 

 

 

2.5 Nonlinear wave-wave interactions 
To first order, waves can be considered as the superposition of independent spectral 
components. However at higher orders, interactions, or in another word, kind of 
resonance happens between components and they are not independent. This results in 
a transfer of energy between the components. The lowest order that such interactions 
may occur is between three waves, triad interactions. The most general case which is 
more significant in deep waters, involves the interaction between four components, 
called quadruplet interactions. 
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Triad (three-wave) interactions are significant in shallow water. They can occur 
between the wave components which their frequency and wave number satisfy the 
following conditions: 

 

ଵ݂ േ ଶ݂ ൌ ଷ݂ 

݇ଵ േ ݇ଶ ൌ ݇ଷ 

 

where fi is the scalar frequency and ki is the vector wave number, of the ith wave 
component. These resonant wave-wave interactions transfer and redistribute the 
energy between these components in such a way that preserves some characteristics of 
the spectral shape and the total energy in the wave field. The resonance which causes 
this transfer between components can be expressed by putting the conditions that the 
frequencies of the interacting waves must sum to zero, and the same for the wave 
numbers. 

More significant in deep waters is the interaction of four waves, called a quadruplet, 
which could exchange energy when the following conditions are satisfied: 

 

݇ଵ ൅ ݇ଶ ൌ ݇ଷ ൅ ݇ସ 

ଵ݂ ൅ ଶ݂ ൌ ଷ݂ ൅ ସ݂ 

 

The complicated cubic integrals which describe these energy transfers are: 

 

ܵ௡௟ሺ݂, ሻߠ ൌ ݂ම݀݇ଵ݀݇ଶ݀݇ଷߜሺ݇ଵ ൅ ݇ଶ െ ݇ଷ െ ݇ସሻߜሺ ଵ݂ ൅ ଶ݂ െ ଷ݂

െ ସ݂ሻሾ݊ଵ݊ଶሺ݊ଷ ൅ ݊ସሻ െ ݊ଷ݊ସሺ݊ଵ ൅ ݊ଶሻሿܭሺ݇ଵ, ݇ଶ݇ଷ, ݇ସሻ 
 

where the delta functions, δ, enforce the resonance conditions, the (fi, ki) for i=1, 2, 3 
are the frequency and the wave number pairs for the interacting wave components, the 
݊௜ ൌ

ாሺ௙೔,ఏ೔ሻ
௙೔

, are the wave action densities, and the Kernel function, K, gives the 
magnitude of the energy transfer to the component k4, (or (f4,θ)) from each 
combination of interacting wave components. (Young, 1999 – WMO, 1998) 

 
 

2.6 Coriolis Effect 
All spots on the Earth have the same angular velocity, but different linear velocity 
regarding their location on the Earth. The minimum linear velocity is at the poles. 
Getting closer to the equator, the radius of rotation gets bigger and therefore the linear 
velocity increases. So by moving from poles toward equator or vice versa the linear 
velocity changes, which means there is acceleration and therefore there is force 
acting. This force is called the coriolis force. This deflecting force can affect the 
progressive and standing waves. The effect of this phenomenon is more significant on 
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waves with periods of the order of magnitude of the period of inertia oscillations, such 
as half a pendulum day. Seiches and tidal waves fit more into this range of period than 
the wind waves. Time, space and velocity are three important factors influencing the 
effectiveness of Coriolis force. This can be determined by calculating the Rossby 
number: 

 

ܴ ൌ ௎
௙௅

                                                                                                        

 

݂ ൌ 2Ω sin߶                                                                                             

 

where U is the velocity of the system, L is the length scale of the motion f is the 
Coriolis parameter, Ω is the angular velocity of planetary rotation and φ is the latitude. 
The Rossby number can range between 0.1-1 and 1000. Big values of Rossby number 
means the Coriolis force have small or negligible effects. (Kantha & Clayson, 2000 - 
Dietrich, 1957) 

In this project, regarding the wave characteristics in the region that focuses on wind 
waves, considering the Coriolis Effect would be unnecessary. 

 

 

2.7 SWAN 
SWAN (Simulating WAves Nearshore) is a phase averaging third generation model, 
solving the single equation of wave action balance. Based on the deep water third 
generation WAM Model, it has additional capability of taking the shallow water 
effects into account such as Triad wave-wave interactions, depth induced breaking 
and bottom friction. SWAN is meant to be used in coastal and shallow areas, lakes 
and estuaries by modelling the wave propagation from deep water into shallow coastal 
regions (The SWAN team, 2008). Although in big scale simulations and open oceans, 
the WAM and WAVEWATCH models are more computationally efficient than the 
SWAN model, but the great flexibility in modelling and tuning physical processes, 
either in shallow or deep water makes SWAN the most appropriate wave model 
currently. (Rusu, 2009)  

Wave parameters are estimated in SWAN from given wind, bottom, water level and 
current conditions. In general two types of computational grids are considered in 
SWAN: structured and unstructured. Structured grids contain quadrilaterals with 4 
cells meeting at each internal grid point. Unstructured grids can contain triangular 
cells or a combination of triangular and quadrilateral cells. At the moment only 
triangular meshes can be employed in SWAN via a few supported meshing codes, one 
such is TRIANGLE. (The SWAN team, 2008) 

Significant wave height (HS) and mean zero crossing wave period (Tm02) are the two 
main output parameters from SWAN in this project.  
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3 Method 
 

3.1 Nesting 
The idea of nesting is to first compute the waves on a coarse grid for a larger region 
and then on a finer grid for smaller regions. The computation on the smaller grid uses 
the boundary conditions generated by the computation on the coarse grid. In this 
project, the large region is the Baltic Sea, Skagerack and Kattegatt. The coarse grid 
resolution is 6 ൈ 6 NM. The small region is located at the east coast of Sweden in the 
Baltic Sea, covering the Ölands and Gotland Islands, starting above Stockholm, going 
down close to the Polish coast. Trial and errors in order to find the optimum 
computational grid resolution take place in the small nested region.  

 

 
Figure 10:  The whole region and the nested area 
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3.2 Coordinate system and grid translation 
A relatively large area of the Earth surface is covered in this project, which makes the 
Earth curvature become noticeable and the use of a spherical coordinate system 
inevitable. The WGS 84 (decimal degrees) coordinate system is used in this work. All 
input data are in the same system as well.  

By getting closer to the poles in a spherical coordinate system, the curvature of 
longitudes become more significant and grid cells with same west-east decimal degree 
distances do not have the same size. In order to have almost rectangular grid cells, one 
must translate the grid to the equator. This will keep the distance between grid cells 
approximately the same. 

 
Figure 11:  Latitudes and longitudes at spherical coordinate system 

 

In order to have a rectangular region after translation, a backward translation is used, 
and the quadrilateral area after translating to the equator has become a perfect 
horizontal rectangular area, see Figures 12 and 13.  

The coordinates of the South Pole have been rotated to (-10, -30), and all other points 
have been rotated respectively: 

 

௥௢௧ݕ ൌ sinିଵൣcosሺݕ஼ ൅ 90ሻ sin൫ݕ௥௘௚൯ െ sinሺݕ஼ ൅ 90ሻ cos൫ݕ௥௘௚൯ cos൫ݔ௥௘௚ െ  ஼൯൧ݔ

 

௥௢௧ݔ ൌ cosିଵ ቊ
ൣsinሺyC ൅ 90ሻ sin൫y୰ୣ୥൯ ൅ cosሺݕ஼ ൅ 90ሻ cos൫ݕ௥௘௚൯ cos൫ݔ௥௘௚ െ ஼൯൧ݔ

cosሺݕ௥௢௧ሻ
ቋ 

 

where (xc, yc) are the translated coordinates of the South Pole, (xreg, yreg) are original 
coordinates of the grid points and (xrot, yrot) are translated coordinates of the grid 
points. All coordinates are in geographical (longitudes and latitudes) system. 
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Figure 12:  Nesting region before translation 

 

 
Figure 13:  Nesting region after translation to the equator 
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3.3 Computational Grids 
Two different types of computational grids have been used for the small nested 
region. One is an unstructured, and the other is structured with different resolutions. 

 

3.3.1 Unstructured grids 
The advantage of using unstructured grids is to have varying resolution in the same 
grid. This makes the computations more efficient. There will be higher resolution in 
coastal areas and less in the open sea. To use unstructured grids in SWAN, the mesh 
must be provided in advance. There are few meshing codes which are supported by 
SWAN. In this work, the TRIANGLE mesh generator was used.  

TRIANGLE is a two dimensional high quality triangular mesh generator code, 
developed by Jonathan Richard Shewchuk at Computer Science Division, University 
of California at Berkeley. It creates Delaunay triangles using points given by the user 
as their vertices. If the minimum requirements for a perfect triangle (angles and area) 
are not satisfied, TRIANGLE can produce more vertices to reach any required limit 
(Shewchuk, 1996).  

Figure 4 shows the triangulated nested region, which will be imported to SWAN as 
unstructured computational grid. It has 9126 triangles which include 5427 vertices, of 
which 1985 are input and the rest are produced by TRIANGLE in order to fulfil the 
high quality Delaunay triangulation limits. 

 
Figure 14:  Unstructured meshing of the small nested region by TRIANGLE 
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3.3.2 Structured grids 
The previous simulation in 2008 had a structured computational grid of 6 ൈ 6 NM. 
One possible way to improve the results is to use finer computational grids. In this 
case three different resolutions of 1.2 ൈ 1.2 NM, 2.0 ൈ 2.0 NM and 3.0 ൈ 3.0 NM 
were applied to find an optimum resolution. The nested area has dimensions of 
2.0 ൈ 4.6 degrees, which is 120 ൈ 276 NM. This means we will have grids with 
23000, 8280 and 3680 vertices respectively. Figure 15 shows the 3 NM grid covering 
the nested region. 

 

 

 
Figure 15:  3NM structured grid covering the whole region 
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3.4 Physics 
There are different physical phenomena which influence the wave propagation. The 
simulation in SWAN is done under third generation mode for wind input, considering 
quadruplet and triad wave-wave interactions and white-capping dissipation. 
Westhuysen white-capping source term, which is a nonlinear saturation-based white-
capping combined with wind input of Yan is chosen, as it has been proven to give 
much better results. (Hoque et al., 2009) 

In shallow areas which waves start to be influenced by the sea bed, bottom friction 
has a significant impact on their propagation. The friction formulation of Hasselmann 
has been used in SWAN model with constant friction coefficient of 0.067 ݉ଶ ⁄ଷݏ  
which is for the wind-wave conditions. (The SWAN team, 2008) 

 

 

3.5 Input data 
 

3.5.1 Wind 
For the atmospheric forcing, the RCA 3.0 wind data base has been used. RCA is the 
Rossby Centre regional Atmospheric climate model covering great parts of Europe 
with a resolution of either 25 km or 50 km. It uses boundary conditions from the 
ECMWF (European Centre for Medium-Range Weather Forecasts) reanalysis 
experiment ERA40.  

The data base covers more than 40 years (1961 to 2005) including wind velocity and 
3-second gusts every three hours. RCA is capable for both providing hindcast and 
future winds based on global climate change scenarios on the boundaries. Because of 
underestimation of wind speed during extreme events, 3-second gust was used to 
adjust the output wind velocity in RCA 3.0. In this project a fifteen year period of 
RCA3.0 (1990-2004) hindcast winds is used. The database has a grid resolution of 
about 12 ൈ 12 NM. The same set of data was used in the previous simulation in 2008. 
Therefore the wind input file from year 2008, which also has been translated to the 
equator, is used directly in this project. (Broman & Kriezi, 2008) 

 

3.5.2 Bathymetry 
HIROMB (High Resolution Operational Model for the Baltic Sea) bathymetric data 
base, with resolution of 1.0 ൈ 1.6 NM is used in this project. It is a combination of 
different bathymetric databases from the countries around the Baltic. For the nested 
runs in the small region, bathymetric data from Sea Charts have been combined with 
this database to have more local precision. 
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3.5.3 Ice coverage 
In the northern parts of the Baltic Sea there are periods during the year when ice 
covers the sea. There is no source term included in SWAN to calculate dissipation due 
to ice neither any other technique to treat ice. Same as what has been done for 2008, 
whenever the ice concentration is above 50% it is considered as land; otherwise the 
ice is considered as water. This has been done by using the “Water Level” switch in 
SWAN. (Broman & Kriezi, 2008) 

 

3.5.4 Boundary conditions 
Except for the western boundary of the project area, which is connected to the North 
Sea, the rest of the boundary consists of land. A coarse structured grid (12 ൈ 12 NM) 
simulation covering the North Sea and parts of Skagerack is first introduced. 
Subsequently the main simulation uses spectral boundary conditions from the coarse 
one. 

 

 
Figure 16:  Grids location 

 

 

3.6 Measured data sources 
The simulation results will be evaluated by comparing them with the recorded data at 
measurement stations. Two different types of measurement devices, buoys and 
bottom-fixed devices have been used at measurement stations in coastal areas around 
Sweden since three decades ago. An inverted echo-sounder from SimRad and an 
analogous device (WHM) are two types of the bottom-fixed devices (Broman et al., 
2006). One type of the Buoys (the floating measurement devices) is Waverider 
(Datawell® oceanographic instruments).  
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The measurement stations which were operating discontinuously during the period of 
1990-2004 are Almagrundet, Ölands Södra Grund, Kristianopel, Fladen and 
Trubaduren. They record the wave characteristics every one hour. The recorded data 
include significant wave height, mean wave period, first, second, third, fourth and 
fifth largest wave heights and wave spectrum.  

 

         
 

Figure 17:  Different measurement devices, from left, Simrad, Waverider and WHM 

           

 
Figure 18:  Location of the measurement stations 

 

 

3.7 Parallel processing 
To run a problem using one processor, the problem is divided into small portions and 
each portion will be processed one after another by the CPU. But when there is a 
bigger problem, such procedure would be inefficient. One solution is to decompose 
the problem and run each part in a separate processor at the same time while they are 
communicating with each other as well. This is called parallel processing. Figures 19 
and 20 show a very basic schematic of how parallel processing looks as compared to a 
serial processing. 
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Figure 19:  Basic schematic view of serial processing 

 

 

 
Figure 20:  Basic schematic view of parallel processing 

 

 

In order to run the simulations faster, SWAN is used in parallel mode. In this 
parallelization method, the domain is decomposed and each sub-domain can have 
multiple neighbours on each side. There will be a data structure to store all the 
information about the relationship of the sub domain and its particular neighbours. In 
parallel processing all processors must communicate and exchange information. In 
SWAN both MPI and OpenMP can be used for this communication. Using MPI, it is 
possible for different nodes to communicate, while OpenMP only makes it possible 
for all kernels at one node to communicate. When using OpenMP, the kernels cannot 
communicate with kernels at other nodes (The SWAN team, 2008). 

At the available cluster at SMHI, each node has 8 kernels and each kernel can run 1 
process. The 8 kernels share the memory space at their own node. If we like to run a 
case using more than 8 kernels we need to link to the MPI-libraries when compiling. 

For running the coarse grid over the North Sea and the small nested region OpenMP 
has been used. For the whole main region with the optimum resolution MPI libraries 
are used. 
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4 Results 
 

4.1 Calibration 
The results from October 1990 at Almagrundet measurement station are presented 
here. The general features are similar for the rest of the year. In Figures 7 and 8, 
significant wave height and mean wave period from different scenarios are plotted 
together with measurements. The results from the three simulations with structured 
computational grids have better matching with measurements than results from the 
simulation with unstructured computational grid. Only in periods with strong wind it 
shows reasonable wave heights.  

 

 
Figure 21:  Significant wave height, Oct 1990, Almagrundet 

 
Figure 22:  Mean zero crossing period, Tm02, Oct 1990, Almagrundet 
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To judge the quality of the data, scatter plots of model versus observed wave height 
and period are developed as in figures below. As the output from the SWAN model is 
every three hours and measured data are every one hour, we take the average of three 
consecutive measured data to match the corresponding third hour output from model. 
The blue line is the perfect fit to the model and observed values and the red dash line 
the symmetric slope (a least square fit to a linear function). Two statistical parameters 
are calculated: correlation coefficient and scatter index.  Table 1 shows a summary of 
these parameters from the simulations with different computational grid types. Scatter 
index is defined as below; 

 

ܫܵ ൌ ௦௧௔௡ௗ௔௥ௗ ௗ௘௩௜௔௧௜௢௡ ௢௙ ௘௥௥௢௥௦
௔௩௘௥௔௚௘ ௢௕௦

ൈ 100%                                                  

 

 

 
Figure 23:  Scatter plot of 3 NM model versus observed wave height in 1990 at 

Almagrundet. 

 

 

   
Figure 24:  Scatter plot of 2 NM model versus observed wave height in 1990 at 

Almagrundet. 
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Figure 25:  Scatter plot of 1.2 NM model versus observed wave height in 1990 at 

Almagrundet.  

 
Figure 26:  Scatter plot of unstructured model versus observed wave height in 1990 at 

Almagrundet. 

 

 
Figure 27:  Scatter plot of 3 NM model versus observed mean wave period (Tm02) in 

1990 at Almagrundet. 
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Figure 28:  Scatter plot of 2 NM model versus observed mean wave period (Tm02) in 

1990 at Almagrundet. 

   

 
Figure 29:  Scatter plot of 1.2 NM model versus observed mean wave period (Tm02) 

in 1990 at Almagrundet. 

 

   
Figure 30:  Scatter plot of unstructured model versus observed mean wave period 

(Tm02) in 1990 at Almagrundet. 
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Table 1:  Statistical parameters from modeled and observed values during one year 
1990, CC: correlation coefficient, SI: scatter index 

1990 Significant wave height Mean wave period 

Almagrundet CC SI CC SI 

3 Nm 0.78 48.49% 0.75 16.54% 

2 Nm 0.78 48.45% 0.76 16.55% 

1.2 Nm 0.64 76.43% 0.76 16.55% 

Unstructured 0.74 47.66% -0.53 59.9% 

 

 

Smaller scatter index and correlation coefficient closer to 1.0 indicates better 
matching of simulation results with observations. The run with unstructured 
computational grids gives unacceptable results especially for mean wave period. The 
simulations with 2 and 3 NM resolution give similarly good results, but then the data 
quality drops when the resolution gets finer to 1.2 NM. By considering the 
computational efficiency, grids with 3 ൈ 3 NM resolutions are the optimum choice 
among the scenarios.  

 

 

4.2 Validation 
  The structured computational grid with the resolution of 3 ൈ 3 nautical miles turned 
out to be the best option according to the results from first run. Now in order to 
validate this choice, a run with 3 NM structured computational grid and duration of 
one year in 1999, covering the whole region of Baltic Sea, Skagerack and Kattegatt, 
has been done. The wave measurement devices which were operating in this period 
are Almagrundet, Fladen, Ölands Södra Grund and Trubaduren. The scatter plots of 
model versus observations are presented for significant wave height and mean wave 
period (Tm02) in the figures below. The blue line shows the perfect fit to the model and 
observed values and the red dash line shows the symmetric slope (when the red line is 
below the blue the model underestimates the observed values). The summary of their 
statistical parameters are presented in Table 2. 
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Figure 31:  Scatter plot of model versus observed wave height based on data of 1999, 

January to December at Almagrundet.  

 
Figure 32: Scatter plot of model versus observed wave height based on data of 1999, 

January to December at Fladen. 

 
Figure 33:  Scatter plot of model versus observed wave height based on data of 1999, 

January to December at Ölands Södra Grund. 
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Figure 34:  Scatter plot of model versus observed wave height based on data of 1999, 

January to December at Trubaduren. 

 
Figure 35:  Scatter plot of model versus observed mean wave period (Tm02) based on 

data of 1999, January to December at Almagrundet. 

 
Figure 36:  Scatter plot of model versus observed mean wave period (Tm02) based on 

data of 1999, January to December at Fladen. 
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Figure 37:  Scatter plot of model versus observed mean wave period (Tm02) based on 

data of 1999, January to December at Ölands Södra Grund. 

 
Figure 38:  Scatter plot of model versus observed mean wave period (Tm02) based on 

data of 1999, January to December at Trubaduren. 

 

Table 2:  Statistical parameters from modeled and observed values during one year 
1999, CC: correlation coefficient, SI: scatter index 

1999 Significant wave height Mean wave period 

3 NM CC SI CC SI 

Almagrundet 0.72 49.33% 0.66 16 % 

Fladen 0.58 70.81% 0.5 20.51% 

OlandsSG 0.51 65 % 0.45 22.66% 

Trubaduren 0.66 63.23% 0.52 20 % 
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4.3 Simulations time and data capacity 
The time it takes for a simulation to run and the capacity required for data storage are 
important factors from the practical point of view. Unreasonably long runs and too 
large data to be stored will affect the efficiency of creating a data base. Table x shows 
the computation times at the calibration runs in the small nested region. 

 

Table 3:  Computation times for different grids at small nested region 

Computational grid resolutions Simulation times for 1990 (hours) 

3 NM 7.6 

2 NM 16.2 

1.2 NM 42.4 

Unstructured 65 

 

The simulation covering the North Sea with grid resolution of 12 ൈ 12 NM took 110 
minutes, using OpenMP parallel processing communication tool and 1 node (8 
kernels).The simulation covering the Baltic Sea, Kattegat and Skagerrak having the 
structured computational grid with the resolution of 3 ൈ 3 NM, running for the year 
1999, took about 42 hours on two nodes (16 kernels) using MPI libraries. The size of 
the results from this run, after removing the dry points, is about 1.3 Giga bytes.  

In Table 4 the simulations covering the whole region are compared regarding their 
times. The first row with 6 ൈ 6  NM computational and bathymetric grids represents 
the simulation of the old database. The second row has the same computational grid 
resolution but using the resolved bathymetric database. This was the coarse run 
containing information for the nested simulations at calibration runs. Producing 
boundary condition data for the nested simulations might be the main reason for such 
relatively long simulation time. The last row is the final validation run with both 
resolved computational and bathymetric grids.  

 

Table 4:  Computation times for simulations with different computational and 
bathymetric grids covering the Baltic Sea, Kattegat and Skagerrak 

Computational grid 
resolution 

Bathymetric data 
resolution 

Year Simulation time  
(hours) 

6 ൈ 6 NM 6 ൈ 6 NM 1990 4 

6 ൈ 6 NM 1 ൈ 1.6 NM 1990 25.6 

3 ൈ 3 NM 1 ൈ 1.6 NM 1999 42 
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4.4 Comparison with previous simulation in 2008 
In 2008 a run where the computational and bathymetric grids had the resolution of 
6 ൈ 6 NM was done. In this project the same input for wind and ice coverage is used 
but considering the shallow water physics and implementing resolved structured 
computational grids of 3 ൈ 3 NM and bathymetric data with resolution of 1.0 ൈ 1.6 
NM. The year 1999 is chosen to compare the statistical parameters of the results at 
measurement stations, see Table 3. 

The 99th percentiles significant wave heights for 1999 has been plotted from both 
databases (see Figures 26 and 27). Generally there is not any significant difference in 
the data quality but the new simulation has included much more details at coastlines 
which is an advantage to the previous one. 

 

 

 

Table 5  statistical parameters from modeled and observed values during one year 
1999, from the coarse 12x12 NM run in 2008 and the 3x3 NM run in 
this project, CC: correlation coefficient, SI: scatter index 

 
1999 

Significant wave height Mean wave period 

CC SI CC SI 

Almagrundet 
3 NM, 2010 0.72 49.33% 0.66 16 % 

6 NM, 2008 0.69 53.51% 0.63 17.21% 

Fladen 
3 NM, 2010 0.58 70.81% 0.5 20.51% 

6 NM, 2008 0.57 73.19% 0.5 21% 

ÖlandsSG 
3 NM, 2010 0.51 65 % 0.45 22.66% 

6 NM, 2008 0.49 66.65% 0.43 23.22% 

Trubaduren 
3 NM, 2010 0.66 63.23% 0.52 20 % 

6 NM, 2008 0.65 62.39% 0.53 19.6% 
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Figure 39:  99th percentiles of Hs 1999 at 6 NM grid resolution 

 

 

 
Figure 40:  99th percentile of Hs 1999 at 3 NM grid resolution 
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5 Discussion 
 

According to the results, modified computational grid, better resolved bathymetric 
database and including the shallow water physics in the simulations have slightly 
improved the quality of the results. The effect of including shallow water physics into 
simulation could be better quantified if not all the measurement stations were located 
in offshore and deep areas. Using a refined bathymetric database has helped the 
simulation to model the irregularities of the coastal areas in much more detail. But in 
general the influence of the studied parameters in this work is much less than the 
effects of a modified wind database. [Broman and Kriezi (2008) and Howard et al. 
(2009)] 

Applying unstructured grids, using TRIANGLE mesh generator, did not give any 
acceptable results. Before simulating the small nested region, several test runs have 
been done using triangular meshing and none of them gave satisfactory results. More 
investigations regarding this problem may be done in the future. 

Refining the computational structured grids’ resolution to 2 and 3 NM slightly 
improved the results as compared to the previous simulation with 6 NM grid 
resolution. The quality of the results drops by further refinement to the resolution of 
1.2 NM. This could be interpreted as that there exists an optimum computational grid 
resolution relative to the bathymetric data and other inputs. 

Comparing the results from simulations with 2 and 3 NM grid resolutions shows 
almost no difference. Considering the computational efficiency (time and data storage 
capacity) running the simulation with 3 NM resolutions is more efficient. Running the 
whole region for one year in 3 NM resolutions takes 42 hours and requires 1.3 GB 
memory for data storage. So for creating the 15 year hindcast, up to 630 hours 
processing and about 19.5 GB memory is required.  

According to the results, a perfect fit between the simulation results and the 
observations has not been achieved. There are several factors behind this. Most 
importantly the RCA wind database, which provides atmospheric forcing for the 
model, doesn’t have fully realistic and perfect data. Although Broman and Kriezi 
(2008) modified its underestimated wind speeds, it still cannot be considered as a 
fully realistic database. Furthermore, measurement devices provide data for every one 
hour, which is the average of a ten minute measurement, and the simulation has the 
wind input every third hour. Even by comparing the average from three consecutive 
measured values, still the compared values are not exactly corresponding to each 
other. Also there is the fact that measurement devices are not fully trustable, due to 
technical errors which might happen during their operation. 
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5.1 Improvements to previous database 
 

• Slightly better correlation between simulation results and measurements. 
• Irregularities at coastlines have been modelled with much more details. This 

means that more precise information will be available at coastal and shallow 
areas.  

•  The new bathymetric database containes the inland lakes. As the wind 
database covers the whole region, SWAN has simulated the lakes as well, but 
these results are not yet validated. 

• By having better results at measurement stations it’s likely to also have 
improved results at coastal areas. 

 

 

5.2 Recommendations for further investigation and more 
development  

In this work, it became clear that none of the parameters has as significant influence 
as the atmospheric input could have on the quality of the database in offshore areas. 
The primary option for further improvement of this database is to use a more realistic 
accurate wind database, such as the MESAN.  

Use of structural computational grids, when refining to an appropriate resolution for 
having more detailed simulated coastlines, produces many unnecessarily fine 
computational cells out at the offshore regions. Unstructured (triangular) grids are one 
solution to this inefficiency. In this project, trying triangular meshes made by 
TRIANGLE faced many problems and the outcomes ware not satisfactory. Exploring 
the TRIANGLE code, finding the reason of this problem, or trying other meshing 
codes may lead to a much more efficient simulation. 

Evaluation of the simulation results has been done by comparing them to the 
measurements from few measurement stations. One way to evaluate the results in 
more points is using the satellite measurements recorded by altimeters. These 
databases cover the Baltic since about 20 years back. The waves’ characteristics are 
estimated by evaluating the surface roughness which is measured by a radar system.  
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